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Foreword 
This project began in October 2020 and has a total duration of 1.5 years. It was conducted 
primarily at the National Renewable Energy Laboratory, in collaboration with the University of 
Tennessee at Knoxville.  
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Preface 
This project aims to develop an open-source, scalable, transmission, distribution, and 
communication, dynamic co-simulation framework to study the impacts of communication 
failures of distributed energy resources (DERs) providing frequency regulation services on 
electric power system stability. The project will significantly contribute to the reliability and 
security of modeling DER integration in future transmission-and-distribution (T&D) networks. 
In addition, we collaborated with university partners to test and validate the methodology, 
considering primary frequency response and secondary frequency response together, by 
integrating the proposed framework into the simulated T&D networks of a large interconnected 
system: a synthetic Texas 2,000-bus transmission network combined with more than 1 million 
distribution buses.  
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Executive Summary 
Distributed energy resources (DERs) are being rapidly deployed in distribution networks, which 
brings new challenges and opportunities to balancing the power system and stabilizing the 
system frequency. For reliable power system operation, regulation services are used to stabilize 
the system frequency through automatically balancing the system generation and load. This 
means that in the future, high- penetration, renewable power system, additional and alternative 
reliable frequency regulation service providers, such as distributed energy storage resources, 
should be explored. 

Although the capability of utility-scale energy storage to provide frequency regulation services 
has been demonstrated, the integrated control and dynamic modeling of DERs providing 
frequency regulation grid services has been rarely explored. There are several challenges to 
adopting DERs to provide reliable grid services, as illustrated in Federal Energy Regulatory 
Commission Order 755 [1]. First, the distributed installation of distributed energy storage 
requires comprehensive cyber-physical dynamic system (CPDS) modeling to fully consider the 
impacts of the communication latency variability on the real-time frequency regulation provision 
capability of DERs, as shown in Figure ES-1. Unlike conventional generators, there are typically 
two-layer communications between DERs and system operators, which increases the 
communication delay. Also, unlike conventional generators, whose dynamics have been 
comprehensively studied and modeled, modeling the power-dynamic characteristics of individual 
DERs (Figure ES-1) is challenging when considering accurate representation of automatic 
generation control (AGC) and their power-frequency relationships. Third, the temporal 
dependent state-of-charge uncertainty of DERs creates challenges for look-ahead generation 
scheduling when considering their power and frequency regulation capacities; therefore, the 
aggregator should optimize the frequency regulation provision from individual DERs in real 
time.  

 
Figure ES-1. Illustration of the DER CPDS model for the provision of reliable frequency regulation 

services  

To overcome these challenges, this project proposes a CPDS model to capture the uncertainty of 
the two-layer communication latency and power dynamics of DERs. The variability of the DER 
communication delays and dynamic constraints are comprehensively modeled in this work (as 
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shown in Figure ES-1). The DER AGC model with communication delay is designed to validate 
distributed energy storage’s frequency regulation services. Like current performance-based 
frequency regulation evaluation, the delivery of the DER frequency regulation will be assessed 
through post-analysis of the actual AGC response with respect to the AGC control signal from 
system operators. Consequently, the reliability improvement with DERs providing reliable 
frequency regulation services can be evaluated from a comprehensive perspective considering all 
the dynamics of communications and power. 

Key findings from this project include: 

• The need for co-simulation, different from the traditional analytical method (i.e., state-
space equations), co-simulation method can observe different aspects of the impacts, e.g., 
heterogeneous communication impacts and local grid constraints, such as voltage and 
reverse power flow. The quantitative analysis and modeling scheme in this report can 
provide insights into designing future load frequency control (LFC) algorithms and 
communication planning for LFC with DERs such as distributed photovoltaics (DPVs) 
and plug-in electric vehicles (PEVs). 

• The communication delay margin of DER AGC can be quite different from that of 
conventional generators, risk of system instability might substantially increase if the 
design of the DER AGC control fails to consider communication variations; Therefore, 
system operators should consider communication delays when designing DER AGC 
control parameters and when dispatching DERs for AGC services. One example is 
demonstrated in Figure ES-2, where it shows different communication delay times affect 
the system frequency after contingencies. 

• The aggregation of PEVs has great potential to provide both primary frequency 
regulation (PFR) and secondary frequency regulation (SFR) to quickly restore the system 
frequency after contingencies. Several factors can impact PEV frequency regulation, such 
as the participation factor and the potential state of charge (SOC) limits. 

• PEV frequency regulation with communication variations demonstrate that the mean 
values of the communication delay have a higher impact on the frequency recovery than 
the standard deviation of the delay. Meanwhile, the packet drop impacts on the frequency 
restoration are not significant in both the homogeneous and heterogeneous packet drop 
rates, this is demonstrated in Figure ES-3, more details can be found in chapter 6. 
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Figure ES-2. System frequency response under different delays 

 

Figure ES-3. Homogeneous packet loss with different loss rates  
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1 Introduction 
Distributed energy resources (DERs) are being rapidly deployed in distribution networks, which 
brings new challenges to balancing the power system and stabilizing the system frequency [2]. 
The power output of DERs, if not optimally managed, can not only impact the local distribution 
voltage but also deteriorate the transmission system power balance and increase frequency 
fluctuations [3], [4], [5]. Frequency regulation services—including primary frequency response 
(PFR), secondary frequency response (SFR), and tertiary frequency response—are used to 
maintain real-time power system balance and frequency stability. DERs, equipped with advanced 
control strategies, have the capability to provide these services [6]–[9]. The recent Federal 
Energy Regulatory Commission Order 2222 [10] stipulates that electricity markets should 
remove all market access barriers to DERs to allow them to participate in the energy, capacity, 
and ancillary services markets; therefore, to better understand and use DER frequency regulation 
services, the frequency dynamic responses of DERs should be modeled in dynamic system 
simulations, and efficiently integrating DER dynamics into dynamic transmission system 
frequency simulations has been attracting increasing research attention. The power output of 
DERs, which are hosted mainly in distribution networks, impacts the local distribution voltage 
profile, especially when their penetration level is high; therefore, when using DERs to provide 
frequency regulation services, the local voltage profile should be optimized to avoid over-
/undervoltage issues in the distribution network. 

Existing dynamic simulation tools—such as GE PSLF, PowerWorld Simulator, and Siemens PTI 
PSS/E [11]–[13]—have been developed mainly for transmission frequency dynamic analysis, 
where the positive-sequence model is used with the balanced, three-phase assumption; therefore, 
to study the impacts of DER dynamics, an aggregated model is usually used, such as DER_A 
[14]. Distribution networks hosting DERs, however, are normally three-phase, unbalanced, and 
the DER power outputs for the frequency response should not violate the local voltage 
constraints. There exists research focusing on the steady-state or quasi-static analysis of 
transmission-and-distribution (T&D) networks with DERs. For instance, the authors of  [15] 
proposed an interfacing variables updating algorithm between the transmission and distribution 
systems to improve the convergence of the T&D steady-state power flow co-simulation. The 
accuracy and computational efficiency of three T&D coupling protocols (decoupled, loosely 
coupled, and tightly coupled) was evaluated in [16] for quasi-static T&D co-simulation. The 
coupled T&D AC optimal power flow in [17] used a coordinated T&D structure with a 
heterogeneous decomposition algorithm. The simulation tools, synchronization methods, and 
potential research topics about T&D co-simulation were reviewed in [18]. In [19], the impacts of 
DERs on the economic operation of the transmission system were investigated in an integrated 
grid modeling system.  

For T&D dynamic analysis with DERs, electromagnetic transient (EMT) simulation tools can 
simulate both T&D network dynamics; however, the full EMT simulation for T&D networks 
requires extensive simulation time—even for a medium-size network [20]. The authors of [21], 
[22] proposed modeling and simulating power system electromechanical transients and EMTs by 
a very large-scale integrated circuit to improve simulation efficiency. Using the full EMT 
simulation to simulate large-scale T&D networks is considered computationally impractical. In 
[23], a hybrid EMT and phasor-domain simulation model was proposed to accelerate the EMT 
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simulation for T&D networks. The EMT simulation was accelerated by switching between the 
detailed EMT simulation and the phasor-domain simulation. In [24], an integrated T&D system 
power flow and dynamic simulation (transient stability dynamics) was proposed, where the T&D 
systems are represented in three sequences and three phases in detail, respectively. The TPDA in 
[25] solved differential algebraic equations for the unbalanced electromechanical transients using 
the Park transformation. Reference [26] built a three-phase, unbalanced transient dynamic 
(electromechanical transient) and power flow model for distribution systems/microgrids with 
synchronous generators. Reference [27] focused on distribution systems and proposed a hybrid 
simulation tool to study the impacts of distributed photovoltaics (DPV) in distribution networks. 
DPV was modeled with EMT models to study their fast dynamics, interfacing feeder models in 
OpenDSS in [28]. Reference [29] built a generic platform for T&D dynamic co-simulation in the 
framework for network co-simulation, where dynamic simulations were used for both T&D 
systems. In [30], T&D dynamic co-simulation models with parallel and series computation 
schemes were compared, along with a discussion on the integration time step impacts. Reference 
[31] used a coupled T&D simulation to analyze the impacts of bulk power system faults on the 
distribution generation response. A comparison of different T&D co-simulation models, their 
transmission/distribution simulators, and the tested transmission/distribution networks is shown 
in Table 1. 
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Table 1. Comparison of Different T&D Co-Simulation Models 

Reference Model Trans. 
Simulator 

Dist. 
Simulator 

Trans. 
Network Dist. Network 

[15], [16] Static MATLAB OpenDSS 

IEEEa 9-bus 
system/ 
IEEE 39-bus 
system 

EPRIb Ckt-24 

[17] Static MATLAB MATLAB IEEE 14-bus 
system 

IEEE 57-bus 
system 

[19] Static 
FESTIVc/ 
MATPOWER 

GridLAB-D SMUDd 250-
bus system 

SMUD 
distribution 
feeders 

[23] Dynamic Integrated in 
PSCAD/EMTDC/InterPSS  

IEEE 9-bus 
system 

4-bus sub-
trans. and 
dist. 

[24] Dynamic 
Three-
sequence 
model 

Three-phase 
model 

IEEE 9-bus 
system/ 
IEEE 39-bus 
system 

8-bus 
distribution 
feeder 

[25] Dynamic Integrated in TPDAe  
IEEE 39-bus 
systems Utility model 

[26] Dynamic No trans. GridLAB-D No trans. 

IEEE  
123-node 
distribution 
test feeder 

[27] Dynamic No trans. EMT/ 
OpenDSS No trans. IEEE 8,500 

node  

[29] Dynamic 
Dynamic 
three-phase 
model 

GridLAB-D IEEE 9-bus 
system 

IEEE 13-node 
distribution 
feeder 

[30] Dynamic PSAT OpenDSS IEEE 39-bus 
system 

5,780-node 
distribution 
system 

[31] Dynamic PSLF OpenDSS WECC 
Three 
California 
feeders 

This work Dynamic ANDES OpenDSS ACTIVSg2000 

More than 1 
million-node 
distribution 
networks 

a Institute of Electrical and Electronics Engineers 
b Electric Power Research Institute  
c Flexible Energy Scheduling Tool for Integrating Variable Generation 
d Sacramento Municipal Utility District  
e Three Phase Dynamics Analyzer 
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Unlike conventional generators, which use a dedicated communication channel to provide 
automatic generation control (AGC) [32], DERs can use open communication networks to 
exchange control signals with system control centers, possibly through DER aggregators [33]. 
The open networks expose several vulnerabilities of the DER AGC services, such as extended 
communication latency, increased packet loss, and cyberattacks (e.g., false data injection); 
therefore, it is imperative to study the impact of the communication variations in DER AGC on 
the system frequency stability to ensure reliable operation of the future electric grid with high 
penetrations of DERs. Although it depends on the specific communication infrastructure, normal 
time delays—ranging from several tens to hundreds of milliseconds—are introduced in 
transmitting and processing remote signals [34], [35]. These delays will likely increase when 
open communication networks (e.g., mobile or fixed broadband) and multilayer structures (DER 
aggregators) are introduced, especially during periods of congested communication because of 
the large amount of data exchanged. 

Overall, there is a lack of T&D dynamic co-simulation research while considering 
communication impacts that focuses on DER frequency regulation, including both PFR and SFR, 
in large-scale systems. For instance, DERs provide frequency regulation by adjusting their active 
power outputs, but DERs might be required by local distribution operators to adjust power to 
maintain certain voltage ranges, and the overall dynamic interactions between T&D networks are 
still unknown. To account for DER frequency regulation responses in T&D networks, this 
project develops an efficient, open-source, T&D frequency dynamic co-simulation framework, 
namely Cyber-Physical Dynamic System (CPDS), wherein the well-established T&D simulation 
tools are leveraged: the high-performance transmission dynamic simulation tool ANDES [36] 
and the distribution network solver OpenDSS [28]. The co-simulation platform is built with the 
Hierarchical Engine for Large-Scale Infrastructure Co-Simulation (HELICS) [37]–[39] to 
establish the co-simulation flow between the transmission dynamic simulations and the 
distribution quasi-static time-series (QSTS) power flow simulations. To synchronize the DER 
frequency response hosted by distribution networks with the transmission network, DERs are 
modeled with detailed frequency dynamics. The DER power outputs from the time domain 
simulation are exchanged with the distribution power flow simulators through HELICS. 
Consequently, the DER frequency dynamic responses are considered in both the transmission 
frequency dynamic simulation and the distribution network power flow simulation with multiple 
time resolutions. Built on this architecture, along with the efficient subsystem simulators, the 
proposed T&D frequency dynamic co-simulation framework is computationally efficient. As 
shown in Table 1, the proposed framework is the first-of-its-kind T&D dynamic co-simulation 
model that can perform dynamic simulations with a 2,000-bus transmission network, 
ACTIVSg2000 [40], and distribution networks with more than 1 million nodes. In summary, this 
work has the following contributions: 

• An open-source, T&D frequency dynamic co-simulation framework is developed to 
study DER PFR and SFR in large-scale T&D networks. In this framework, we propose a 
novel implementation to synchronize the transmission dynamic simulation and the 
distribution QSTS simulation for DER PFR and SFR. The DER power intermittency and 
local distribution voltage constraints are also considered in the PFR and SFR provision. 
This real-time maximum power modeling of DERs considers both the availability 
uncertainty and the local voltage constraints. 



 

5 
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications. 

• The efficiency and scalability of the T&D dynamic co-simulation framework is further 
demonstrated with a generation trip scenario in an integrated T&D system with a 2,000-
bus transmission network and distribution networks with more than 1 million distribution 
nodes.  

• A few practical use cases are considered here, which demonstrate the capabilities and 
potential applications of the framework. 

The rest of this report is organized as follows: Section 2 presents the overall T&D frequency 
dynamic co-simulation framework using HELICS [41]. Section 3 introduces the T&D network 
frequency dynamic model with DERs [41]. Section 4 performs the case study to demonstrate the 
DER PFR and SFR [41]. Section 5 shows the communication delay margin of DERs providing 
SFR [42]. Section 6 performs the simulation with electric vehicles (EVs) providing PFR and 
SFR with a communication delay [43]. Section 7 concludes the paper. 
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2 Transmission-Distribution-Communication Dynamic 
Co-simulation Framework 

The T&D&C dynamic co-simulation framework developed for DER frequency dynamic 
response is based on the HELICS platform and off-the-shelf power system simulators. This 
section introduces the components of the framework and develops the interfacing requirements.  

2.1 Brief Description of HELICS 
HELICS is an open-source, cyber-physical co-simulation framework for energy systems. It is 
designed to integrate simulators of transmission, distribution, and communication domains to 
simulate regional and interconnection-scale power system behaviors. Because it exploits a 
generalized data exchange interface, it can include other energy sectors’ simulator as well. A few 
key concepts of HELICS that are relevant here are introduced in the following; for more details, 
see [37], [38]:  

• Federates run simulation instances of individual subsystems, sending and receiving 
physical and control signals to and from other federates. 

• Brokers maintain synchronization in the federation (i.e., many federates) and facilitate 
message exchanges among federates. 

• Simulators are executable—that is, they can perform some analysis functions. In this 
context, for example, they are the transmission simulator ANDES and the distribution 
simulator OpenDSS. Note that the terms federate and simulator are used interchangeably 
in this paper. 

• Messages are the information passed between federates during the execution of the co-
simulation. The message exchange is realized through either defining subscription and 
publication functions or by dedicated federate-to-federate end point communications. 
Note that the filter defining the communication delay or packet drops can be included in 
the end point communications to simulate the cyber-physical interactions in the co-
simulation. 

2.2 T&D&C Co-Simulation Information Exchange and Interface 
The T&D simulators can execute with individual federates (e.g., separate configuration files in 
Python or even on multiple machines with different operating systems in various languages), the 
time synchronization is maintained by a HELICS broker, and then the information exchange 
needs to be defined next. 

Assume the power system comprises transmission and distribution systems; local turbine 
governors that control the frequency dynamic response of the turbine governors of conventional 
generators; and DER aggregators that control the individual DER’s frequency response. In the 
co-simulation framework, the information exchange among simulators in terms of simulation 
time is configured as loosely coupled (i.e., one inter-time step variable exchange between 
simulators without intra-time step iterations), as shown in Figure 1. The information exchanges 
take place in series such that the co-simulation is robust; the impacts of the series or parallel in 
the information exchange can be found in [30]. For demonstration, only one transmission 
network and one distribution network are shown in Figure 1.  
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The distribution system unbalanced, three-phase power injection/withdraw (at the substation) are 
converted into the positive-sequence power injection/withdraw using the formulation (1)–(3) To 
match the per-unit positive-sequence equivalent calculation in the transmission simulator, [44]:  

 
𝑺𝑺𝒊𝒊+ = 𝑻𝑻𝑺𝑺𝒊𝒊𝒂𝒂𝒂𝒂𝒂𝒂       (1) 
𝑺𝑺𝒊𝒊+ = 𝑷𝑷𝒊𝒊+ + 𝒋𝒋𝑸𝑸𝒊𝒊

+      (2) 
𝑻𝑻 = [𝟏𝟏/𝟑𝟑 𝟏𝟏/𝟑𝟑 𝟏𝟏/𝟑𝟑]     (3) 

 
where 𝑆𝑆𝑖𝑖+ is the power at bus i in the transmission positive-sequence dynamic model, and 𝑺𝑺𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎 is 
the three-phase power of the distribution network connecting the transmission bus i. 

Note that the HELICS platform can coordinate multiple simulations of independent distribution 
networks connected to the transmission network in parallel. The time steps of the T&D 
simulators can be different. Their information exchange is synchronized by HELICS. The dashed 
arrow pointing to the right denotes the simulation time; the dashed rectangles denote the 
changing states (in terms of simulation time) of the T&D simulators. This is also true when both 
the conventional generation turbine governor simulators and the DER aggregator simulators are 
added.  

 
Figure 1. Simulation time flow demonstration, note that because the distribution snapshot 

simulation with time duration virtually 0, it is represented as vertical line (rectangle with width 0). 

The detailed information exchanged among simulators is shown in Figure 2Figure 2Figure 2. 
The arrows denote the information exchange directions, with the exchange step time displayed, 
which can be changed based on the simulation settings. The blue boxes and arrows represent the 
physical power system simulators and variables, whereas the orange boxes and arrows represent 
the communication simulators and control signals. The transmission simulator and the 
distribution simulator exchange the physical variables every second, including active power and 
voltage magnitude at the feeder heads, through subscription/publication in HELICS. The power 
of the DERs is also exchanged to ensure their consistent output in both the transmission and 
distribution systems. The transmission internal simulation time step is two cycles (33.3 
milliseconds) under normal conditions. This internal step time will be adaptively reduced during 
the transient to improve convergence. The transmission dynamic simulator sends the system 
frequency and the area control error (ACE) signals to the transmission control center through end 
points in HELICS. The control center calculates the AGC signal and sends it the conventional 
generation turbine governor and the DER aggregator every 4 seconds through end points. The 
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turbine governors and aggregators execute their AGC through changing the power set points in 
their dynamic generation model in the transmission dynamic simulator every 0.5 second. This 
AGC time step can be changed based on the system settings. 

 
Figure 2. Information exchange and time steps 

Reference [15] discussed the iterative coupling of the exchange variables between the 
transmission and distribution simulators. The co-simulation model in [15] was a steady-state 
power flow co-simulation model, the iteration between the T&D systems was for the same 
snapshot, and the interfacing variables iterate between T&D at every time step until 
convergence. In the proposed T&D dynamic co-simulation, however, the transmission simulator 
is performing the time domain simulation for the electromechanical dynamic analysis; therefore, 
it is not practical to iterate the interfacing variables between the T&D systems at every time step. 
The reasons are described as follows: to enable this iterative coupling in the dynamic co-
simulation, the transmission system dynamic simulation needs to store all intermediate state 
variables in the time domain simulation, which is not possible in the commercial dynamic 
simulation tools (such as PSSE, PowerWorld Simulator, and PSLF) or the open-source ANDES 
because none of these tools save intermediate state variables to speed up the dynamic simulation. 
Note that the study in [15] demonstrates that when the time step of the co-simulation is small, the 
accuracy of the loose coupling increases. In the proposed dynamic co-simulation, the time step 
between the T&D systems is very small (1 second or 0.5 second); therefore, the current 
noniterative coupling between T&D can obtain highly accurate results. 

2.3 Communication Considerations: Designated Channels Versus 
Open Networks 

Conventional load frequency control (LFC) is transmitted through designated private 
communication channels. It is relatively reliable, and the time delay normally ranges from 80–
200 milliseconds [45]; however, to enable grid services from EVs, aggregators of numerous EVs 
might send power dispatch commands wirelessly to the vehicle, and therefore the wireless open 
communication networks are likely used instead of a designated private communication network. 
This method also avoids the high cost of connecting a large number of EVs using private 
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channels. The smart charging demonstration project in [46] used Cellular Digital Packet Data 
(CDPD, i.e., 2G family) to communicate between the aggregator and EVs. The project also 
showed that there was a latency of 400–2,000 milliseconds among all packets being transmitted; 
note that these values include battery response time. A different test in [47] did not use wireless 
communications but leveraged the communication link inside the connector (the charging cable 
of EVs) and thus required plugging in; then, with the help of a specially designed board mounted 
on the vehicle and based on the SAE J1772 standard, this formed a communication connection 
between the charging station and the vehicle. Under the assumption that charging stations or 
buildings can be aggregators, the authors in [48] discussed different wireless communication 
techniques to be considered between the aggregator and individual EVs: Zigbee, near-field 
communication, Bluetooth, IEEE 802.11p, and WiMAX; however, these technologies cover a 
limited distance, from 10 m–5 km. It is promising that cellular network technologies (i.e., 4G, 
5G used by mobile phone devices) and cloud services can fulfill the needs of smart charging—
they are fast, mobile, inclusive, and easy to access, etc. Statistical data show that 4G and 5G are 
fast, have high reliability, and the median latency of both is approximately 33 milliseconds.  

When receiving an AGC signal, the EV aggregator will allocate and send the signal to each 
participating vehicle through wireless open communications; see Figure 3. A representative 
block is highlighted in yellow in Figure 4. This process might include multiple communication 
delays of different communication and measurement channels, processing times of the 
aggregator, response rates of the plug-in electric vehicle (PEV) batteries, and packet losses 
caused by imperfect network reliability. In open communication networks, the time delays and 
data packet loss are somewhat random, and their average behaviors depend on many factors, 
such as communication network capacity and transmitted distance. Note that Global Positioning 
System and location information might be needed for aggregators to determine which EVs are 
connected and which control areas (if there are more than one) a vehicle is currently connected 
to. 
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Figure 3. Typical LFC system with EV aggregators 

 
Figure 4. LFC with communication considerations 

2.4 Co-Simulation Integration with HELICS 
The HELICS co-simulation platform can accommodate the aforementioned simulators of 
multiple time domains; the synchronization of the simulation time among different simulators is 
implicitly controlled by a broker, and the information exchanges are realized by either 
subscriptions/publications or end point communications depending on if the federates represent 
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physical networks or communication networks. [38]. The schematic structure is shown in Figure 
5. The HELICS command line interface (helics-cli) can be used in a terminal script to launch the 
co-simulation (e.g., running all the simulators simultaneously) [38]. Note that the communication 
variations regarding both the latency and packets dropping can be modeled in the end points; 
therefore, the cyber-physical interaction can be simulated in this platform as well. The co-
simulation platform includes HELICS, ANDES, and OpenDSS. All are open-source 
packages/software; thus, the proposed T&D frequency dynamic co-simulation platform can be 
used without any commercial license limitations. 

 
Figure 5. Co-simulation framework structure in HELICS 

To efficiently build the co-simulation platform for large T&D systems, the platform code 
generation flow is described (with snippet demonstrations) as follows:  

• Read the user-defined specifications for the simulation scenarios, which can be defined in 
a json file, as shown in Listing 1. 

• Create the project directory with hierarchical subdirectories to include multiple 
simulation files, as demonstrated in Figure 6. 

• Create the json files (shown in Listing 1) for the different simulators based on the 
specification information and copy them to the corresponding directories. 

• Copy the predefined simulator template files for the specific simulators (transmission 
dynamic simulation using ANDES and distribution power flow using OpenDSS) to the 
corresponding directories. The simulator template file example is shown in Listing 2. 

• Create the HELICS runner file for starting the federation with the command line 
interface. The runner file example is shown in Listing 3. 



 

12 
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications. 

 
Figure 6. Project directory demonstration 

The HELICS json file example is shown in Listing 1, with the following remarks: 

• Line 1 and 9 declare the T&D networks. 
• Line 2 and 10 define the names of the T&D networks. The IEEE 14-bus system and 

8,500-node feeder are examples of T&D networks. 
• Lines 3–5 define the transmission buses and the distribution feeder mapping. 
• Lines 6–8 define the PQ load in the transmission network. Other T&D network 

parameters can be included in this file as well. 

1. {"Transmission": { 
2.    "name": "IEEE14bus", 
3.    "HV_MV_bus_map": { 
4.     "4": "34Bus", 
5.     "9": "8500Node"}, 
6.    "HV_PQ_index_map": { 
7.       "4": "2", 
8.       "9": "5”}, 
9. "Distribution": { 
10.    "name": “8500Node", 
11. …} 

Listing 1. HELICS json file example 

The HELICS simulator template Python file example is shown as pseudo-code in Listing 2: 

• Line 1 reads the simulation parameters from the specific simulator’s json file. 
• Line 2 declares the federate execution start. 
• Line 3 defines the subscription and publication variables with other federates. 
• Line 4 loads the appropriate network data. 
• Line 5 declares the HELICS execution start. 
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• Lines 6–11 define the time-based simulation with information exchange with other 
federates through either subscriptions/publications or end point communications. 

• Lines 12 and 13 save the simulation results and close the federate. 

1. Read config.json 
2. Start federate 
3. Define subscription and publication based on config file 
4. Load network model 
5. Start HELICS execution mode 
6. Time based simulation: 
7.  Subscribe interfacing physical variables from other 

federates 
8.  Receive end point information from other federates 
9.  Run system simulator for one time step 
10.  Publish interfacing physical variables to other federates 
11.  Send end point information to other federates 
12. Save results 
13. Close federate 

Listing 2. HELICS Simulator.py example 

The HELICS runner file is shown in Listing 3: 

• Line 1 defines the HELICS broker. 
• Lines 2–12 define the federates in the HELICS co-simulation. 
• Lines 3–6 define the information of one federate (transmission), and lines 7–10 define 

one distribution feeder’s information. If there are multiple feeders, each feeder’s 
information should be added here separately. 

• Line 13 defines the name of the co-simulation project. 
More details about the listing example files can be found in the HELICS manual [38]. 

1. {"broker": true, 
2.   "federates": [ 
3.     {"directory": "./Transmission", 
4.       "exec": "python -u TransmissionSim.py", 
5.       "host": "localhost", 
6.       "name": "TransmissionSim"}, 
7.     {"directory": "./Distribution/8500Node", 
8.       "exec": "python -u 8500Node.py", 
9.       "host": "localhost", 
10.       "name": "8500Node"} 
11. … 
12.   ], 
13.   "name": "CPDS_Co-simulation_HELICS_Runner" 
14. } 

Listing 3. HELICS runner example 
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Assume that the communication variations can happen each time whenever transmitting data are 
needed. In the developed framework, we add two filter functions in HELICS to each 
communication channel: delay filter and packet loss filter functions.  

A delay filter function can keep a sending end point from sending the data until a preconfigured 
time is past and then pass on the data to the destination end point; this preconfigured time (read 
by a HELICS broker) can be a constant or randomly generated from a distribution, i.e., normal 
distribution. The normal distribution assumption is based on the information in [45]. This setup 
can model a constant or time-varying delay for different communication channels.  

In addition, each data packet transmit event has a chance of losing the packet (e.g., caused by 
hardware failure), resulting in the data packet either successfully passing or failing to pass. These 
events are naturally modeled as Bernoulli distributions and are parameterized by a single 
variable, p, the probability of a packet loss, with p in [0,1]. Inside HELICS, the added packet loss 
filter function can remove the packet data probabilistically and not send it to the destination end 
point. Note that we allow different values of p for different communication channels.  
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3 Modeling T&D Frequency Dynamics with DERs for 
AGC 

This section describes the T&D network dynamics with DERs respecting local voltage 
constraints for AGC services. The dynamic model of DPV is shown in Figure 7. More details 
about the parameters in this model can be found in [49]. Unlike existing models in [49], a limit 
for the photovoltaic (PV) units’ maximum available power, 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, based on maximum power 
point tracking (MPPT) and other limits, is added to capture the PV’s real-time total power output 
limitations because of the solar irradiation because the DPV frequency response will be 
constrained by its available headroom and local voltage limits. These maximum power limits 
should be considered. In the simulation, 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 will be a time-series input (the resolution is 1 
second) based on the available DPV power output. 
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Figure 7. DPV power plant generic model 

In Figure 7, 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 is the reference power determined in the generation scheduling model, updated 
every 5 minutes, which is obtained from the system operator’s real-time economic dispatch. Its 
value is kept constant in the 5-minute interval. 𝑃𝑃𝑑𝑑𝑟𝑟𝑚𝑚 is the PFR power output from the droop 
response. 𝑃𝑃𝑟𝑟𝑒𝑒𝑚𝑚 is the SFR power set point, which is obtained from the system AGC control signal 
every 4 seconds. The total active power output of 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟, 𝑃𝑃𝑑𝑑𝑟𝑟𝑚𝑚, and 𝑃𝑃𝑟𝑟𝑒𝑒𝑚𝑚 should not exceed the 
PV’s maximum available power, 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚. This will be introduced with more detail in the 
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following subsections. Some parameters will be introduced in the following subsections, and 
others shown in Figure 7 are explained in [49]. 

3.1 DER Frequency Response Modeling 

3.1.1 Droop Control for PFR 
The dynamic model of DPV shown in Figure 7 includes the droop control for PFR. When the 
frequency drop is larger than the PFR deadband, the DPV will change its active power output 
accordingly. An additional power output, 𝑃𝑃𝑑𝑑𝑟𝑟𝑚𝑚, will be included for its PFR: 

𝑃𝑃𝑑𝑑𝑟𝑟𝑚𝑚 = �
(𝑟𝑟0−𝑑𝑑𝑎𝑎𝑈𝑈𝑈𝑈)−𝑟𝑟

60
𝐷𝐷𝑑𝑑𝑑𝑑,𝑓𝑓 < 𝑓𝑓0

𝑟𝑟−(𝑟𝑟0+𝑑𝑑𝑎𝑎𝑂𝑂𝑈𝑈)
60

𝐷𝐷𝑑𝑑𝑑𝑑,𝑓𝑓 > 𝑓𝑓0
     (4) 

where 𝑓𝑓0 is the reference frequency (60 Hz in North America); 𝑑𝑑𝑑𝑑𝑈𝑈𝑈𝑈 and 𝑑𝑑𝑑𝑑𝑂𝑂𝑈𝑈 are the 
underfrequency and overfrequency deadband; and 𝐷𝐷𝑑𝑑𝑑𝑑 is the per-unit power output change to 1 
per-unit frequency (frequency droop gain).  

3.1.2 SFR through AGC 
As shown in Figure 8, SFR is enabled by an AGC model that includes two components: an area-
level model that calculates the ACE from (5) in Figure 8 and a plant-level control model that 
receives the ACE signal and sets the reference power, 𝑃𝑃𝑟𝑟𝑒𝑒𝑚𝑚, for each plant. For simplicity, 
assume there is one area in the simulation and no interchange with other areas, according to the 
North American Electric Reliability Corporation [50], [51], ACE is defined as, with the 
interchange metering error ignored, i.e.: 

𝐴𝐴𝐴𝐴𝐴𝐴𝑚𝑚𝑚𝑚 = 10𝐵𝐵�𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚,𝑚𝑚𝑚𝑚 − 𝑓𝑓0�     ( 5 ) 

where 𝑡𝑡𝑡𝑡 is the AGC time interval index; 𝐴𝐴𝐴𝐴𝐴𝐴𝑚𝑚𝑚𝑚 is the ACE at the AGC interval tt; 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚,𝑚𝑚𝑚𝑚 is the 
measured system frequency at the AGC interval tt; 𝑓𝑓0 is the system reference frequency (60 Hz); 
and B is the frequency bias in MW/0.1 Hz. A positive ACE means the system is over generating 
power, whereas a negative ACE means the load is larger than the generation. In this paper, a 
frequency error tolerance deadband, fdb, is introduced to eliminate the unnecessary movement of 
the generation set points. A proportional integral (PI) control is applied to the ACE signal to 
generate the actual control signal that will be passed on to individual generators. 𝐾𝐾𝑚𝑚 and 𝐾𝐾𝑖𝑖 are 
the coefficients of the PI controller.  
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Figure 8. AGC model 

The ACE signals are updated every 4 seconds to represent their discrete nature in the field. The 
ACE signals are then passed on to each AGC generator considering the unit’s participation factor 
so that the individual AGC power plant’s SFR power, 𝑃𝑃𝑟𝑟𝑒𝑒𝑚𝑚, is updated accordingly, as input in 
the DPV model, as shown in Figure 7. The participation factor of each unit’s AGC response is 
decided by the real-time economic dispatch through the energy and regulation reserve co-
optimization, as shown in Figure 8; 𝛽𝛽𝑖𝑖 is the i-th unit’s participation factor. Because this project 
focuses on the T&D dynamic co-simulation, how to calculate this participation factor is omitted. 
In real operation, this participation factor is optimized in real-time economic dispatch 
considering the renewable and load variations [52]–[55]. 

3.2 Combination of DER Dynamic and Static Models 
Note that the DER dynamic model is included in the transmission simulator so that the frequency 
dynamic responses of the DERs—both PFR and SFR—can be accurately included in the 
transmission frequency dynamic simulation. Most DERs are hosted in distribution systems, 
where the local voltage needs to be maintained in the range from 0.95–1.05, along with 
distribution line rating limits. To account for these local requirements, DER static power flow 
models are also considered in the distribution simulators. This treatment is then completed by 
adjusting the overall power injection/withdraw at the substation from the distribution simulators, 
as in: 

𝑺𝑺𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑺𝑺𝑖𝑖,𝑤𝑤𝑖𝑖𝑚𝑚ℎ 𝐷𝐷𝐷𝐷𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎 + ∑𝑺𝑺𝑖𝑖,𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎       (6) 

where 𝑺𝑺𝑖𝑖,𝑤𝑤𝑖𝑖𝑚𝑚ℎ 𝐷𝐷𝐷𝐷𝐷𝐷
𝑎𝑎𝑎𝑎𝑎𝑎  is the distribution abc three-phase net load (the substation power), considering 

the DER power outputs at individual distribution nodes (the distribution feeder is connected to 
transmission bus i); and 𝑺𝑺𝑖𝑖,𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎  is the DER power outputs in the abc three phases. 𝑺𝑺𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎 is then 
converted to the positive-sequence power using Eq. (6) and sent to the transmission simulator. 
Through this treatment, the DER power is simultaneously modeled in both the transmission and 
distribution networks. 

3.2.1 Transmission Frequency Dynamic Simulation with DER Dynamic Models 
The transmission system frequency dynamic simulation is performed with ANDES, an open-
source, Python-based dynamic simulation library [56]. ANDES used a hybrid symbolic-numeric 
framework for the system electromechanical dynamic modeling and simulation. The system 
dynamics can be modeled as a set of mass-matrix differential algebraic equations [57]: 

𝑀𝑀�̇�𝑥 = 𝒇𝒇(𝒙𝒙,𝒚𝒚,𝒖𝒖)      (7) 
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𝟎𝟎 = 𝒈𝒈(𝒙𝒙,𝒚𝒚,𝒖𝒖)       (8) 

where 𝒇𝒇, 𝒈𝒈 are the differential and algebraic equations, respectively; 𝒙𝒙, 𝒚𝒚, and 𝒖𝒖 are the state, 
algebraic variables, and inputs; and 𝑴𝑴 is the mass matrix. Here the bold font represents matrix or 
vectors. The DPV dynamic model shown in Figure 7 is added to ANDES to simulate the DPV 
frequency dynamics [58]. The frequency deviation and ACE from the dynamic simulation are 
sent to the turbine governor and DER aggregators. Other DER dynamic models, such as 
distributed energy storage, are also available in ANDES. 

3.2.2 Distribution QSTS Power Flow Simulation with DER Static Model and 
Headroom Estimation 

The distribution system QSTS power flow simulation is performed with OpenDSS. To account 
for the local voltage constraints that might be incurred by the DER frequency dynamic response, 
the active power outputs of the DERs are modeled in the distribution systems as well. As 
discussed in Subsection II-C, this will ensure that the DERs respect the local constraints and fit 
into the overall co-simulation framework.  

For DERs to provide frequency response, at a certain time step, distribution system operators or 
DER aggregators submit the DER headroom to the transmission system operators. This 
headroom is estimated through a fast (linear) optimization scheme, as in (9)–(12). The objective 
function (9) maximizes the total output of DERs in a specific distribution system while 
respecting local constraints, including voltage and thermal limits (11), (12), as well as an 
equality constraint (10) of the precalculated voltage-power sensitivity matrix (VSM, denoted by 
JVSM), which can be seen as power flow equations linearized at certain system states. VSM is 
obtained based on the method introduced in [59], but here it focuses only on the DER nodes and 
active power. The VSM is obtained by perturbing the power injections at nodes that are 
connected with DERs, one at a time, until exhausting all the DER nodes:  

         max(𝟏𝟏𝑇𝑇𝑷𝑷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷)      (9) 

s. t.   𝑱𝑱𝑉𝑉𝑉𝑉𝑉𝑉Δ𝑷𝑷𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫 = Δ𝑽𝑽     (10) 

         𝑽𝑽 < 𝑽𝑽𝑎𝑎𝑎𝑎𝐷𝐷𝑟𝑟 + Δ𝑽𝑽 < 𝑽𝑽�     (11) 

         𝑰𝑰 < 𝑰𝑰 < 𝑰𝑰�       (12) 

where 1 is a column vector with all elements being 1; PDERs is a column vector with size m×1 
that contains the m DER outputs; ∆PDERs represents the change in the active power outputs of the 
DERs; ∆V represents the change in voltage at all nodes (assume n nodes) in the feeder; JVSM 
denotes the sensitivity matrix with size n×m; Vbase is the base voltage values of all nodes from 
the current time step; and I represents the current flow in the circuits.  

The output from this optimization scheme is used to calculate the total maximum headroom by 
(13), then it is sent to the transmission system simulator to decide the available headroom of the 
DERs for frequency regulation: 

𝑃𝑃ℎ𝑟𝑟𝑎𝑎𝑑𝑑𝑟𝑟𝑒𝑒𝑒𝑒𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑥𝑥(∑𝑷𝑷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) − ∑𝑷𝑷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐵𝐵𝑎𝑎𝐷𝐷𝑟𝑟    (13) 
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where 𝑷𝑷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐵𝐵𝑎𝑎𝐷𝐷𝑟𝑟  is the DER output at the current time step. The transmission system simulator then 
considers these limits, which are shown in (14): 

𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚 (𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝑃𝑃𝑈𝑈𝐷𝐷 + 𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝑉𝑉𝑈𝑈𝐷𝐷 + 𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝐵𝐵𝑎𝑎𝐷𝐷𝑟𝑟 ,𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚,𝑃𝑃𝑎𝑎𝑎𝑎𝑚𝑚𝐷𝐷  𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝐵𝐵𝑎𝑎𝐷𝐷𝑟𝑟 + 𝑃𝑃ℎ𝑟𝑟𝑎𝑎𝑑𝑑𝑟𝑟𝑒𝑒𝑒𝑒𝑚𝑚) (14) 

where 𝑃𝑃𝑎𝑎𝑎𝑎𝑚𝑚𝐷𝐷 denotes the capacity ratings for the DERs; therefore, with (14), the DER frequency 
response will respect both the transmission dynamic response and the distribution voltage 
limitations. Note that the DER headroom evaluation in this subsection is performed every 10 
seconds in the co-simulation to reduce the co-simulation computational burden, which can be 
adjusted based on the system settings and preferences.  
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4 Case Studies for T&D Dynamic Co-Simulation 
Model Validation 

In this chapter, to illustrate the effectiveness and efficiency of the proposed framework, three 
systems representing different T&D network sizes are used. First, a small validation system is 
assembled from the IEEE 14-bus transmission system [36] and IEEE 13-bus test feeder for 
benchmarking. Next, the proposed co-simulation connects the IEEE 14-bus transmission system 
with two detailed distribution feeder models. Then, the IEEE 39-bus system is tested with all 19 
load buses connecting various distribution feeders. Last, a large system of the Texas 2,000-bus 
network [60], [61] connected with 243 distribution feeders [62], is tested. This demonstrates the 
superiority of the framework in computational performance. The testing simulations are 
performed on a personal laptop with Intel CORE i7 as the central processing unit in the small 
and midsize case studies; the large case is performed on the high-performance computer (HPC) 
Eagle at the National Renewable Energy Laboratory (NREL) [63], i.e., 96-GB memory, 18 cores 
of 3.0 GHz. The Python version is 3.7.  

 
Figure 9. Integrated T&D network with IEEE 14-bus system: (a) IEEE 14-bus transmission system, 
(b) IEEE 13-bus feeder used for validation, (c) IEEE 8,500-node feeder, and (d) IEEE 34-bus feeder 

4.1 IEEE 14-Bus System  

4.1.1 Validation of the Proposed Co-Simulation Framework Against Integrated 
System 

To validate the accuracy of the proposed T&D dynamic co-simulation framework, an integrated 
T&D network is created from the IEEE 14-bus system and the IEEE 13-bus feeder positive-
sequence model (converted from the original version of the OpenDSS IEEE 13-bus distribution 
feeder); see Figure 9 (a) and (b). The integrated system consists of 26 buses in ANDES format 
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(the distribution feeder head bus is Bus 11 in the IEEE 14-bus transmission network). Four DPV 
units with 0.5-MW power output are added to the distribution system (connected to busses 632, 
633, 646, and 671 of the 13-bus feeder). It is assumed that four DPV units provide 10% of the 
total AGC response, with each DER providing 2.5% of the AGC response. The other 
conventional generation units provide 90% of the AGC response, which is evenly distributed 
among five conventional generation units. A generation trip scenario is simulated for this 
integrated network as a benchmark for comparison. Gen 3, with 40-MW power output, is tripped 
at 10 seconds. The same scenario is also simulated using the proposed co-simulation framework. 
Figure 10 compares the voltage, frequency, and DER output profiles for the two simulations: the 
integrated-sim means that the integrated T&D networks are simulated in ANDES as one 
network. The co-sim represents the results from the proposed T&D dynamic co-simulation. 

Figure 10 shows that the dynamic responses of the bulk system frequency, the voltage, and the 
DER power output from the integrated T&D network simulation and the proposed T&D dynamic 
co-simulation are very close. This demonstrates the accuracy of the proposed T&D dynamic co-
simulation framework. The frequency and voltage profiles from the proposed co-simulation 
model can accurately capture the T&D network dynamics during the system transients. 

 
 (a) (b) 

 
(c) 

Figure 10. Comparison of the integrated T&D network simulation and the proposed co-simulation: 
(a) voltage response, (b) system frequency response, and (c) DER power output under the 

generation drop case 

4.1.2 Co-Simulation with Two Distribution Feeders 
The T&D network consists of the IEEE 14-bus system and two distribution feeders [64], as 
shown in Figure 9 (a), (c), and (d), with Bus 4 connected with the IEEE 34-bus feeder, and Bus 9 
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connected with the IEEE 8,500-node feeder. Each feeder hosts 10 DPV units with nameplate 
ratings of 900 kVA. Each feeder has an aggregator coordinating the DPV AGC response in its 
own distribution feeder. The dispatched active power outputs of the DPV are assumed to be 500 
kW for the simulated time of 60 seconds. The transmission dynamic parameters can be found in 
[36]. Gen 5 in the original IEEE 14-bus system reduces its power output from 35 MW to 25 MW 
to accommodate the total active DER power output, which is 10 MW, with 0.5 MW for each 
DER. Here, for simplicity, all DERs are assumed to be DPV; other types of DERs can be 
modeled as well. 

4.1.3 DER AGC Response with Load Variation 
This subsection studies the performance of the SFR of the DPV in the proposed co-simulation 
model under random load variations mimicking normal operation conditions. It is assumed that 
loads vary randomly with a 2% standard deviation in the simulated time horizon. In this scenario, 
the system sends the aggregated AGC control signal to each aggregator, then the aggregators 
disaggregate the AGC signal to individual DERs with a 4-second interval. Because the 
participation factors of the AGC response are normally decided by the real-time economic 
dispatch, which is not in the scope of this co-simulation model, it is assumed that 20 DPV units 
provide 10% of the total AGC response, with each DER providing 0.5% of the AGC response. 
The other conventional generation units provide 90% of the AGC response, which will be evenly 
distributed among five conventional generation units. 

Table 2 summarizes the statistical metrics of the system frequency and ACE. The mean 
frequency is close to 60 Hz. The standard deviation of the frequency is small. The maximum and 
minimum frequency deviation is within 0.065 Hz. This shows that the T&D system frequency 
performance is normal under the load variation. Figure 11 shows the system frequency and the 
probabilistic distribution of the frequency across the simulated time. The frequency varies mostly 
within a small range around +/- 0.05 Hz. 

Table 2. Statistics of Frequency and ACE 

Item Frequency (Hz) ACE (MW) 
Mean 59.999 -0.172 
Std 0.026 4.174 
Min 59.936 -10.371 
Max 60.054 8.833 

Figure 12(a) shows the DER AGC signal provided by the DER aggressors (one DER is plotted 
here). When the DERs do not provide SFR services, their AGC signal is zero. When the DERs 
provide SFR, their AGC signal will change based on the system ACE. This figure also shows 
that the DER AGC signal changes every 4 seconds. Figure 12(b) further demonstrates that the 
output of the DERs varies according to their AGC signals; this output also considers local 
voltage constraints that are based on the optimization scheme in Subsection III-C and the 
maximum available power of the DER (MPPT, DER capacity ratings). In this study, the DER 
Pmppt is a 1-second time-series input data (the blue dashed line). The maximum power from the 
VSM is calculated every 10 seconds (the green dashed line). Figure 12(b) shows that the DER 
output (the orange solid line)—including its SFR response—is less than Pmppt (decided by 
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irradiation), and the maximum value is limited by local voltage constraints (see VSM max); 
therefore, both the available power variation resulting from solar radiation intermittency and the 
local distribution voltage limits can be respected when DERs provide SFR to the transmission 
system. 

 
Figure 11. System frequency and distribution 

 
 (a) (b) 

Figure 12. (a) Example of one DER AGC signal from a DER aggregator and (b) example of the 
power output from one DER under the load variation 

Figure 13(a) shows the overall voltage profile for the 34-bus feeder (connected with Bus 4 of the 
14-bus transmission network), and Figure 13(b) shows the 8,500-node feeder (connected with 
Bus 9 of the transmission network). The blue solid line shows the average voltage within the 
feeder, and the shaded area denotes one standard deviation from the average. The dashed lines 
mark the minimum and maximum values of the feeder voltages. It can be observed that the two 
feeder voltages are within approximately 0.95–1.05 p.u. when the system load varies; therefore, 
with DERs providing SFR services, the local voltage constraints are respected using the 
proposed T&D frequency dynamic co-simulation model. 
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 (a) (b) 

Figure 13. Voltage plots of (a) 34-node feeder and (b) 8,500-node feeder 

4.1.4 DER PFR Under Generation Outage 
The DER PFR is activated when the frequency deviates more than its PFR deadband (0.017 Hz 
in this study) presented through a generation trip scenario here. It is assumed that Gen 3, with 
40-MW power output, is tripped at the fifth second. Similar to the previous subsection, 20 DERs 
provide 10% of the AGC response, with each DER providing 0.5% of the AGC response. The 
rest of the AGC is provided by conventional generation units. Note that the loads are kept 
constant in this case for clear presentation. The DER Pmppt varies near 0.8 MW (the blue dashed 
line in Figure 14). 

  
 (a) (b) 

Figure 14. (a) Frequency response with/without AGC and (b) DER power output, PFR, SFR, and its 
MPPT and VSM limits 

Figure 14(a) compares the system frequency dynamic response with and without the AGC response. As expected, 
the frequency does not recover to 60 Hz without the AGC (SFR), although it settles at a value less than 60 Hz. With 
the AGC enabled, the frequency is restored to 60 Hz. Figure 14(b) (a) (b) 

Figure 14 demonstrates the DER’s PFR and SFR after the generation outage, along with the 
DER’s actual power outputs and limits, including 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and VSM max (the green dashed line). 
The total power output (the orange solid line) including the reference power (i.e., the DER’s 
dispatched power output 0.5 MW), PFR (the purple dashed line), and SFR (the red dashed line) 
is less than its 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and VSM power limit; thus, these limits are respected during the dynamic 
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response of the DERs. This figure also demonstrates that after the generation outage, the DER’s 
PFR responds first by increasing the DER’s power output to support the frequency. Then the 
DER’s SFR starts to increase the power output to stabilize the system frequency once the DER 
receives the SFR signal from the aggregator. After the SFR returns the frequency to a normal 
level, the PFR phases out. In this simulation, the SFR signal is sent every 4 seconds; thus, the 
SFR kicks in at the eighth second. Figure 15 shows the voltage behavior of two feeders in this 
case. After the fifth second, both feeders experience voltage dips after the generation outage, 
followed by small voltage overshoots that mainly result from the DER and conventional 
generation unit frequency responses. The fact that all these behaviors are captured shows the 
effectiveness and accuracy of the proposed framework. 

 
Figure 15. Voltage response of (a) 34-bus feeder and (b) 8,500-node feeder 

4.2 Texas 2,000-Bus Co-Simulation 
To demonstrate the scalability the proposed T&D dynamic co-simulation model, the Texas 
2,000-bus synthetic transmission network is used. This system has 67 GW of load and 98 GW of 
total generation capacity, which is built on the footprint covering most of the U.S. State of Texas 
[60], [61] (see Figure 16 (a)). The distribution network consists of 243 feeders, which is a subset 
of the Austin synthetic feeder data set from [65], [62]; this data set covers the geographic area of 
Austin, Texas (see Figure 16 (b)). These distribution feeders replace 2.83 GW of load in 39 
substations in the Austin area in the transmission network. There are a total of 360,000 loads and 
1,000,076 electrical nodes in the distribution system. There are 8,400 DPV units connected to 
these feeders (200 DPV units at each of 36 substations and 400 DPV units at each of the 
remaining 3 substations). The total DPV power output is 222.7 MW, and the total installed DPV 
capacity is 2.1 GW. The co-simulation was performed on the HPC Eagle at NREL [63]. At 11 
seconds, the generator at Bus 6078 with 477-MW output is tripped. The SFR is provided only by 
the connected DPV in this system. The voltage profiles, system frequency, and DER power 
outputs following this generation outage event are shown in Figure 17. Because it takes longer to 
restore the frequency to its nominal level, a 160-second co-simulation is performed for this large 
system. 
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Figure 16. (a) One-line diagram of the 2,000-bus case [60], with the Austin area marked in green, 

and (b) five subregions in the distribution Austin data set [65] 

 
Figure 17. Representative co-simulation results of the 2,000-bus case: (a) voltage profiles of a 

substation bus connected with distribution feeders; (b) system frequency response; and (c) DER 
power output, PFR, and SFR 
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As shown in Figure 17, DERs provide both PFR and SFR after the generation outage. In Figure 
17(a), the local distribution voltage increases with the increasing DER power output to support 
the system frequency. When the local voltage increases, the voltage regulator could be activated 
to reduce the voltage, depending on the setting. This shows that the proposed T&D dynamic co-
simulation model can capture both the transmission frequency and the distribution network 
voltage dynamics. Figure 17(b) shows that the system frequency drops following the generation 
outage and is gradually restored to the nominal value with the support of the PFR and SFR of the 
DERs. (Note that the traditional generation in the system also provides PFR.) The DER power 
output is shown in Figure 17(c), similar to the results in the previous subsections. After the 
contingency, the PFR is activated first, then after the SFR signal is received, the SFR increases 
the DER power output, and the PFR gradually phases out. When the frequency is stabilized, the 
PFR reduces to 0, and the SFR reaches the stable level. In this large system, it takes longer to 
stabilize the frequency after the contingency than in previous smaller systems. 

4.3 Computational Performance 
Besides HELICS (parallelly running separate federates), the treatment of the DER models in the 
proposed co-simulation framework enables the efficient and accurate simulation of the DER 
frequency dynamic response in the large-scale T&D co-simulation environment. In the case 
studies, for the validation case, the integrated system simulation takes 50 seconds, whereas the 
co-simulation takes a comparable 46 seconds on a personal laptop with Intel Core i7-10610-U 
processor; for the IEEE 14-bus system with 34-bus and 8,500-node T&D networks, the 60-
second dynamic simulation takes approximately 60 seconds on the same machine. For the IEEE 
39-bus system with 19 distribution feeders—including several large-scale feeders, including two 
8,500-node distribution feeders and the EPRI-J1 distribution feeder (containing 4,200 nodes)—
the 60-second time domain T&D co-simulation takes approximately 3 minutes on the same 
machine. The case studies show that as the framework incorporates more detailed feeders, the 
computational time does not increase linearly. For the 2,000-bus co-simulation, performed on the 
HPC, the 160-second simulation takes approximately 48 minutes; therefore, for the large T&D 
co-simulation, the proposed T&D dynamic co-simulation model can be efficiently run on the 
HPC with relatively low cost. In terms of building the proposed co-simulation platform, an 
automated co-simulation model development process is designed for large-scale T&D co-
simulation to set up T&D co-simulation files in HELICS. Note that in general for T&D co-
simulation, it can take several seconds to synchronize all the physical variables in T&D networks 
at the beginning of the co-simulation. In all testing cases, the actual simulation starts after the 
T&D physical variables are synchronized in the T&D networks in the framework. 
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5 Use Case 1: Delay Margin of SFR by DERs 
Unlike conventional generators, which use a dedicated communication channel to provide AGC 
[32], DERs can use open communication networks to exchange control signals with system 
control centers, possibly through DER aggregators [33]. The open networks expose several 
vulnerabilities of the DER AGC services, such as extended communication latency, increased 
packet loss, and cyberattacks (e.g., false data injection); therefore, it is imperative to study the 
impact of the communication variations in DER AGC on the system frequency stability to ensure 
reliable operation of the future electric grid with high penetrations of DERs. Although it depends 
on the specific communication infrastructure, normal time delays—ranging from several tens to 
hundreds of milliseconds—are introduced in transmitting and processing remote signals [34], 
[35]. These delays will likely increase when open communication networks (e.g., mobile or fixed 
broadband) and multilayer structures (DER aggregators) are introduced, especially during 
periods of congested communications because of the large amount of data exchanged. 

Existing research on the communication delay in LFC focuses on conventional generators. 
Reference [66] designs a delay-dependent LFC (to find the parameters for the PI controllers) for 
time-delay power systems. In [67] and [68], linear matrix inequalities are used as the stability 
criteria to design PI controllers and to find the delay margin of the system, respectively. 
Reference [69] discusses the impact of a transmission delay and the sampled control signal on 
the system stability because the AGC signals are updated every few seconds in the field. 
Reference [70] investigates the impact of the discrete secondary controllers on the dynamic 
response of power systems and discusses the analogy between AGC and real-time electricity 
markets.  

The existing research studying AGC with delays and system frequency stability is based on 
traditional modeling of the state-space representation and Lyaponuv theory for AGC and an 
aggregate manner of simulation (e.g., total inertia in Simulink) with rather simplified test 
systems. Further, the current delay margin evaluation methodology might not be well suited for 
DER AGC control analysis, with multilayer, open communication networks and discrete control 
signals.  

This section studies the impact of the communication delay on DER AGC and system frequency 
stability. In particular, the delay margin of DER AGC is calculated based on the proposed 
framework. 

5.1 DER LFC with Delays 
LFC from DERs with delays is shown as a block diagram in Figure 18. It combines PFR and 
SFR with added delay blocks from a system-wide perspective. The red lines and blocks represent 
the cyber variables where communications are required, whereas the black represents the 
physical variables (governors, turbines, inverters) and locally controlled PFR. This synthesis of 
LFC with delays can also be analytically expressed as state-space equations. First, the following 
state and output vectors are defined, as in (15) [68], [71]:  

𝑥𝑥(𝑡𝑡) = [Δ𝑓𝑓    Δ𝑃𝑃𝑚𝑚    Δ𝑃𝑃𝑣𝑣     ∫𝐴𝐴𝐴𝐴𝐴𝐴]𝑇𝑇

𝑦𝑦(𝑡𝑡) = [𝐴𝐴𝐴𝐴𝐴𝐴    ∫𝐴𝐴𝐴𝐴𝐴𝐴]𝑇𝑇                    (15) 
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where Δ𝑓𝑓 is the system frequency deviation; Δ𝑃𝑃𝑚𝑚 is the conventional generator mechanical 
power deviation; Δ𝑃𝑃𝑣𝑣 is the valve/gate position change of the governor; and ∫𝐴𝐴𝐴𝐴𝐴𝐴 is the integral 
of the ACE. The control signal with the PI controller is written as shown in (16): 

𝑢𝑢(𝑡𝑡) = −𝐾𝐾𝑃𝑃𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐾𝐾𝐼𝐼 ∫𝐴𝐴𝐴𝐴𝐴𝐴.                        (16) 

Therefore, the delayed LFC state-space equations are shown as in (17) [71]: 

�
�̇�𝑥(𝑡𝑡) = 𝐴𝐴𝑥𝑥(𝑡𝑡)  + 𝐵𝐵𝑢𝑢(𝑡𝑡) + 𝐴𝐴𝑑𝑑𝑥𝑥�𝑡𝑡 − 𝑑𝑑(𝑡𝑡)�

+ 𝐵𝐵ℎ𝑢𝑢�𝑡𝑡 − ℎ(𝑡𝑡)� + 𝐹𝐹𝐹𝐹(𝑡𝑡)
𝑦𝑦(𝑡𝑡) = 𝐴𝐴𝑥𝑥(𝑡𝑡)

              (17) 

where 𝑑𝑑(𝑡𝑡) and ℎ(𝑡𝑡) are the time-varying delay amounts in the state and control input vectors; 
𝐹𝐹(𝑡𝑡) is the system disturbance (e.g., load or generation change); A, B, C, which are normally 
assumed to be known, are the state matrix, control matrix, and output matrix, respectively; F is 
the perturbation matrix; and 𝐴𝐴𝑑𝑑 and 𝐵𝐵ℎ are the state matrix and control matrix but describe the 
relationship with the previous state and control vectors. For example, the previously calculated 
control vector, 𝑢𝑢�𝑡𝑡 − ℎ(𝑡𝑡)�, affects the current state, 𝑥𝑥(𝑡𝑡). Note that because the PI controller is 
included in (17), it is also called a static output feedback control problem (𝐾𝐾𝑃𝑃, 𝐾𝐾𝐼𝐼 are constants) 
[71]. In this section, (17) serves as the exposition of the delayed control system.  

 
Figure 18. Schematic model of the cyber variables (red) with delays and the physical parts in the 

transmission system (black)  

5.2 System Setup (Transmission-Communication Systems) 
Assume that the overall system comprises a transmission system dynamic simulator; a control 
center; turbine governors of conventional generators; and a DER aggregator for each load bus, 
including DPV or other DERs, as shown in Figure 19. 
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Figure 19. Simulation components with information exchange 

The IEEE 39-bus system shown in Figure 20 is used to evaluate the impact of the 
communication delay on the DER AGC signals. In this study, DPV is used to represent the 
DERs. Other DERs can be added as well. Assume the following system operating condition: 40 
DERs at every load bus, for a total of 19 load buses with 760 DERs; the generation of the DERs 
is 20% of the loads at every load bus, and they are distributed evenly. The DER frequency 
dynamics with PFR and SFR have been added in ANDES, as described in Section II. 

 
Figure 20. IEEE 39-bus transmission test system 



 

31 
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications. 

5.3 Simulation Results 
A generation outage at Bus 30 (marked in Figure 20) is created at 5 seconds. Figure 21 shows the 
frequency dynamic response of the system, and Figure 22 shows the DER AGC signals; both 
figures include various delay scenarios. One can observe that the 4-second delay causes system 
instability, and thus the delay margin is between 3 and 4 seconds in this setup (kP = 0.2, kI = 0.2). 
Note that in open networks, if multiple delays are included (e.g., communication/routing delay, 
congestion, latency, time needed for calculation), the total delay amount could be a few seconds 
or even longer [72], [73], [74]. This highlights the importance of considering delays when 
designing controllers, even more so with DERs and open communication networks. 

The delay margins for different PI controller parameters, kP and kI, are shown in Figure 23 as a 
3D plot; the enclosed space between two surfaces is the feasible space of the three values (kP, kI, 
and delay), ensuring the stability of the system. Figure 24 also shows the feasible space but for 
conventional generators providing AGC scenarios. A comparison of the two figures shows that 
the upper and lower delay margins (surfaces) are quite different. In the DER case, when kP, kI are 
large, shorter delays can cause system instability, whereas longer delays do not. This is because 
large values of kP and kI tend to overcompensate the system ACE, though the delays can offset 
this overcompensation to some degree; see the lower delay margin at kP = 0.3, kI = 0.4 in Figure 
23. In the case of the conventional generators providing AGC, however, generally longer delays 
tend to have a higher risk of instability. This difference is because the response rate of the DERs 
(with inverters) is much faster than the traditional turbine governors. This demonstrates the 
different impacts of delays in AGC signals using DERs and traditional generation. Note that the 
simulated scenarios assume that all the delays are the same; scenarios with different delays will 
be included in future work. 

 
Figure 21. System frequency response under different DER delay signals  
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Figure 22. DER AGC signals under different communication delays 

 
Figure 23. Feasible space of the three values in DER AGC controls 
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Figure 24. Feasible space of the three values in turbine governor AGC controls  
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6 Use Case 2: EVs Providing SFR 
This section illustrates the EV smart charging impacts on frequency response by T&D co-
simulation. Two sets of cases are studied. Case 1 explores the impacts of EVs providing 
frequency regulation on the system frequency response and EV charging profiles without 
communication variations. Case 2 studies the communication latency and packet loss of EV 
frequency regulation on the system frequency stability. Note that there is a difference between 
the unidirectional smart charging and the bidirectional vehicle-to-grid (V2G), which can involve 
discharging EV batteries. To accentuate the effect of communication variations, in this section, 
we consider V2G, but it is important to recognize that very similar results would apply for smart 
charging for twice the number of vehicles in terms of the same amount of power provided to the 
grid. 

6.1 EV Dynamic Model 
PEVs have promising capabilities to provide several T&D grid services [75]. Because EVs are 
essentially inverter-based resources, we developed an EV dynamic model based on the Western 
Electricity Coordinating Council PVD1 model [76]. Here, we added (1) a parameter, Pcap, that 
models the participation strategies of the EVs; and (2) the state-of-charge (SOC)-related blocks 
that decide the current flowing in and out of the battery, as shown in Figure 25. Note that a 
generic model of PFR is also included. The overall dynamic model can represent general EV 
battery behaviors, which is added to ANDES [36]. 

 
Figure 25. Block diagram for EV dynamic model including PFR 
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More specifically, Pcap added in this model limits the participation of an EV to provide 
frequency regulation. Pcap ranges from [-1, 1], and the meanings of the representative values are 
explained here. When Pcap = -1, the EV’s maximum power is 100% charging, which means that 
the EV cannot provide PFR and SFR. When Pcap = 1, the EV’s maximum power is 100% 
discharging, and the EV can change its status from charging to discharging to provide PFR and 
SFR. Similarly, Pcap = -0.5 and Pcap = 0.5 mean that the EV’s maximum power is 50% 
charging and 50% discharging, respectively. Pcap = 0 represents that the EV’s maximum power 
is 0, which means that the EV is not charging or discharging.    

6.2 System Setup (Transmission-Distribution-Communication 
Systems) 

The developed EV component enables EV frequency response studies. Now assume that the 
overall system comprises a transmission system, a control center, and an EV aggregator (have 
V2G capabilities) and a photovoltaic (PV) aggregator for each load bus, as shown in Figure 26. 
The transmission system sends the system frequency and the ACE signals to the transmission 
control center every 0.5 second, where the AGC signals are calculated with the PI controller and 
sent to the EV and PV aggregators every 4 seconds. This setup is modeled in HELICS, where the 
transmission simulation federate uses ANDES, and the distribution QSTS power flow uses 
OpenDSS. 

 
Figure 26. Simulation components with information exchange for the transmission-distribution-

communication system 

The same system is used for the transmission system shown in Figure 16. The transmission case 
can be found in [40], and the original data are in PSS/E format for the power flow (raw file) and 
dynamics (dyr file) data [60], [61]. Because some dynamic models in the original PSS/E data set 
are not supported by ANDES, a database conversion tool is developed. The unsupported 
dynamic models in the original case are converted to functionally similar and supported models 
in ANDES. The differences in the frequency profiles after selected N-1 contingency events stay 
below 10% compared to the original case. Conversion details are not discussed here because the 
purpose of this work is analyzing the V2G impact on frequency response rather than reproducing 
the original case. The power flow and dynamics data are parsed using a built-in tool in ANDES 
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and then fed into ANDES. The transmission network is tested in ANDES to ensure that the case 
can be properly initialized and has a flat start. 

The distribution system covers the geographic area of Austin, Texas, and consists of six 
subregions [77]. The 243 distribution feeders in the five urban regions replace approximately 
2.83 GW of load in the transmission system. A load total of 360,000 and more than 1 million 
electrical nodes are simulated in the distribution system. There are 8,400 DPV units and 42,000 
EVs connected to distribution feeders (200 DPV units and 1,000 EVs at each of 36 substations 
and 400 DPV units and 2,000 EVs at each of the remaining 3 substations). Each EV is assumed 
to have a rated power of 7 kW [78] and a rated energy of 50 kWh. The assumed EV rated power 
of 7 kW is taken from [78]; most electric vehicles charging at home on a 240-V Level 2 charger 
will draw approximately 7,200 W or less. The total DPV power output is 222.7 MW, and the 
total installed DPV capacity is 2.1 GW, assuming a low PV power production time of the day, 
e.g., in the late afternoon. All 42,000 EVs consume 294 MW (charging at rated power) of power, 
and the total frequency regulation headroom is 588 MW (from rated charging to discharging). 
The co-simulation was performed on the HPC Eagle at NREL. The simulations assume that at 10 
seconds, a generator in the Austin area, with 477 MW of real power output, is dropped. The SFR 
is provided only by the connected DPV and EVs in the system. 

6.3 Simulation Scenarios without Communication Variations 
This section illustrates the V2G impacts on frequency response by T&D co-simulation. Two sets 
of cases are studied. Case 1 explores the impact of the DPV and EVs on frequency response. 
Case 2 tests various EV participation strategies to analyze their effects on system frequency 
response.  

6.3.1 Comparison between DPV and EV Frequency Regulation 
This subsection explores the impacts of DPV and EVs on balancing generation and demand. 
Both PFR and SFR are considered. Details of each scenario are given in Table 3. In Case 1_1, 
the DPV and EVs do not provide SFR (AGC). In Case 1_2, only the DPV provides SFR; and it is 
the opposite in Case 1_3. In Case 1_4, both DPV and EVs provide SFR to the grid. 

Table 3. Details of Four Scenarios 

 Case 1_1 Case 1_2 Case 1_3 Case 1_4 

DPV AGC Off On Off On 

EV AGC Off Off On On 

Figure 27 shows the system frequency response after the generation trip event under the four 
cases. The system frequency drops immediately when the event happens, and it starts to recover 
soon afterward, with PFR from both conventional units and DERs (i.e., DPV and EVs). Without 
DERs providing SFR (Case 1_1), the system frequency cannot return to 60 Hz because in this 
testing system, conventional generators do not provide SFR. In both Case 1_2 and Case 1_3, the 
headroom of the DPV and EVs, respectively, are enough to cover the amount of generation loss, 
such that the frequency can be restored to 60 Hz after approximately 100 seconds. The frequency 
response curves of Case 1_2 and Case 1_3 are quite close because the dynamic parameters 
(droop parameters and inverter settings) of the EVs and DPV are the same. When both the DPV 
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and EVs provide SFR (Case 1_4), the system can recover, and the frequency recovery process is 
shorter. 

 
Figure 27. System frequency response under different scenarios 

Figure 28 demonstrates the impacts of the EV frequency regulation provision on its battery SOC. 
The EVs are constantly fully charging before the event. After the contingency, the PFR is 
activated first, and the SFR increases the power output of the EVs after receiving the AGC 
signal. As shown in the results from cases 1_1 and 1_2 (EV AGC off) and from cases 1_3 and 
1_4 (EV AGC on), the EV charging patterns are all different despite the same EV AGC settings. 
The interactions between the system and the EVs change the charging speed of the EVs, as 
shown in the figure. More specifically, the EV charging speed is different in cases 1_1 and 1_2. 
In Case 1_1, because the system frequency cannot be restored to 60 Hz, the PFR of the EVs will 
be activated, and the EVs provide PFR to support the frequency during the whole simulation 
horizon; therefore, the EVs will not be fully charging in this case even when the frequency is 
stable, as shown in Figure 28. In Case 1_2, with the SFR support from the DPV, the system 
frequency can be restored to 60 Hz, and the PFR of the EVs will phase out once the frequency is 
restored; therefore, the power output of the EVs will be restored to fully charging once the 
frequency is restored to 60 Hz, as shown in Figure 29. In Case 1_3, the burden on the EVs is 
heavier (with only EVs providing SFR) compared with Case 1_4, when both the DPV and EVs 
provide SFR, so they start to discharge; therefore, the EVs start to discharge in Case 1_3. 
Consequently, the SOC of the EVs is the lowest in Case 1_3, when only the EVs provide SFR. 
The SOC of the EVs will be the highest in Case 1_2, when they do not provide SFR and the PFR 
reduces to 0. The EV power consumption varies as the EV and DPV frequency support strategies 
change. The SFR settings of both the EVs and DPV impact the charging pattern of the EVs. 
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Figure 28. EV SOC under different scenarios 

 
Figure 29. EV real power output under different scenarios 

6.3.2 Impacts of EV Participation Factor 
This subsection investigates the impacts of different EV frequency regulation strategies. Five EV 
frequency regulation strategies have been tested with varying Pcap values (i.e., -1, -0.5, 0, 0.5, 
1), as discussed in Subsection II.A. The AGC signal is disabled for the DPV, so it does not 
provide any SFR.  

When Pcap = -1 (the violet line in Figure 30 and Figure 31), the EVs do not have headroom for 
both PFR and SFR. The maximum power output of the EVs is 100% charging all the time. The 
EVs participate in neither PFR nor SFR. The EV charging rate is constant 100% all the time. 
Under this situation, the frequency nadir after the generation drop event is lower than Case 1_1 
because the EVs cannot provide PFR with Pcap = -1, and the system frequency cannot return to 
60 Hz. In Case 1_1, however, the EVs can still provide PFR without providing SFR. 
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Figure 30. Frequency response under five frequency regulation strategies 

 
Figure 31. EV SOC under five frequency regulation strategies 

 
Figure 32. EV power output under five frequency regulation strategies 
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When Pcap = -0.5 (the red line), the maximum power output of the EVs is set to 50% charging. 
The frequency nadir is higher than that when Pcap = -1 because the EVs have 50% charging 
power headroom to provide PFR after the contingency with Pcap = -0.5. However, the nadir is 
lower than in the other scenarios because the PFR provided by the power headroom of the EVs is 
limited by the Pcap value; see Figure 32.  

The scenario with Pcap = 0 (the green line) is an edge case. The charging rate of the EVs starts to 
decrease to 0 after the loss of generation. Starting from Pcap = 0, the amount of PFR power 
support is no longer limited by the EV headroom but by the droop parameters, and the frequency 
nadirs are almost the same because the droop parameters of the EVs are the same.  

When Pcap > 0 (the blue and orange lines), the EVs can send power to the grid. After the 
contingency, the real power output increases (from charging to discharging), the SOC of the EVs 
decreases, and the system frequency gradually recovers. Note that there is only a slight 
difference when Pcap changes from 0.5 to 1 after 100 seconds for the three curves, including the 
system frequency response, the EV SOC, and the EV power output. This is because the total 
amount of power support from the PFR and SFR by the EVs with Pcap = 0.5 is nearly enough to 
cover the power imbalance.  

Figure 33 shows the voltage profiles of a substation bus and all downstream feeder nodes. It 
shows the average voltage and the three-sigma (standard deviation) range of the voltage that 
covers 99% of the feeder’s nodes. One can observe that the voltage increases and then decreases 
after the generation decreases because the local EVs/DPV participate in PFR and SFR. This 
demonstrates that the co-simulation model can capture the local voltage response. 

 
Figure 33. Case Pcap = 1, voltage of substation Bus 6032 with all downstream feeders, with 

medium-voltage and low-voltage nodes 

The simulation results demonstrate that the system conditions, the DER AGC settings, and the 
EV charging strategies all affect the system frequency response after contingencies. The 
proliferation of DERs, DPV, and EVs is crucial to the system frequency response, especially in 
future power systems. 
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6.4 Simulation Scenarios with Communication Variations 
When using open communications, there are normally variations. This section illustrates the 
impacts of V2G with communication variations on the frequency response by T&D dynamic co-
simulation. Two sets of cases are studied for the communication variations in the AGC signals: 
Case 1 explores the impact of the communication delay, and Case 2 tests the packet loss effects. 
The assumptions for the types of generation providing PFR and SFR are summarized in Table 4; 
the SFR is provided only by the connected EVs in the system.  Each connected EV can provide 
support ranging from 100% charging to 100% discharging of rated power. The simulations 
assume that at 5 seconds, a generator in the Austin area, with 477 MW of real power output, is 
dropped. 

Table 4. Types of Generation 

Generation Type PFR SFR 

EV Yes Yes 

DPV Yes No 

Traditional unit Yes No 

6.4.1 Communication Layer Model and Settings in HELICS 
Assume that the communication variations can happen each time whenever transmitting data are 
needed. In the developed framework, we add two filter functions in HELICS to each 
communication channel: a delay filter function and a packet loss filter function.  

A delay filter function can keep a sending end point from sending the data until a preconfigured 
time is past and then pass on the data to the destination end point; this preconfigured time (read 
by a HELICS broker) can be a constant or generated randomly from a distribution, i.e., normal 
distribution. The normal distribution assumption is based on the information in [45]. This setup 
can model a constant or time-varying delay for different communication channels.  

In addition, each transmit of data packet has a chance of losing the packet (e.g., caused by 
hardware failure), resulting in the data packet either successfully passing or failing to pass. These 
events are naturally modeled as Bernoulli distributions and are parameterized by a single 
variable, p, the probability of packet loss, with p in [0,1]. Inside HELICS, the added packet loss 
filter function can remove the packet data probabilistically and not send it to the destination end 
point. Note that we allow different values of p for different communication channels. 

6.4.2 Impact of Homogeneous and Heterogeneous Delays 

6.4.2.1 Homogeneous 
Figure 34 shows the homogeneous delay with different delay times: i.e., 0, 2, 4, 10, and 20 
seconds. It shows that longer delay times result in longer system frequency recovery. It is 
straightforward that with a large delay, the system needs a long time to restore frequency to the 
nominal value.  
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Figure 34. Homogeneous delay with different delay times 

Figure 35 shows an EV power output change from charging (negative value) to discharging 
(positive value) for the SFR. This figure also shows that when there is a communication delay, 
the PEV SFR will respond with a delay. Further, the longer the delay time, the later the SFR will 
respond. Accordingly, this will result in a change in its SOC, as shown in Figure 36. When a 
PEV is providing frequency regulation, its SOC can change from increasing to decreasing, which 
might slightly increase the PEV's charging time. Despite its insignificant impact, this should still 
be considered by PEV owners when a PEV is enabled to provide frequency regulation. Figure 37 
shows one distribution feeder voltage as an example to demonstrate the capability of the 
framework in also capturing the system impact at the distribution side. In this case, the impacts 
of the communication delay on the distribution feeder’s voltage profile are insignificant and 
might be trivial. 
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Figure 35. EV power output example 

 

Figure 36. EV SOC example 

 
Figure 37. Distribution bus voltage example: the average and 3-sigma range of the voltages 

among all medium-voltage nodes 

6.4.2.2 Heterogeneous 
To simulate the time-varying and heterogeneous delay cases (i.e., different channels of AGC 
signal have different delays), it is assumed that each EV channel transmitting data each time has 
a delay time that follows a normal distribution, i.e., 𝑇𝑇𝑑𝑑𝑟𝑟𝑑𝑑𝑎𝑎𝑑𝑑 ∼ 𝑁𝑁(𝜇𝜇,𝜎𝜎2) with mean, μ, and 
standard deviation, σ. Figure 38 shows the comparison of the system frequency response under 
different normally distributed delay time assumptions. It shows that the impacts of the standard 
deviation of the delay time are not as significant as its mean value. This is because the control 
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signals affected by the dispersed delay times (random delay times deviate from the mean) 
compensate each other; thus, compared to the standard deviation of the communication delay, 
the mean values of the communication delay have a more noticeable impact on the system 
frequency recovery. 

 
Figure 38. Heterogeneous delay with different delay times 

6.4.3 Impact of Homogeneous and Heterogeneous Packet Loss 
Packet loss occurs when one or more packets of data traveling across a communication network 
fail to reach their destination. Packet loss is caused by either errors in data transmission, typically 
across wireless networks, or network congestion. Packet loss measures whether a packet sent is 
successful or fails each time, i.e., 𝑋𝑋 ∼ Bernoulli(ploss), where 𝑋𝑋 ∈ {0,1}, and the loss rate 
𝑝𝑝𝑑𝑑𝑒𝑒𝐷𝐷𝐷𝐷 ∈ [0,1]. For example, if a transmission channel has a loss rate of 0.2, it means that there is 
a 20% chance the transmitting packet is lost each time the transmission channel is used. 

6.4.3.1 Homogeneous 
Figure 39 shows the comparison of the homogeneous packet loss with different loss rates. It 
shows that the packet drop impacts are not as significant as the communication delays. This is 
because the packet drop is random, and the packet drops of different channels can offset the 
impacts of each other. 

 
Figure 39. Homogeneous packet loss with different loss rates 
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6.4.3.2 Heterogeneous 
The loss rates of different communication channels can be different and are assumed to be 
different this time. To represent the diversity of the loss rates, they are generated randomly for 
each communication channel from a normal distribution, i.e., 𝑃𝑃𝑑𝑑𝑒𝑒𝐷𝐷𝐷𝐷 ∼ 𝑁𝑁(𝜇𝜇,𝜎𝜎2) with mean, μ, and 
standard deviation, σ. The simulated cases in Figure 40 do not show significant different impacts 
on the system frequency recovery times. It is also observed that compared to the homogeneous 
packet drop in Figure 40, the heterogeneous packet drop has a smaller impact on the system 
frequency recovery. This can be explained by the random packet drop compensating the effects 
of each other. 

 
Figure 40. Heterogeneous loss with different loss rates 

All the simulation results demonstrate the impact of the communication variations on the LFC by 
EVs using publicly available, open communication networks. The results show that as the delay 
and packet loss rates increase, the system frequency tends to recover more slowly. In extreme 
cases, the system frequency might oscillate (e.g., 20-second delay case). The heterogeneous 
cases show a smooth effect in the AGC [51]. In addition, the deviations of the communication 
variations among different channels are less significant compared with the mean values.   
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7 Conclusions 
DERs, including DPV and PEV, have been increasingly deployed in power systems. To leverage 
their PFR and SFR services to stabilize the system frequency, their dynamic responses in T&D 
networks should be accurately and efficiently modeled. This report demonstrates an efficient, 
open-source T&D dynamic co-simulation methodology framework to model the frequency 
dynamic responses of DERs providing PFR and SFR considering their communication latencies 
and packet losses. Their impacts on both the transmission system frequency response and the 
distribution feeder voltage are modeled. The analyzed scenarios include normal load variations 
and contingencies such as generation outages. The results show that DERs can provide reliable 
PFR and SFR to stabilize the system frequency given certain headroom considering local voltage 
constraints.  

The co-simulations of the transmission-distribution-communication systems bridge the gap of the 
missing interactive considerations among simulators while simultaneously considering the 
performance simulations of each system. For example, (1) DPV power intermittency regarding 
the maximum available power and the maximum limits enforced by local distribution feeders can 
be endogenously considered in the proposed co-simulation model; therefore, real-time PFR and 
SFR delivery can be guaranteed to maintain transmission system frequency stability and 
distribution system voltage profiles; and (2) PEV charging strategies that should be decided by 
PEV owners can also be considered in the co-simulation.  

The first use case demonstration explores the impacts of the delayed DER AGC signals on the 
frequency stability of the system. The simulation results with hundreds of DERs show that the 
risk of system instability might substantially increase if the design of the DER AGC control fails 
to consider communication variations. The communication delay margin of DER AGC can be 
quite different from that of conventional generators; therefore, system operators should consider 
communication delays when designing DER AGC control parameters and when dispatching 
DERs for AGC services.  

The second use case studies the impacts of EVs on the system frequency regulation with and 
without communication variations. Simulations without communication variations demonstrate 
that the aggregation of EVs has great potential to provide both PFR and SFR to quickly restore 
the system frequency after contingencies. Several factors impact EV frequency regulation, such 
as the participation factor and the potential SOC limits. When EVs are enabled to change their 
status from fully charging to fully discharging, their capability and flexibility to provide 
frequency regulation are the largest, and the system frequency can be restored the fastest. 
Although the results presented in this report are based on several assumptions, the outcomes can 
still reveal the EV impact on frequency response using the T&D co-simulation platform. EV 
frequency regulation with communication variations demonstrate that the mean values of the 
communication delay have a higher impact on the frequency recovery than the standard 
deviation of the delay. Meanwhile, the packet drop impacts on the frequency restoration are not 
significant in both the homogeneous and heterogeneous packet drop rates. In addition, different 
from the traditional analytical method (i.e., state-space equations), the co-simulation method can 
observe different aspects of the impacts, e.g., heterogeneous communication impacts and local 
grid constraints, such as voltage and reverse power flow.  
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In summary, the developed CPDS framework is scalable and can greatly improve the utilization 
of DERs to provide grid services. The quantitative analysis and modeling scheme in this report 
can provide insights into designing future LFC algorithms and communication planning for LFC 
with DERs such as DPV and PEVs. 

Future work includes modeling all the reliability services as well as modeling more 
comprehensive transients and dynamic behaviors regarding DER power electronic devices and 
their control strategies, research on the robust controls of DERs against communication 
variations and on communication requirements for grid services under publicly available 
networks and theoretical analysis regarding the stability of the discrete AGC signal of DERs. 
Future work will also include research on the coordination between EV charging scheduling and 
frequency regulation to maintain a better trade-off of the system frequency stability and the EV 
charging time. 
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