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ABSTRACT

This paper presents a comparison of experimental data with a recently published model of heat exchange in irrigated packed beds. Heat transfer and pressure drop were measured in a 150 mm (ID) column with a 610-mm bed of metal Pall rings. Molten nitrate salt and preheated air were the working fluids with a salt inlet temperature of approximately 440°C and air inlet temper of approximately 230°C. A comparison between the experimental data and the heat transfer model is made on the basis of heat transfer from the salt. For the range of air and salt flow rates tested, 0.3 to 1.2 kg/m$^2$ s air flow and 6 to 18 kg/m$^2$ s salt flow, the data agree with the model within 22% standard deviation. In addition, a model for the column pressure drop was validated, agreeing with the experimental data within 18% standard deviation over the range of column pressure drop from 40 to 1250 Pa/m.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_s$</td>
<td>salt specific heat (Ws/kg K)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>air specific heat (Ws/kg K)</td>
</tr>
<tr>
<td>$G$</td>
<td>gas mass flow per unit cross-sectional area of empty column (kg/m$^2$ s)</td>
</tr>
<tr>
<td>$H$</td>
<td>column height (m)</td>
</tr>
<tr>
<td>$H_{tu}$</td>
<td>height of a transfer unit (m)</td>
</tr>
<tr>
<td>$L$</td>
<td>salt mass flow per unit cross-sectional area of empty column (kg/m$^2$ s)</td>
</tr>
<tr>
<td>$m_s$</td>
<td>salt mass flow rate (kg/s)</td>
</tr>
<tr>
<td>$N_{tu}$</td>
<td>number of transfer units</td>
</tr>
<tr>
<td>$Q_{loss}$</td>
<td>heat transfer from salt other than that to the air (W)</td>
</tr>
<tr>
<td>$Q_{outlet}$</td>
<td>heat transfer from salt to air below packed bed (W)</td>
</tr>
<tr>
<td>$Q_{ex}$</td>
<td>heat transfer, salt-to-air (W)</td>
</tr>
<tr>
<td>$Q_{en}$</td>
<td>measured heat transfer, salt-to-air, in packed bed (W)</td>
</tr>
<tr>
<td>$T_{ai}$</td>
<td>air inlet temperature (°C)</td>
</tr>
<tr>
<td>$T_{ao}$</td>
<td>air outlet temperature (°C)</td>
</tr>
<tr>
<td>$T_{si}$</td>
<td>salt inlet temperature (°C)</td>
</tr>
<tr>
<td>$T_{so}$</td>
<td>salt outlet temperature (°C)</td>
</tr>
<tr>
<td>$U_a$</td>
<td>volumetric heat transfer coefficient (W/m$^3$ K)</td>
</tr>
<tr>
<td>$V_{hx}$</td>
<td>volume of packed bed</td>
</tr>
<tr>
<td>$\Delta T_{LM}$</td>
<td>log mean temperature difference</td>
</tr>
</tbody>
</table>

INTRODUCTION

In direct-contact heat exchange heat is transferred from one fluid stream to another by bringing the streams into direct contact with each other. The technology sees widespread use in industry for mass transfer duty in such diverse applications as gas separation, chlorination of hydrocarbons, flue gas scrubbing, etc., but its application to heat transfer duty has been somewhat limited. Potential applications that could benefit from direct-contact heat exchange include waste heat recovery, hot gas quenching, space applications, and solar energy applications. These benefits result from lower first costs, lower operating costs, and applicability to corrosive or fouling fluids and to very high temperature fluids.

Solar energy applications include the central receiver system in which the direct-contact heat exchanger would be used to transfer heat from a liquid-cooled receiver to a gas stream for applications requiring hot gas. A recently proposed central receiver directly heats atmospheric air, and the direct-contact heat exchanger could be used to transfer the heat to high pressure air via a pair of direct-contact heat exchangers. In both cases, the presence of a hot liquid allows one to consider thermal energy storage, which is
generally recognized as necessary for economical operation of a solar thermal plant.

Several methods are available for carrying out the heat exchange, including spray columns, falling film columns, plate columns, and packed beds. The last method is especially effective where low pressure drop or low liquid holdup is important and a high volumetric efficiency is needed. Packed beds are also used for applications where plate column internals are not available.

The gas is pumped counterflow up the bed, and heat transfer takes place primarily at the gas-liquid interface.

Except for very high liquid flow rates, the packed bed remains relatively open, and gas-side pressure drop is very low. Typical operation of these columns involves pressure drop in the range of 400 to 1200 Pa/m, more commonly expressed in terms of 0.5 to 1.5 in. of water column per foot of bed height. As the liquid rate is increased, a larger fraction of the bed flow area is occupied by liquid, and the gas-side pressure drop increases rapidly. Eventually, a point is reached where the liquid is dragged upwards by the gas, and heat transfer is limited by conduction in the packing (from wet to dry areas), which cannot be accounted for in mass transfer theory.

There are several reasons for the limited application of direct-contact heat exchange. First, the gas and liquid must be compatible in the sense of limited chemical reaction taking place when they are brought into contact with one another. Second, mass transfer between the two streams may be undesirable, further limiting the choice of working fluids. Third, separation of the two streams must be easily accomplished after the streams are contacted. Fourth, because standard tubular heat exchangers can usually be specified to accomplish the required heat transfer, engineers are hesitant to risk using a relatively new technology such as direct-contact heat exchangers.

This paper addresses the last two concerns by providing insight into how these heat exchangers can be sized and their performance specified. Specifically, this paper presents experimental evidence that supports validation of models for heat exchange and pressure drop in a direct-contact heat exchanger.

First, we discuss the data and models available in the literature for heat transfer and then for pressure drop in irrigated packed beds. Particular emphasis is placed on the models used in this paper for comparison purposes. Next, we describe the experimental apparatus used to take the heat transfer and pressure drop data. Experimental procedures and uncertainties are then discussed. Finally, results with discussion and conclusions are presented.

PREVIOUS WORK

All available studies on modeling irrigated packed-bed heat transfer in the literature rely on mass transfer correlations and the analogy between heat and mass transfer. Standish (1968) presented data on heat transfer between hot gases and mercury or cerrobend in a packed bed. Fair (1972) and Bravo and Fair (1982) describe the usage of the heat-mass transfer analogy to predict heat transfer rates in a packed bed given mass transfer coefficients. Mackey and Warner (1972) used the analogy to predict heat transfer rates in a packed bed with downflowing liquid metals and upflowing gases.

Huang (1982) measured heat transfer rates in a packed bed with a mineral spirits/air system and used the analogy to predict the rates. Huang found that the analogy always underpredicted the experimentally determined rates; he attributed this to heat transfer by conduction in the packing (from wet to dry areas), which cannot be accounted for in mass transfer correlations.

Bohn (1985) measured heat transfer rates between air and molten salt in a packed column and used the results to demonstrate the economic benefits of direct-contact heat exchangers for that gas-liquid combination.

An approach for presenting experimental data followed by several researchers is to measure the heat transfer rate as a function of liquid and gas rate and packing type and size and develop a correlation. The resulting correlation is probably good for the system tested, but applicability to other fluids is questionable. Table 1 presents key elements of several correlations of this type.

Both Huang (1982) and Pohlenz (1947) gave correlations of experimental data relating the volumetric heat transfer coefficient, $U_a$, to gas rate and liquid rate. G and L, for air-oil systems with 1-in. ceramic Raschig rings:

$$U_a = 0.00026 \ G^{0.69} \ L^{0.25}$$

Pohlenz: $$U_a = 0.083 \ G^{0.94} \ L^{0.25}$$

Even for these two very similar systems, we see large discrepancies in determining $U_a$, e.g., a factor of 4 or more. Possible explanations for the discrepancies include experimental error or a difference in liquid properties. Experimental errors in determining $U_a$ for an irrigated packed column are discussed by Bohn (1983) and can be very large because of close approach.
temperatures at the top of the column. Liquid properties are not explicit in the above correlations, further demonstrating their limited usefulness for general prediction of heat transfer.

In an attempt to circumvent many of the limitations of the predictive methods previously discussed, Bohn (1987) presented an empirical model for heat transfer in an irrigated packed bed. The application of interest involved high temperatures, thus radiation heat transfer was included. Convection heat transfer was determined from a mass transfer correlation and a correlation that gave the fraction of bed packing wetted by the liquid. Convection from the dry portions of the packing to the gas was also accounted for by incorporation of a fin-effect type of analysis and correlations for heat transfer in packed beds with gas-only flow. It is a main purpose of the present work to test the validity of this empirical model.

Pressure drop and the flooding point in irrigated packed beds are estimated with empirical correlations. White (1935) provides one of the earliest data sets but did not present a correlation of his data because he felt that much more data were needed. He measured pressure drop and determined flooding in a 6-in. column with Raschig rings and an air-water system. Sherwood, Shipley, and Holloway (1938) developed a correlation based on the experimental data available at that time. They showed that the square of the superficial flooding velocity correlated against the ratio of liquid and gas rates. It is a modified version of the Sherwood correlation, provided by Leva (1954) and others, that sees wide usage today. Sarchet (1942) compared the two popular methods of determining the flooding point: visual and pressure drop measurement. He reported that for small packing the two methods give comparable results, but for 1-in. and larger packing the visual flooding velocity may be 20% below the value determined by measuring the pressure drop.

Standish and Drinkwater (1970) modified the Sherwood correlation to include the effect of packing shape via the sphericity, which was defined as a packing factor improved agreement between Standish’s data and the Sherwood correlation for glass spheres and coke particles in an air-water system. They hypothesized that flooding is caused mainly by pressure gradients in the gas stream that would be influenced by the path the gas must follow through the bed.

Szekely and Hendrykowski (1972) measured flooding criteria for mercury and nitrogen in a 2-in. column packed with glass beads, ceramic cylinders, and saddles. They found that the data fell about an order of magnitude low on the Leva correlation, but agreement with the original Sherwood correlation was quite good. The discrepancy was attributed to the high density and surface tension of the liquid. These results point out that the pressure drop and flooding correlations are based on a relatively small set of gas-liquid systems, and extrapolation of the correlations to new systems can lead to large errors.

Buchanan (1969), Hutton (1974), and Bemer and Kalis (1978) attacked the flooding problem from a different angle. They related the column pressure drop and flooding to the liquid holdup in the bed. In particular, Hutton determined the flooding point as the point where the gradient of liquid rate with holdup is zero. This approach met with partial success by predicting flooding for stacked rings satisfactorily but resulted in large errors for random rings. Buchanan and Bemer and Kalis provide empirical equations that relate the column pressure drop to the holdup and a constant that is characteristic of the packing type and size. Bravo et al. (1986) successfully used the Bemer and Kalis pressure-drop equation to calculate the pressure drop in eight sizes of structured packings from two manufacturers in an air-water system and for a variety of organic liquids in their vapor. Based on the success of the Bemer and Kalis type of pressure drop model, we chose that method for comparison with the experimental pressure-drop data presented in this paper.

DESCRIPTION OF THE EXPERIMENTAL APPARATUS

Tests described in this paper were carried out with the apparatus shown schematically in Figure 1, the molten salt test loop, and in Figure 2, which depicts details of the direct-contact heat exchange column. A mixture of sodium nitrate and potassium nitrate (in a
flows were well distributed. The lower pressure tap flows into this calibration tank, the increasing level height to a voltage.

An inventory of approximately 1700 kg of molten salt is kept in the storage tank. The salt is pumped out of the tank into the test loop by a cantilever centrifugal pump. Salt flow rate is controlled with a valve attached to the bottom of the pump housing and actuated from just above the pump mounting flange.

A 1-in. schedule 40 pipe carries the salt to the inlet of the heat exchanger. Immediately downstream of the pump, the salt flows through a wedge. Differential pressure across the wedge is sensed as the difference in height of salt in an open vertical pipe on either side of the wedge. A differential bubble system is used to convert this difference in salt height to a voltage. Salt flow can be diverted into the calibration tank by the bubble system. A salt is pumped into this calibration tank, the increasing level in the tank is sensed by a bubbler. The rate of change in this bubbler output is compared with the output of the differential bubbler, which senses pressure difference across the wedge. Because the volume of the calibration tank as a function of height is known (by calibration with water), rate of change of salt height in the calibration gives volumetric flow rate directly.

For normal operation in which the salt is directed to the column, refer to Figure 2. The salt enters the column top through a flange on the side of a large T and then enters a small T located inside the large T. The smaller T allows insertion of the calibrated chromel-alumel thermocouple into the inlet stream and redirects the salt stream downwards into the salt distributor. The salt distributor is an open-top tank with three holes of approximately 1 cm diameter each in the bottom. Clearance between the vertical walls of the distributor and the inside diameter of the column is about 1 cm. We found that this distributor worked satisfactorily. Flow rates between 60 and 180 cm³/s. Below 60 the salt issued irregularly from the three holes and tended to attach to the bottom of the distributor. Above 180 cm³/s the distributor tended to overflow. Within this flow range, three distinct streams issued cleanly from the distributor and spread uniformly over the top of the packed bed. These streams appeared to rapidly spread over the Pall rings within about 30 mm of the top of the bed.

Stainless Steel Pall rings, 15.9 mm in diameter and height, were used in the column. A total height of 610 mm of randomly dumped rings was used. Important characteristics of these rings are given in Table 2. A corrugated, perforated steel plate supported the rings at the lower column flange in Figure 2. A pair of pressure taps located in the column wall were used with a differential bubble system to measure column differential pressure during testing. The upper pressure tap was located about one column diameter above the bottom of the packed bed.

Preheated air was introduced into the bottom of the column about 300 mm below the packing support plate. An electric air preheater provided air temperatures up to about 230°C. Four symmetrically arranged inlet ports distributed the air at the base of the column to ensure uniform air flow. Air flow rate was measured with a Datametrics mass flow transducer in the air line just before the air preheater. This transducer was calibrated against an ASME orifice that could be used in the air line.

Salt outlet temperature was measured with a calibrated chromel-alumel thermocouple inserted into a 25 mm (inside diameter) trough located below the air inlet ports. This trough was designed to ensure that the thermocouple would be bathed in salt that had just left the bottom of the packed bed.

Finally, the salt flows through the bottom of the column back into the storage tank. All test loop piping was heated with tubular heat traces, wrapped with stainless steel foil, and insulated with approximately 150 mm thickness of ceramic fiber insulation. The salt tank was heated with several flat sheathed heaters attached to the tank top. The column was heated mainly with flat sheathed heaters formed in a circular shape and attached to the column outside diameter with clamps.

All data, with the exception of the column differential pressure, were acquired with an Ithaco Compudas data acquisition system. Column differential pressure data were recorded on a strip-chart recorder. For trend indication, the data acquisition system sent, via digital-to-analog convertors, several critical data channels to the strip-chart recorder.

**TEST PROCEDURE**

On the basis of a great deal of testing, we determined that the best comparison between the predictions of the heat transfer model and experimental data would be that of the heat transferred from the salt. In earlier attempts to measure the volumetric heat transfer coefficient, Bohn (1983) showed that large uncertainties result, primarily because of the difficulty in measuring the air outlet temperature, which typically is very close to the salt inlet temperature. Measurement errors in the airstream are large because of radiation errors and because salt droplets are usually entrained in the airstream. Measuring the salt heat transfer is relatively simple, requiring only a measurement of the salt flow rate and terminal salt temperatures. It is necessary, however, to account for heat transfer from the salt that occurs in regions of the column other than in the packed bed.

Included in these additional heat transfer paths are the heat lost from the salt to the column walls and the heat transferred to the air in the region below the packed bed. Since the air exiting the top of the packed bed is very nearly in thermal equilibrium with the salt entering from the salt distributor, we neglect salt-to-air heat transfer above the packed bed. Our experimental procedure allowed us to determine the loss from the salt to the column. The loss in the region of the packed bed was calculated from the data.
below the packed bed was estimated and is included in our statement of experimental uncertainty. Data were reduced according to the following equation:

\[ Q_{sm} = \dot{m} C_p (T_{s1} - T_{s0}) - Q_{loss} \]  

(1)

The term on the left side of equation (1) is the heat transfer from the salt to the air, which occurs in the packed bed. The term on the right side of the equation is the salt heat loss determined from the measured salt flow rate and temperature drop. The second term on the right side of the equation represents the two sources of heat loss from the salt stream just discussed and may be expressed as follows:

\[ Q_{loss} = \dot{m} C_p (T_{s1} - T_{s0}) \left| \text{Inlet} + \text{Outlet} \right| \]  

(2)

Thus, the loss from the salt to the air in regions of the column other than the packed bed include losses to the column wall, which is measured after every data point as described later, and heat loss below the packed bed, \( Q_{outlet} \), which is estimated. It is the term on the left side of equation (1) that we would like to deduce from the experimental data and compare with the heat transfer model.

To ensure that salt could be successfully pumped through the test loop, the loop was brought up to 400°C over a period of about two days and left at that temperature for an additional day. During this period, a low flow of air was bled through the air preheater (which was turned on at a low power setting) and column to heat up the preheater and air piping. We then shut off the air flow and started the salt flow. After several hours, the salt and the column reached equilibrium as evidenced by the steadiness of the salt inlet and outlet temperatures.

After this equilibrium was established, air flow was started again. Typically, a new equilibrium would be established within 10 minutes, again as evidenced by steady salt inlet and outlet temperatures. At this point, the data acquisition system would be instructed to record 30 samples from each channel, to average each channel, and to calculate the standard deviation for each channel. Based on these average values, the gross heat loss from the salt could be calculated according to the first term on the right side of equation (2).

After these data were recorded, the air flow was turned off. A new equilibrium would be reached within three minutes, which corresponded to the heat loss from the salt through the column walls in the absence of air flow, e.g., the first term on the right side of equation (2). The indicated column pressure differential under these conditions equals the bubbler offset signal since no air is flowing through the column to create a differential pressure. Again, 30 readings would be taken, and based on the average salt flow rate and salt inlet and outlet temperatures, the heat loss from the salt would be calculated and subtracted from the gross heat loss per equation (1). The column differential pressure recorded with air flow is reduced by the value recorded with no air flow to give the net column differential pressure.

After establishing a higher air flow rate, the procedure would be repeated. The sequence of operating conditions usually included starting at low air flow and increasing the air flow in steps until the column differential pressure exceeded approximately 1000 Pa/m or until unsteady operation indicated the onset of flooding. Then, the air flow would be reduced in steps with the same salt flow. After this sequence was completed a new salt flow would be set and the procedure repeated. At each data point, operating conditions including air flow rate, salt flow rate, air inlet temperature, and salt inlet temperature, were entered into the heat transfer model. The pressure drop model and predicted values of the salt heat transfer and column pressure drop were then determined for comparison with the data.

The first series of tests were intended to map out the column differential pressure. These tests were performed with an air inlet temperature in the range from 196° to 250°C and a salt inlet temperature in the range from 306° to 360°C. Heat transfer was not measured during these tests.

The main test series involved simultaneous measurement of heat transfer and column differential pressure at a single air inlet temperature of approximately 400°C, salt flows ranging from 60 to 165 cm/s, and air flows ranging from 280 to 1100 slpm. Given the column inside diameter, these flow rates correspond to a liquid rate of approximately 6 to 18 kg/m²s and a gas rate of 0.3 to 1.2 kg/m²s. Resulting net salt heat transfer ranged from 1000 to 4500 watts. Resulting column differential pressure ranged from 163 to 1225 Pa/m. Generally, packed columns are operated at approximately 400 Pa/m with 1200 Pa/m considered to be the point where heat transfer ceases. Thus, our range of operating conditions fully covered the operating map for a packed column.

**Uncertainty Analysis**

Referring to equation (1), the reported salt heat transfer rate was determined from the total heat lost by the salt less column heat losses and the internal loss from the salt to the air below the packed bed. Since the column heat losses were determined after each data point, this bias error was measured and accounted for in the equation. The internal loss was estimated as follows. Based on our observations of the flow below the packing support plate, we model the salt flow in this region of the column as consisting of five rivulets of 5 mm diameter. Given the salt flow rate, the salt velocity in these rivulets can be determined. The air flow rate and inlet temperature, air velocity can be determined. Using the relative velocities between the air and the salt and treating the heat transfer between the two streams as that of flow over a flat plate, a heat transfer coefficient can be determined. To be conservative, we doubled this heat transfer coefficient to account for rippling or other motion in the rivulets, which may enhance this heat loss mechanism. From the measured salt outlet temperature and measured air inlet temperature, an estimate of the heat loss is determined to be approximately 3% of the gross salt heat loss. We include this loss as a negative bias error in determining the overall uncertainty in the heat transfer measurement.

Other uncertainties in equation (1) that must be considered include errors in the salt flow rate measurement, the specific heat of the salt, and the salt inlet-to-outlet temperature difference. By far, the largest contributor to the overall uncertainty is the problem in determining salt inlet-to-outlet temperature difference. As discussed previously, the salt inlet temperature and outlet temperature were measured with calibrated chromel-alumel thermocouples. In estimating the uncertainty in measuring this temperature difference, the sources of error considered included (i) uniformity of the fluid bed used to calibrate the thermocouple wires, ±0.01°C; (ii) standard error of estimating the curve-fit to the thermocouple calibration data, ±0.02°C; (iii) temperature differences from one channel to another at the thermocouple terminal strip, ±0.005°C; (iv) errors due to the thermocouple extension wire, ±0.05°C; and (v) resolution of the analog-to-digital conversion system, ±0.38°C.
A precision error of ±0.32°C was also estimated based on temperature data recorded during an actual run. Thermocouple immersion errors were neglected because care was taken with how the thermocouples were installed in the column to simulate, as closely as possible, the immersion used during thermocouple calibration. Bias errors during calibration, which cancel out when calculating the difference in temperature between the salt inlet and outlet thermocouples, were ignored. These include the uncertainty in the quartz thermometer and ice point reference used in calibrating the thermocouples.

Other errors in applying equation (1) include the salt flow rate measurement, ±2.4% bias error and ±0.6% precision error, and the uncertainty in the salt specific heat, ±3% bias error. Since the overall heat transfer is reported as a function of air flow rate, we determined that the air flow measurement is associated with a ±3.7% bias error and a ±0.2% precision error. Total estimated uncertainty on the salt heat transfer rate is ±9%.

Column differential pressure was measured with a bubbler system as discussed earlier. This bubbler was calibrated against a micromanometer, which has a range of ±5000 Pa and a resolution of 0.25 Pa. As described in the Test Procedures section, the column differential pressure was measured before the air flow was started to get the bubbler bias for zero air flow. This source of bias error was therefore eliminated. Based on the curve-fit of the calibration data and the precision errors during an actual run, we estimate that the overall uncertainty in the column differential pressure measurement is ±9%.

RESULTS

Pressure Drop

A first series of tests was run to determine the pressure drop behavior of the column over a range of gas and liquid rates. Figure 3 presents the results in which column pressure drop is plotted against gas rate. For these tests the air inlet temperature varied from 196°C to 250°C and the salt inlet temperature varied from 306°C to 360°C. The behavior depicted by the figure is quite typical of irrigated packed beds. For L = 0, the pressure drop increases approximately with G^1.0. At a given gas rate, a large increase in pressure drop results from an increase in L from 0 to about 6 kg/m^2 s, and further increases in L produce relatively small increases in pressure drop. As L increases, the exponent on G does not seem to vary significantly. For the highest liquid rate, the effect of column flooding can be clearly seen as G is increased beyond about 0.8 kg/m^2 s, the pressure drop begins to increase more rapidly than the linear behavior seen on the log-log plot. This behavior is also visible, to a lesser extent, for the L = 12 kg/m^2 s data, but not for the L = 6 data.

Results of Figure 3 were used to guide the heat transfer tests by showing that a pressure drop of greater than approximately 1000 Pa/m indicated column flooding. Pressure drop was also measured during the heat transfer tests, and those data are plotted in Figure 4. The main difference between these data and the data in Figure 3 is that the air temperature was higher in the former, thus producing a slightly higher column pressure drop maximum. The maximum pressure drop for L = 17.5 kg/m^2 s was lower during the heat transfer tests to avoid flooding, and for the two lower liquid rates, slightly higher pressure drop maximums were tested during the heat transfer tests. Thus, the effects of flooding can be seen on the heat transfer data, which is discussed in the following section.

As discussed in the section on modeling, we compared the pressure drop with the model of Bemer and Kalis (1978). Results of this comparison are presented in Figure 5. This graph includes not only the first series of tests in which only the pressure drop behavior of the column was determined but also the heat transfer tests in which column pressure drop was determined simultaneously with heat transfer. In total, 110 data points are included. The measured pressure drop is compared with the predicted pressure drop in the figure. Predicted pressure drop was determined from the Bemer and Kalis model using the indicated liquid and gas flow rates and by using properties of the two fluid streams determined at the average of their inlet and outlet temperatures. In the case of L = 0, air properties were determined at the air inlet temperature.

Critical properties of the packing used during the tests, which are needed for the Bemer and Kalis model, include the specific surface area and the void fraction; Table 2 gives numerical values for these and other properties of the packing. The figure shows good
agreement between the data and the model. Standard deviation between the experimental data and the model is 18% for all data points. Bemer and Kalis found that literature data fell within ±20% of their model for metal Pall rings ranging in size from 15 mm to 50 mm. Note that the agreement is good even for a pressure drop as high as 1250 Pa/m, the highest for which we took data and for which column flooding was indicated. Although the available column flooding correlations were not compared with experimental data, our operational experience indicates that a pressure drop of 1200 Pa/m is a definite upper limit and 1000 Pa/m is probably a safe upper limit for column operation.

Heat Transfer

Figure 6 presents a comparison of the measured salt heat transfer with the calculated salt heat transfer in the form of a parity plot. As discussed previously, the operating conditions for each experimental point were entered into the heat transfer model to predict the expected salt heat transfer for those operating conditions. The results in Figure 6 demonstrate that the comparison is quite good. Overall, for the 56 data points plotted, the standard deviation between the predicted and measured values is 22%. Given that the mass transfer correlation upon which the model is based has a ±37% uncertainty, this deviation between model and experimental data appears reasonable.

At the lower salt flow rates a larger salt temperature difference results for a given heat transfer, and the experimental uncertainties are smaller. This is consistent with suggesting that the model compares favorably with the data because the data for the lowest liquid rate, which should have the lowest experimental uncertainty, compare very closely with the parity line in Figure 6. As pointed out in the discussion of the heat transfer model, a change in salt flow rate mainly influences the fraction of packing, which is wetted, and this effect is fairly small over the range of data presented, typically from 0.65 at \( L = 6 \text{ kg/m}^2\text{s} \) to 0.85 at \( L = 18 \text{ kg/m}^2\text{s} \). Thus, it does not appear that liquid rate should affect heat transfer as strongly as indicated by the data.

For the two lower salt flows tested, the predicted heat transfer is significantly larger than the measured heat transfer at high heat transfer rates. This is because the high heat transfer rates result from high gas rates, which, in turn, produce high column pressure drop and ultimately column flooding. Column flooding leads to poor liquid distribution and liquid backmixing and yields lower heat transfer. The heat transfer model does not account for these additional complexities and, therefore, overpredicts the salt heat transfer for high gas rates.

Figure 7 demonstrates the dependence of salt heat transfer on gas rate. Taken in aggregate, the data follow approximately

\[ Q_s \propto v^{0.92} \]

The figure also demonstrates the lack of dependence of salt heat transfer on liquid rate. Within the experimental scatter, no discernible dependence exists. For the two lower liquid rates, 6.6 and 12.3 kg/m²s, the effects of column flooding can be clearly seen as the heat transfer ceases to increase after a gas rate of approximately 1.0 kg/m²s. Recall from Figure 4 that the maximum column pressure drop for these two liquid rates was about 1000 Pa/m. At the highest liquid rate, 17 kg/m²s, this flooding effect is not observed because, as explained earlier, the column pressure drop
was limited to just below flooding during the heat transfer tests for this high liquid rate. We observed that in the gas rate range from 0.35 to 0.55 kg/m² s, the data repeatability was poor. As an example, note the data for L = 17 kg/m² s and G = 0.36 where the three data points are Qₜ = 1092, 1126, and 1513 W. The higher point is nearly 50% above the other two. The pressure drop for these three points was 193, 198, and 204 Pa/m, which are quite comparable. In this gas rate range, the column appeared to operate at least as steady as for other gas rates. Similar erratic behavior can be seen for L = 17 kg/m² s and G = 0.53 kg/m² s where the Qₜ differs by about 40% between the two data points. Thus, it appears that in the gas rate range of 0.35 to 0.55 kg/m² s, the column operated in one of two modes with significantly different heat transfer. Based on the data for L = 17 kg/m² s and G > 0.6 kg/m² s, i.e., beyond this two-mode regime, the column seems to follow the data for the lower heat transfer mode.

DISCUSSION, CONCLUSIONS, AND FUTURE RESEARCH

Direct-contact heat transfer between a preheated stream of air and a stream of molten nitrate salt in a packed bed was measured and compared with an empirical model. The range of gas rates and resulting pressure drop fully covered the operating range for irrigated packed beds. The pressure drop data agree to within the uncertainty in the empirical correlations used to produce the model and the experimental uncertainties. Agreement between a model for the pressure drop in the packed bed and the experimental data was also good. These two models then provide a relatively simple way to determine the performance of an irrigated packed bed, direct-contact heat exchanger. An overall volumetric heat transfer coefficient, Uₐ, can be determined from the heat transfer model given gas and liquid properties, temperatures, flow rates, and the details of the packing. If the heat exchanger terminal temperatures are known, Uₐ can be used directly to determine the heat duty or heat exchanger size from

\[ Qₜ = UₐVₐΔT_{LM} \]  (3)

where

\[ ΔT_{LM} = \frac{(T_{so} - T_{ai})}{\ln \frac{T_{si} - T_{so}}{T_{si} - T_{ai}}} \]

If the fluid outlet temperatures are not known, they can be determined from charts of heat exchanger effectiveness for a countercflow heat exchanger. In place of the number of transfer units, which appears on the abscissa of the chart, we would use

\[ Ntu = H/Hₜu \]  (4)

where Hₜu is commonly called the height of a transfer unit:

\[ Hₜu = \text{Max} (HUₐ/GCₚ, HUₐ/LCₜ) \]  (5)

Using the Bemer and Kalis model for pressure drop, the heat exchanger design can be completed. That is, the engineer can perform trade-off studies of heat exchanger size and cost versus operating costs, which will be related primarily to the pressure drop. Since one of the major conclusions of the heat transfer model was that radiation exchange does not play an important role in an irrigated packed bed heat exchanger, a wide range of operating temperatures needs to be tested to validate the model in which radiation is neglected. Since a commercial heat exchanger would most likely operate with significantly lower liquid rates than those presented in this work, a range of liquid rates needs to be tested to fully validate the model. Different packings should also be tested to make sure that the geometric treatment of the packing conduction heat transfer is valid. Finally, testing at a larger scale is required before the model can be fully validated and before acceptance of the concept by practicing engineers can be expected.
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