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SERI Photovoltaics Task 3210, "Photovoltaics Research" was initiated as a part of the Fiscal Year 1978 Annual Operating Plan. This task covers the research activities which form a major portion of the Photovoltaics Branch Program Plan. The objectives include contributions to: (1) the development and demonstration of intermediate efficiency (greater than 10%) amorphous or polycrystalline thin-film solar cells; and, (2) the development and demonstration of high efficiency (greater than 30%) photovoltaic devices. Nine program areas have been identified both as integral parts of the FY78 research plan for Task 3210 and as a basis for building FY79 and subsequent research programs. These areas include:

- solid-state and device theory,
- very high efficiency cells (e.g., III-V, single crystal semiconductor devices),
- intermediate efficiency thin-film cells (e.g., amorphous silicon devices),
- silicon purification,
- silicon crystallization,
- device processing,
- advanced II-VI technologies (e.g., spray and paste techniques);
- surface and interface analysis, and
- measurement development.

Due to delays in staffing, on-site laboratory completion and capital equipment acquisition, research activities could not be initiated in all nine of these areas during FY78. While research planning and experiment design were undertaken for all nine of these areas, surface and interface analysis, silicon crystallization and characterization, and measurement development provided the primary results during FY78.

Accomplishments included:

- growth of the first ternary semiconductor by molecular beam epitaxy (MBE) and the fabrication of the first MBE CuInSe$_2$/CdS heterodiode for photovoltaic investigations;
- development of an accurate solar spectrum (SOLTRAN) for photovoltaic applications and dissemination to DOE Advanced R&D contractors;
- modeling of polycrystalline heterojunction solar cells, emphasizing grain boundary and interface mechanisms;
- prediction of heterojunction and multijunction solar cell performance based upon SOLTRAN;
characterization of semiconductor thin films on conductive substrates;

- AES/SIMS evaluation of impurity segregation in multicrystalline silicon;

- AES/SIMS investigation of interdiffusion, especially grain boundary diffusion, in Cu-ternary thin-film solar cells; and

- acoustic microscopy studies of multigrained silicon.

Overall during FY78, Task 3210 provided the basis for the future branch research by initiating research efforts which were defined and identified in other branch tasks; coordinating research activities with the SERI in-house (interim) laboratory design and development; and identifying feasible cooperative and contractual research efforts with local or other laboratory facilities. Descriptions and the status of those photovoltaics research areas which have been activated under SERI Task 3210 during FY78 are summarized in this report. Also included is an anthology of scientific publications and presentations which resulted as a part of that task effort. It should be stressed that for SERI and for the Photovoltaics Branch, FY78 was marked as a period of growth, program definition, and facility design. Therefore, this report encompasses results which have been produced in that environment rather than emerging from full-scale R&D activity.
The SERI Photovoltaics Program is a multiyear effort which encompasses several complementary activities, each of which is designed to contribute to the overall objective of the National Photovoltaic Program. That is, its intention is to establish technical and economic feasibility of photovoltaic systems. Major among the SERI activities is the in-house research and development effort which has as its long-term objectives significant contributions to: (1) the development and demonstration of intermediate efficiency (greater than 10%) amorphous or polycrystalline thin-film solar cells; and (2) the development and demonstration of high efficiency (greater than 30%) photovoltaic devices. In each of these cases, establishment of device stability and reliability are equally important.

Several R&D efforts directed toward the long-range objectives were initiated in the FY78 period. Specifically, the SERI Photovoltaics Task 3210, "Photovoltaics Research", was introduced on January 3, 1978, as part of the FY78 AOP. The objectives of this task included:

- Photovoltaic Program Assessment and Research Plan (3202); Monitoring of DOE Photovoltaics Research Efforts (3203); Photovoltaic Manufacturing Technology Assessment (3204); and Critical Status Review (3206).
- Coordination of research activities with the SERI in-house (interim) laboratory design and development.
- Identification and initiation of feasible, cooperative, and contractual research efforts with local or other critical facilities.

Nine program areas have been identified as both integral parts of the FY78 R&D plan for Task 3210 and as a basis for FY79 and subsequent research programs. These areas include:

- solid-state and device theory;
- very high efficiency cells (e.g., III-V, single crystal semiconductor devices);
- intermediate efficiency thin-film cells (e.g., amorphous silicon devices);
- silicon purification;
- silicon crystallization;
- device processing;
- advanced II-VI technologies (e.g., spray and paste techniques);
- surface and interface analysis; and
- measurement development.
Three major problems inhibited the progress and/or initiation of R&D efforts in all nine of these areas, most of which are highly experimental. First, staffing and research program definition were delayed until the Photovoltaics Branch Chief reported on February 1, 1978. As a result, the majority of the Photovoltaics Branch senior staff joined SERI after May 1978. (See Appendix A for a summary). Second, a freeze in capital research equipment expenditures was imposed in April 1978. Some capital items were later ordered, but not until late summer. Third, several delays and uncertainties were experienced in completion of the on-site laboratory. Although the laboratory was originally to be ready in early summer, a FY79 occupation date was finally determined. The uncertainty in laboratory readiness also affected the start of some projects in leased or contracted area facilities. A listing of contracted facilities and cooperative research programs is given in Appendix B.
SECTION 2.0

RESEARCH STAFF AND ACTIVITIES - FY78

The FY78 research staff of the Photovoltaics Branch reached five senior level personnel (including the Branch Chief), one staff scientist, four associate scientists, one faculty associate/consultant, and two research associates (coop students). The staff and their starting dates are listed in Appendix A. This section summarizes the research, activities, and associated photovoltaic staff relating to this FY78 task.

2.1 SOLID STATE AND DEVICE THEORY (A. Zunger)

The major problem addressed has been the definition and application of first principle pseudopotentials to selected photovoltaic material and device problems. As both empirical and semiempirical atomic pseudopotentials have previously proved to provide a simple and accurate method of describing electronic properties of semiconducting materials, the extension and expansion of the theoretical understanding of these two photovoltaic applications have been started.

Investigative areas initiated:

- new methods of pseudopotential construction directly from the density functional one-particle equation (i.e., nonempirical-based approach);
- phase separation predictions for binary alloys; and
- theoretical investigation of Schottky-barrier formation in III-V semiconductors.

2.2 AMORPHOUS SEMICONDUCTORS (R. C. Kerns)

The future development of the amorphous silicon (i.e., hydrogenated amorphous silicon) solar cell depends upon the better understanding and documentation of the basic electronic and optical properties of the material itself. Research is underway on the structure and basic properties of amorphous semiconductors. In particular, research plans have been formulated for the application of very sensitive spectroscopic techniques to the identification of the local chemical and structural environment of plasma discharge-grown amorphous silicon.

Investigative areas initiated:

- initial design of chemical vapor decomposition system for depositing hydrogenated amorphous silicon; and
preliminary design of electron nuclear resonance experiments to identify unpaired electrons.

2.3 SILICON CRYSTALLIZATION AND GROWTH (T. Cizek, J. Hurd)

This program focuses on one major problem that is limiting the deployment of silicon solar cells - the relatively high cost of producing quality silicon substrates. Several crystallization techniques are being investigated (ribbon, directional solidification, etc.) for both single crystal and multigrained silicon production. Crystallographic studies of multigrained material have been started. A primary goal of this work is to achieve crystallization techniques that are simple, continuous, and low-cost while retaining adequate photovoltaic characteristics.

Investigative areas initiated:

- design and fabrication of temporary growth apparatus;
- preliminary experimental research at Colorado School of Mines;
- acoustic microscopy studies of multigrained silicon (with Stanford University);
- meniscus height calculations for silicon ribbon growth; and
- identification of cooperative efforts for solar cell processing on experimental silicon material.

2.4 SILICON PURIFICATION AND CHARACTERIZATION (J. Olson, N. Meyer)

The initial emphasis of this program has been directed toward two areas: (1) the investigation of the reduction - purification process compared to current silicon purification schemes with the goals of studying the practical limitations of the process and to develop a kinetic model of the growth process itself; and (2) the fabrication and characterization of Schottky barrier devices, based on multigrained silicon substrates (in cooperation with T. Cizcek) in order to determine the effects of impurities and defects on the electrical characteristics of these devices.

Investigative areas initiated:

- initial design of reduction - purification apparatus;
- fabrication of multigrained silicon Schottky barrier devices (at the University of Colorado);
- design of deep-level transient spectroscopy experiments; and
- modeling of reduction processes.
2.5 ELLIPSOMETRY STUDIES OF MULTICRYSTALLINE SILICON (S. Wagner, D. Burleight†)

A study of the differences in oxides which grow on multi versus single crystal silicon was undertaken. Both native oxides and those grown by the wet process were investigated using ellipsometry techniques. These studies have important implications for device processing and MIS structure device production.

Investigative areas initiated:

- studies of effects of surface roughness; and
- determination of oxide growth differences on multicrystalline substrates.

2.6 PHOTOVOLTAIC SURFACES AND INTERFACES (L. L. Kazmerski, P. J. Ireland, P. Sheldon††)

The program has been directed toward two areas: (1) Interrelationships between surfaces, interfaces, and the performance of solar cells. This includes the effects of grain boundaries (including effects on transport properties of thin films, recombination, carrier lifetime, passivation, and the correlation of those parameters with device performance); interfaces (especially heterodiodes), and surfaces (scattering theory, impurity segregation); and (2) Structural/chemical/compositional characteristics, including the application of surface analysis techniques (Auger electron spectroscopy-AES, secondary ion mass spectroscopy-SIMS) to interdiffusion, grain boundary diffusion, chemical reactions, impurity diagnosis, and impurity segregation.

Investigative areas initiated:

- modeling of polycrystalline CdS heterodiodes (CuInSe₂, CuInS₂, InP) and solar cells;
- AES/SIMS investigation of interdiffusion, especially grain boundary diffusion, in Cu-ternary thin-film solar cells; and
- AES/SIMS analysis of impurity segregation in multicrystalline silicon.

†Summer research associate

††Coop Research Associate
2.7 SPECTRAL IRRADIANCE: PHOTOVOLTAIC APPLICATIONS (P. J. Ireland, S. Wagner, L. L. Kazmerski, and R. J. Hulstrom†)

A reliable, accurate solar spectrum has been developed as a joint effort between the SERI Photovoltaics and Resource Assessment Branches. This spectral irradiance program, called SOLTRAN, is capable of providing spectra under a variety of air mass and aerosol conditions. It has been made available to all DOE photovoltaics advanced materials contractors and has demonstrated usefulness in predicting the performances of single heterodiodes and multijunction devices.

Investigative areas initiated:

- development of SOLTRAN and dissemination to contractors;
- prediction of performances of heterojunction and multijunction solar cells based upon SOLTRAN; and
- incorporation of SOLTRAN into the highly accurate quantum efficiency spectrometer.

2.8 MEASUREMENT DEVELOPMENT (S. Hogan, S. Wagner, F. Barnes,†† P. Sheldon, T. Ciszek, J. Olson, and L. L. Kazmerski)

The development of special measurement techniques which are important to both the in-house R&D effort and to eventual utilization in the National Measurement Facility have been initiated. These measurements relate to material properties and device characterization.

Techniques:

- quantum efficiency spectroscopy using SOLTRAN;
- characterization of semiconductor thin films on conductive substrates (in cooperation with the University of Colorado); and
- deep level transient spectroscopy (DLTS) of polycrystalline layers.

2.9 MOLECULAR BEAM EPITAXY (L. L. Kazmerski, in cooperation with the University of Maine)

Molecular beam epitaxy (MBE) has been utilized to fabricate single crystal CuInSe₂/CdS heterodiodes. This method of film growth, which essentially
deposits a single layer of atoms at a time, is a highly sensitive and controllable technique to produce optimum layers. The fabrication system has been developed at the University of Maine due to the unavailability of laboratory space at SERI. This joint effort has led to the growth of the first ternary film by MBE. The work will continue on a contract basis in FY79.

Major Results:

- growth of first true ternary thin film by MBE; and
- fabrication of first CuInSe$_2$/CdS heterodiode (single crystal) by MBE.
For SERI and the Photovoltaics Branch, FY78 was marked as a period of growth, program definition, and facility design rather than a period of full-scale R&D activity. Thus, the formal research reported in this section reflects those efforts initiated early in Task 3210. The collection of articles contained herein either have appeared or have been accepted for publication in the refereed scientific literature and/or have resulted from presentations at scientific meetings.

Because SERI's laboratory facility was not operational in FY78, these publications are the result of in-house modeling studies or experimental efforts conducted at other laboratories by SERI staff. They primarily concern activities in the surfaces and interfaces, device modeling, and solar irradiance areas which had research staff available early in FY78.
3.1 GRAIN BOUNDARY AND INTERDIFFUSION STUDIES IN COMPOUND SEMICONDUCTOR THIN FILM AND DEVICES UTILIZING AES AND SIMS

SERI AUTHOR: L. L. Kazmerski

JOURNAL: Thin Solid Films (To appear)

CONFERENCE: 4th International Thin Films Congress
Loughborough, UK
September 11-15, 1978

ABSTRACT

Interdiffusion problems in polycrystalline thin film and thin-film heterojunctions are investigated. Depth-compositional profiling using Auger electron spectroscopy (AES) and secondary ion mass spectroscopy (SIMS) is employed to determine both grain boundary diffusion and interdiffusion coefficients in thin films and devices involving CdS, CuInSe$_2$ and CuInS$_2$. Specifically, the temperature dependencies of the diffusion coefficients of Cd from CdS and from elemental films into the Cu-ternaries are experimentally determined. The effects of grain boundary type and the effects of these diffusion processes on thin-film device stability are discussed.
3.1.1 Introduction

Solar conversion efficiency inevitably receives the primary attention in photovoltaic device research. Initially, the demonstration of a high-efficiency solar cell is mandatory since it is a justification that the particular device is worthy of some further investigation. However, an equally important factor which eventually determines deployment and must be addressed in the development phase is that of device stability. This is particularly true in the case of the thin-film solar cell which has both its performance and potential lifetime complicated by its inherent structural features, especially grain boundaries and interfaces. Thin films and thin-film devices have large surface-to-volume ratios and, as a result, possess characteristics which are greatly surface and interface dependent. As a result, the problem of interdiffusion is a dominant degradation mechanism for such devices. In the case of photovoltaics, this mechanism is not only enhanced owing to structural features (grain boundaries, dislocations, etc.) but is accelerated due to environmental effects including intense and changing illumination, varying electrical and thermal stresses, elevated temperatures, and, in fact, the ensemble of processing steps encountered in device fabrication. This paper examines the interdiffusion problem in thin-film polycrystalline heterojunctions, emphasizing important grain boundary contributions to this phenomenon.

Interdiffusion mechanisms have been indicated in several device types. In the present study, depth-compositional profiling using Auger electron spectroscopy (AES) and secondary ion mass spectroscopy (SIMS) are employed to investigate the interdiffusion mechanisms in CuInSe$_2$ and CuInSe$_2$ films and heterodiodes with CdS. Specifically, the temperature dependence of the bulk and grain boundary diffusion coefficients of Cd, from both CdS and elemental sources, into the Cu-ternaries are experimentally determined and compared using these surface analysis techniques.

3.1.2 Experimental Details

The Cu-ternary thin films for the AES studies were grown by the two-source technique reported previously. Grain sizes were 0.8-1.2 µm for the CuInS$_2$ and 1.8-2.4 µm (see Fig. 1) for CuInSe$_2$, with thicknesses of 0.8-2.0 µm. These p-type films had a preferential (112) growth. The p-type single crystal samples were prepared by the Bridgman technique and had the identical (112) orientation. For the SIMS studies, single crystal films (1.4 µm thickness) were grown by MBE on single crystal CdS substrates in order to avoid grain boundary complications. The ternary film was ion etched (2 kV, 2 min.) immediately prior to the deposition of the diffusing layer.
3.1.3 Results and Discussion

Two basic configurations were used in these diffusion studies. The first, shown in Fig. 2, has the diffusing species, indicated as region A, deposited upon the ternary surface (indicated at B in Fig. 2). After annealing, interdiffusion can occur, shown by the shaded region, and is usually enhanced at the grain boundary. Since the entire structure is deposited on a substrate, D, it is very difficult to examine the back surface directly. Therefore, in this configuration, the diffusion determination method involves careful depth-compositional analysis followed by an analytical modeling of the data to a diffusion profile from which the pertinent parameters can be extracted. This technique is better applied to single crystal or very large grain polycrystalline layers. The second approach involves the initial deposition of the diffusion species onto which the ternary film is grown (i.e., the reverse of the first configuration). Thus, techniques involving the measurement of the "first arrival" of the diffusing species at the front surface can be utilized. Such techniques (e.g. the formalism developed by Hall and Morabito) are better suited for deducing grain boundary diffusion mechanisms in polycrystalline layers which can be diluted in the averaging processes involved in the in-depth profiling measurements.

3.1.3.1 AES Studies

Interdiffusion coefficients (D) and grain boundary diffusion coefficients (D') can be measured for either of the two cases mentioned in the previous section using AES techniques. For the grain boundary mechanism, the Hall-Morabito formalism is a particularly useful and simple method. The "first appearance" of the diffusing species is noted at the opposite surface of the layer being analyzed, using the detectability limits (~ 0.1 atomic %) of AES. If the grains are columnar (as for the ternary films) and if the diffusion coefficient within the grain is much less than in the grain boundary, the value of D' can be obtained in a straightforward manner. This method has been applied to the CdS/CuInSe2 thin-film solar cell. In the investigation of the stability of these photovoltaic devices, which have measured solar conversion efficiencies to 6.6% under AM1 conditions, the problem of Cd diffusion from the CdS layer into the ternary film was demonstrated as a potential degradation mechanism. The grain boundary diffusion coefficient for Cd from the CdS film into the CuInSe2 was found to follow the relationship:

\[ D' = D_0 \exp(-E_a/kT) \]  

where \( D_0 = 10.6 \text{ cm}^2/\text{s} \) and \( E_a = 1.5 \text{eV} \). These data are shown in Fig. 3d. The diffusion of Cu into the CdS is minimal and is discernible by AES only at temperatures exceeding 650 K.
Diffusion related problems in the Cu-ternaries have been reported by Tomlinson et al., who reported rapid degradation due to Cu diffusion at room temperature for his Cu-CuInSe_2 diodes. Tell et al. examined the diffusion of elemental Cd into CuInSe_2 crystals. Their results, using conventional angle lapping techniques, reported the bulk diffusion coefficient dependence

\[ D = 164 \exp \left( -1.19eV/kT \right) \]  

which is quite different than the result measured using the CdS source (Eq. 1).

In the present investigation, studies related to those of Tell et al. have been performed using AES and an elemental Cd film diffusion source for both single crystal and thin-film CuInSe_2 and CuInS_2. A representative AES spectrum is presented in Fig. 4. The total spectrum is shown for the CuInS_2 control (prediffusion) sample. The energy region 340-390eV is expanded in the insert. The spectrum portion indicated in (a) is that for In, before annealing the film. The portion (b) shows the appearance of several Cd-peaks after the 0.8 \( \mu \)m film had been annealed for 40 min at 600 K. Quantitatively, the Cd concentration is calculated to be approximately 1.2 at %.

Fig. 3 summarizes the measured dependence of \( D \) and \( D'_\) upon temperature for several CuInSe_2 cases, indicating the following relationships:

(a) Thin film, bulk diffusion within the grain, elemental Cd-source:

\[ D = 154 \exp \left( -1.25eV/kT \right) \]  

(a') Thin film, grain boundary diffusion, elemental Cd-source:

\[ D = 8.4 \times 10^3 \exp \left( -1.15eV/kT \right) \]  

(h) Single crystal, bulk diffusion, elemental Cd-source:

\[ D = 160 \exp \left( -1.22eV/kT \right) \]  

For purposes of comparison, the data of Tell et al. is presented in Fig. 3c.

The agreement of the Cd-source data for both the single crystal (Fig. 3b) and the thin film (Fig. 3a) with that of Tell et al. (Fig. 3c) is remarkable considering the difference in the analysis techniques. The similarity in results between these and other studies using a variety of metal diffusing species support the proposition that these Cu-ternary compounds have high vacancy populations which dominate the diffusion process.

For CuInS_2 thin films, this AES technique yields the grain boundary terms: (i) CdS-source - \( D'_\) = 13.8 \( \text{cm}^2/\text{s} \), \( E_a = 1.7\text{eV} \); (ii) Cd-source - \( D'_\) = 6.2\( \times \)10^4 \( \text{cm}^2/\text{s} \), \( E_a = 1.1\text{eV} \). The relatively large differences between the diffusion coeffi-
cients of the Cd and CdS diffusion sources are attributed to: (i) the differences in concentrations of Cd in each of the sources and the concentration gradients at the interface. Excess concentrations are expected to yield enhanced diffusion processes;\textsuperscript{15} (ii) possible stress differences at the interface. The lattice match between CdS and CuInSe\textsubscript{2} is 1.16\%, while that between this ternary and elemental Cd, about 7\%. The differences are similar for CuInS\textsubscript{2} and a higher diffusion coefficient is expected for the higher stress case;\textsuperscript{15} and, (iii) the activation process in each case is expected to be quite different. In the case of the CdS source, the Cd must be activated from the CdS lattice before the diffusion into the ternary commences. The contribution of each of these three components is presently being investigated, but it appears that the activation difference might be the major cause.

A final comparison is that of the grain boundary diffusion from the elemental Cd source into CuInS\textsubscript{2} and CuInSe\textsubscript{2}. The grain sizes in the CuInSe\textsubscript{2} films are about twice those in the CuInS\textsubscript{2}. Electron diffraction data have indicated a large concentration of medium angle grain boundaries in the CuInSe\textsubscript{2} films compared to almost exclusively high angle boundaries in the CuInS\textsubscript{2}.\textsuperscript{8} Higher $D_0$ values and lower activation energies are expected for large angle grain boundaries and these data reflect this qualitative assessment.

Fig. 5 shows the ratio of the AES Cd, 376eV, peak-to-peak amplitude to the In, 400eV, p-p amplitude as a function of annealing time measured at the arriving (front) surface. Data for elemental source Cd into (a) CuInS\textsubscript{2} and (b) CuInSe\textsubscript{2}, as well as for CdS into (c) CuInSe\textsubscript{2} films are shown. This ratio, from an examination of Fig. 4, is representative of the detected concentration of Cd at the surface. After diffusing up the grain boundaries, the Cd tends to migrate or pool across the ternary surface. After long annealing times, the surface can have a thin, continuous Cd film especially if the grain sizes are small - while the interior of the grains themselves are Cd-free. The differences in the slopes of the lines in Fig. 5 are indicative of differences in the activity of the diffusion mechanism in each case.

3.1.3.2 SIMS Evaluations

Fig. 6 presents depth profile data for the interface between the Cd-film and the MBE grown CuInSe\textsubscript{2} layer. Several portions of this sample were annealed in vacuo at 640 K for various times. Fig. 6a shows the control (unannealed) sample; Fig. 6b, an identical sample annealed for 8 min; and Fig. 6c, annealed for 15 min. The diffusion coefficients of the Cd into the ternary film were estimated by subtracting the control profile from each of the annealed profiles, and fitting these data to the expression:

$$C(x,t) = \left(\frac{C_o}{2}\right) \text{erfc}(x/\sqrt{4Dt})$$

(6)
where \( x \) is the distance from the interface and \( t \), the pertinent annealing time. The diffusion coefficient dependence upon temperature was then determined by repeating this procedure at \( T = 500 \, \text{K}, 560 \, \text{K} \) and \( 680 \, \text{K} \) and fitting the data to the relationship given in Eq. 1. The result is:

\[
D = 138 \exp(-1.3eV/kT)
\]  

(7)

This compares quite well with the corresponding AES results (Eqs. 3 and 5).

3.1.4 Conclusions

1. The diffusion of Cd from CdS into the Cu-ternary films represents a potential, serious degradation mechanism for CdS/Cu-ternary thin-film solar cells, especially for \( T > 600 \, \text{K} \).

2. Rapid diffusion of elemental Cd occurs in the Cu-ternary materials and is likely due to large vacancy concentrations in these compounds.

3. The diffusion coefficient-temperature dependences measured with AES and SIMS compare well with those measured by other techniques.

4. Differences exist in the magnitudes of \( D \) and \( D' \) between CdS and Cd sources due to stress, concentration and activation processes. As expected, \( D \) magnitudes are an order of magnitude higher than \( D \) values for comparable cases.

3.1.5 References


Fig. 1 Transmission electron micrograph of CuInSe$_2$ thin film indicating grain sizes.
Fig. 2 Representation of diffusion process in polycrystalline thin film. Diffusing species in this case is deposited at A with the original film interface at B. The shaded region to C indicates diffused region after annealing. D is the substrate surface.
Fig. 3 Diffusion coefficient (D-interdiffusion; D'-grain boundary) dependences upon inverse temperature for (a) and (a') thin-film CuInSe₂, elemental Cd-source; (b) single crystal CuInSe₂, elemental Cd-source; (c) single crystal CuInSe₂, elemental Cd-source (Tell et al. 14); and (d) thin-film CuInSe₂, CdS-source.
Fig. 4  Scanning Auger (AES) spectrum of CuInS$_2$ thin film. Insert indicates expanded region 340-390eV for (a) control (unannealed) sample; (b) annealed sample with appearance of Cd-peaks. $E_p$ = 3 kV, $I_p$ = 4.4 $\mu$A.
Fig. 5 Ratio of peak-to-peak amplitudes of Cd to In AES signals as functions of annealing times for (a) CuInS$_2$ thin film, Cd-source, (T = 640 K); (b) CuInSe$_2$ thin film, Cd-source (T = 640 K); (c) CuInSe$_2$ thin film, CdS-source (T = 700 K).
Fig. 6 SIMS depth profile showing Cd distribution in MBE grown CuInSe$_2$ thin film for: (a) control (unannealed) sample; (b) sample after 8 min., 640K anneal; (c) sample after 15 min., 640 K anneal.
Auger electron spectroscopy (AES) spectra are presented for Cu ternary chalcopyrite compounds, CuInS$_2$, CuInSe$_2$, and CuInTe$_2$ thin films, bulk polycrystalline, and single-cell samples are examined and their AES spectra are compared. The validity of quantitative analysis methods [(1) calibration with Ag-standard, (2) utilization of sensitivity factors, and (3) calibration with specific ternary standards] is examined and the results are compared. Consistent results are obtained for polycrystalline (bulk and thin film) samples, but not for the single-crystal cases. It is found that peak width variations must be considered in the single-crystal data which vary due to diffraction channeling effects. Calculations taking these variations into account yield the expected results.
3.2.1 Introduction

Due to the recent demonstrations of their device-application potential, several I-III-VI$_2$ chalcopyrite semiconductor compounds have been receiving considerable attention.$^1$-7 This has been particularly the case in the photovoltaics area, in which solar cell homojunctions and heterostructure involving CuInS$_2$,$^3$ CuInSe$_2$,$^4$,$^5$ and CuInTe$_2$,$^5$ have shown some initial promise. However, the electrical, optical, and device characteristics of these ternaries have been reported to depend critically upon the stoichiometry of these materials.$^7$-10 Therefore, the identification and control of the composition and related characteristics of the Cu ternaries are important. The purpose of this paper is to provide such information on CuInX$_2$ (X = S,Se,Te) using Auger electron spectroscopy (AES). In addition, a comparison of several AES quantitative analysis methods applied to both polycrystalline and single crystal materials is presented for the purpose of determining the viability of these techniques in compositional determinations for the Cu ternaries.

3.2.2 Experiment Details

The ternary films in this study were grown using the previously reported dual-source deposition technique in which one source contained single-phase ternary powder and the other, the pertinent chalcogen (i.e., S, Se or Te).$^8$-10 The purpose of this second source is to control the chalcogen content of the films and the resulting majority carrier type and film electrical properties. Films with excess Se, S, or Te are p-type and films with chalcogen deficiencies, n-type.$^8$-10 Grain sizes are typically CuInS$_2$, 0.8-1.2 μm; CuInSe$_2$, 1.2-2.0 μm; and CuInTe$_2$, 0.2-0.6 μm. The films were deposited onto fused silica substrates at deposition rates ranging from 30 to 50 Å/s in a diffusion-pump vacuum system with base pressure ≈10$^{-5}$ Pa. Film thicknesses were in the range 1.0-2.5 μm.

Bulk, polycrystalline samples were produced directly from stoichiometric melts, with resulting grain sizes CuInS$_2$ and CuInTe$_2$, 1.5-6.0 μm, and CuInSe$_2$, 2.0-10.0 μm. This material, determined to be single phase by x-ray analysis, was also used (after grinding) for the thin-film deposition source powder. The crystals were grown by the Bridgman method,$^7$ with as-grown crystals, p-type. By annealing these crystals in a minimum chalcogenide pressure, n-type samples were produced.$^7$

The AES studies were performed on a Physical Electronics Industries PHI 545 Scanning Auger Microprobe with minimum electron beam diameter 2.8 μm. Data were taken at 3- and 5-keV electron gun energies, with 0.1-eV energy resolution and 3-eV modulation energy. Ion etching and depth profiling were accomplished with a variable (0-5 kV) ion gun. Sample surfaces were cleaned by ion etching with argon at 2 kV for 0.5 min to remove surface contamination (generally only carbon).
3.2.3 Results and Discussion

3.2.3.1 AES Studies

Measured AES spectra for CuInS$_2$ and CuInSe$_2$ thin films are presented in Figs. 1 and 2, respectively. The quality of these films have been independently monitored using the following techniques: (1) transmission electron microscopy (TEM) electron diffraction which indicates that the films have the chalcopyrite structure with the preferred (221) orientation$^{11}$, (2) Electrical measurements using Hall techniques showing that the p-type films had reasonable mobilities and carrier concentrations ($\mu_p = 6.6$ cm$^2$/V-s and $p = 2.5 \times 10^{17}$/cm$^3$ for CuInS$_2$, and $\mu_p = 9.2$ cm$^2$/V-s and $p = 4.7 \times 10^{16}$/cm$^3$ for CuInSe$_2$); (3) optical absorption coefficient spectra measurements showing the films to have the proper absorption edges corresponding to band-to-band transitions ($\lambda = 0.8$ $\mu$m for CuInS$_2$) and $\lambda = 1.2$ $\mu$m for CuInSe$_2$. In addition, the p-type CuInS$_2$ film's absorption spectrum contained an additional edge at $\lambda = 0.88$ $\mu$m ($E = 1.41$ eV) corresponding to an expected Cu-vacancy level to conduction band transition.$^{12}$

Several methods for quantitative Auger analysis have been reported, and four of these have been utilized comparatively in this study:$^{13,14}$ (1) calibration with ternary standards, (2) calibration with an Ag standard, (3) utilization of published relative sensitivity factors, and (4) calculation of sensitivity factor including matrix effects. Of these methods, the calibration to an "identical" standard (method 1) is the most desirable.$^{14}$ In this method, the peak-to-peak heights of the differentiated Auger spectra are compared. The accuracy of this method is limited primarily by the accuracy of the material standard that is used. Another calibration method is to use a material standard of another type (e.g., silver, as in method 2) and to compare the relative peak-to-peak intensities and relative sensitivities of the element under consideration to that of the standard.$^{13}$ Problems arise with this method, as well as with all quantitative methods which do not employ an identical standard, and errors result due to: $^{14,17}$ (a) the effects of the material environmental (matrix effects) on the escape depth of the Auger electrons and the backscattered electron contribution to the Auger yield, (b) possible chemical effects on peak shape, especially peak width, and (c) possible differences in surface morphology and microstructure.

In the absence of standards, the composition of the sample can be determined by making use of published relative sensitivity factors for each element (method 3).$^{13}$ These are usually referenced to the sensitivity for pure silver. The atomic concentration $C_i$ of any element "i" in a material containing "j" elements can be calculated from $^{13,17,18}$

$$C_i = \frac{(I_i/S_i)}{(\sum_j I_j/S_j)},$$  

(1)
where $S_j$ is the relative sensitivity factor of the pertinent element and $I$ is the normalized peak-to-peak differential Auger intensity. This method is also limited by the matrix, chemical, and morphological effects summarized previously. However, since the sensitivity factors in Eq. (1) appear as ratios among the elements (i.e., $S_i/S_j$), the errors are minimized since the limiting effects tend to influence the sensitivity factors in the same manner. Application of these three quantitative AES techniques to polycrystalline--both thin-film and bulk--samples yields consistent results. Table 1 summarizes the data, presented in terms of atomic percentages. It is observed that for these polycrystalline samples the expected 25:25:50 ratios are closely approached for CuInS$_2$, CuInSe$_2$ and CuInTe$_2$. The consistency in the AES technique is enhanced by comparing n-type and p-type forms of identical type samples (e.g., n-type and p-type thin films). In every case, the p-type film exhibits a greater chalcogen concentration, as expected. It should be noted that the material standard in each case was a bulk polycrystalline sample determined to be of 99.999% purity.

Several CuInS$_2$ and CuInSe$_2$ single crystals were also examined by AES. However, the expected atomic concentrations were not obtained when relative sensitivity factor based quantitative analysis techniques were utilized. Fig. 3 shows the major peaks for a CuInS$_2$ and single crystal on an expanded energy scale, and compares the expanded spectra for this CuInS$_2$ crystal with a thin film which was compositionally correct using the three methods of quantitative analysis. Two differences are apparent: (1) The peak-to-peak heights are different, although the spectra were obtained under identical conditions, and (2) the peak widths are different. In fact, the peak widths for the thin film are nearly the same for Cu, In, and S, but vary for the crystal case. Using the difference between the maximum and the minimum ($\equiv \delta$) of the differentiated Auger signal as a measure of the peak width: $\delta_S = 6.6$ eV, $\delta_{\text{In}} = 6.5$ eV and $\delta_{\text{Cu}} = 6.6$ eV for the thin polycrystalline film; and $\delta_S = 5.6$ eV, $\delta_{\text{In}} = 4.6$ eV and $\delta_{\text{Cu}} = 6.6$ eV for the single crystal. It is thought that the differences in peak width can be attributed to the differences between the more randomly oriented, fine-grained structure of the film and the ordered structure of the crystal. Specifically, diffraction effects (channeling) in the single crystal can influence the peak height and width.

If the peak width and height vary, but the peaks (i.e., $N(E)$ vs $E$ spectrum) are essentially Gaussian, the sensitivity factor of one element ($m$) relative to another element ($n$) can be approximated by

$$P_{\text{rel}} = \left( \frac{P_n}{P_m} \right) = \left( \frac{E_m/E_n}{} \right)^{1/2} \frac{(\delta_m/\delta_n)^2(1 + r_n)/(1 + r_m)}{1},$$

where $E$ is the energy of the pertinent peak, $\delta$ the separation between the maximum and minimum of the differential peak, and $r$ is the backscattering factor.
The backscattering factors can be calculated in principle for the elements Cu, In, and Se using the method of Bishop and Riviere. However, estimations could only be made since the dependences of the ionizing cross sections and backscattering currents are not known exactly. Therefore, backscattering effects have been neglected. Extracting the peak widths and peak energies from the expanded spectra, the concentrations can be calculated by combining Eqs. (1) and (2). As an example, for the single-crystal sample in Fig. 3, the sensitivity factor ratios are calculated from Eq. (2):

\[
P_{\text{Cu}}/P_{\text{In}} = 0.335
\]

and;

\[
P_{\text{Cu}}/P_{\text{In}} = 0.292,
\]

where the values of $\delta$ have been previously stated and $E$'s are found on Fig. 3. The concentration of any element can now be calculated using Eq. 1 and measuring the peak-to-peak heights on Fig. 3. Thus (for $I_{\text{Cu}} = 23.9$ mm, $I_{\text{In}} = 71.4$ mm, and $I_{\text{s}} = 163.9$ mm, unexpanded, on the original spectrum).

\[
C_{\text{Cu}} = \frac{I_{\text{Cu}}}{I_{\text{Cu}} + I_{\text{In}}(P_{\text{Cu}}/P_{\text{In}}) + I_{\text{s}}(P_{\text{Cu}}/P_{\text{In}})}
= 0.249.
\]

Similar calculations can be carried out on the remaining elements. Results are summarized in Table 1 in the column labeled "calculated." The results for the thin films and bulk polycrystalline samples are consistent with those obtained by the other three methods. In addition, the calculated single-crystal values are now close to the expected atomic percentages. The differences in peak widths had led to different results than those using sensitivity factor-based quantitative methods.

3.2.4 Conclusion

AES spectra for Cu-ternary thin films, bulk polycrystalline, and single-crystal samples have been compared. Quantitative analysis methods (calibration with Ag standard, utilization of published sensitivity factors, and calibration with ternary standards) yield consistent results for the polycrystalline and thin-film samples, but not for the single-crystal cases. However, calculation of the atomic percentages, taking peak width changes due to diffraction effects into account, provides expected values in all cases.
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Table I. Compositional measurements of various Cu-ternary materials by several quantitative methods indicating Cu:In:X (X=S,Se or Te) atomic percentages.

<table>
<thead>
<tr>
<th>Material and Form</th>
<th>Method of Quantitative Analysis (a)</th>
<th>Ag-Standard</th>
<th>Relative</th>
<th>Material Ternary Standard</th>
<th>Calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuInS$_2$:</td>
<td>Thin Film</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-type</td>
<td>24.3:25.1:50.6</td>
<td>24.2:25.4:50.4</td>
<td>24.4:25.2:50.4</td>
<td>24.4:25.3:50.3</td>
</tr>
<tr>
<td></td>
<td>n-type</td>
<td>24.8:25.4:49.8</td>
<td>24.8:25.6:49.6</td>
<td>24.6:25.6:49.8</td>
<td>24.7:25.5:49.8</td>
</tr>
<tr>
<td></td>
<td>Polycrystalline (bulk)</td>
<td>24.7:24.8:50.5</td>
<td>24.7:24.7:50.6</td>
<td></td>
<td>24.9:24.9:50.2</td>
</tr>
<tr>
<td></td>
<td>Single Crystal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-type</td>
<td>28.4:19.4:52.2</td>
<td>28.2:19.5:52.3</td>
<td></td>
<td>24.9:25.0:50.1</td>
</tr>
<tr>
<td></td>
<td>n-type</td>
<td>29.1:19.8:51.1</td>
<td>29.0:19.9:51.1</td>
<td></td>
<td>25.2:25.0:49.8</td>
</tr>
<tr>
<td>CuInSe$_2$:</td>
<td>Thin Film</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-type</td>
<td>24.8:24.8:50.4</td>
<td>24.6:24.7:50.7</td>
<td>24.9:25.0:50.1</td>
<td>24.9:24.9:50.2</td>
</tr>
<tr>
<td></td>
<td>n-type</td>
<td>25.0:25.2:49.8</td>
<td>24.7:25.5:49.8</td>
<td>24.8:25.4:48.8</td>
<td>24.9:25.2:49.9</td>
</tr>
<tr>
<td></td>
<td>Polycrystalline (bulk)</td>
<td>24.7:24.7:50.6</td>
<td>24.5:24.6:50.9</td>
<td></td>
<td>24.9:24.9:50.2</td>
</tr>
<tr>
<td></td>
<td>Single Crystal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-type</td>
<td>30.5:21.4:48.1</td>
<td>30.2:21.5:48.3</td>
<td></td>
<td>25.0:24.9:50.1</td>
</tr>
<tr>
<td></td>
<td>n-type</td>
<td>30.4:21.9:47.7</td>
<td>31.5:20.6:47.9</td>
<td></td>
<td>25.0:25.1:49.9</td>
</tr>
<tr>
<td>CuInTe$_2$:</td>
<td>Thin Film</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-type</td>
<td>24.6:25.2:50.2</td>
<td>24.2:25.8:50.0</td>
<td>24.4:25.4:50.2</td>
<td>24.3:25.6:50.1</td>
</tr>
<tr>
<td></td>
<td>n-type</td>
<td>25.1:25.5:49.4</td>
<td>25.0:25.3:49.7</td>
<td>24.6:26.0:49.4</td>
<td>27.7:26.2:49.1</td>
</tr>
<tr>
<td></td>
<td>Polycrystalline (bulk)</td>
<td>24.7:24.7:50.6</td>
<td>24.7:24.4:50.9</td>
<td></td>
<td>24.8:24.7:50.5</td>
</tr>
</tbody>
</table>

(a) Each set of data represents the average of 8 measurements taken on a single sample at 3 and 5 KV acceleration potentials.
Fig. 1. CuInS₂ Thin Film, Standard AES Spectrum.

$E_p = 3$ eV, $I_p = 6.4$ μA.
Fig. 2. CuInSe$_2$, Thin Film, Standard AES Spectrum.
$E_p = 3.0$ eV, $I_p = 6.6$ mA.
Fig. 3. CuInS$_2$ Expanded Spectra. Solid lines indicate single crystal data, dashed lines, thin film data.
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ABSTRACT

The effects of grain boundary and interface carrier recombination on polycrystalline thin-film photovoltaic heterojunctions are presented. The grain boundary is modeled accounting for interface states due to low, medium and high-angle grain boundaries. The dark and illuminated diffusion potentials are calculated as functions of interface state densities and carrier concentrations. These are used to estimate the recombination functions of interface state densities and carrier concentrations. These are used to estimate the recombination velocities and minority carrier lifetimes. These parameters are, in turn, correlated with the short-circuit currents and open-circuit voltages. The dependence of \( V_{oc} \) on the recombination velocity effected primarily through dark reverse current, is indicated. The combined effects of grain boundary and interface recombination mechanisms of \( J_{sc} \) are discussed. Data are presented to verify the model based upon the CdS/CuInSe\(_2\) photovoltaic heterojunction.
3.3.1 Introduction

Two proposed long-range, economically viable options for the large-scale deployment of solar cells are: (i) high conversion efficiency (>30%), single-crystal, concentrator-type devices and (ii) intermediate efficiency (>10%), thin-film devices (1). Prominent among the approaches considered in the latter case is the thin film, polycrystalline photovoltaic cell. To date, however, the intermediate efficiency goal has not been demonstrated, even in research or laboratory devices. Several factors contribute to the degradation in performance of these polycrystalline devices (compared to their single-crystal analogues). This paper focuses on the predominant, structural features of these semiconductor devices, namely the grain boundary and the pn junction. In particular, the effects of minority carrier recombination at these grain boundaries and junction interfaces on the electrical characteristics of polycrystalline heterojunctions are examined.

In the initial considerations of the performance of polycrystalline solar cells, it was predicted that under illumination: (i) short-circuit current densities ($J_{sc}$) would be significantly lower than for an equivalent single-crystal device. This decrease in $J_{sc}$ would result from recombination of carriers at the grain boundary and interfacial defects. And, (ii) the open-circuit voltages ($V_{oc}$) would be comparable to the single crystal case. However in the accumulated experiences in the fabrication and characterization of several thin-film devices, the effects have been notably different than those logically predicted (2-6). In general, the decrease in $J_{sc}$ has not been as drastic as predicted, but $V_{oc}$ has been limited to values significantly below those expected.

In this paper, the relationships between the solar cell device parameters ($J_{sc}$, $V_{oc}$) and minority carrier recombination in the thin films are modeled in an attempt to explain polycrystalline solar cell performance. The effects of recombination are considered at (i) grain boundaries, and (ii) interface (junction) regions for several photovoltaic heterostructure types. Specific parameters of devices and materials are summarized in Table 1.

3.3.2 Grain Boundary Effects

The relationship between grain boundary defects and the electrical properties of semiconductor thin films has been considered in several investigations (7-9). Card and Yang discussed the effects of grain boundary recombination on the dark current and open-circuit voltage for silicon Schottky barrier and $p^+$-n junction solar cells (10). Fraas presented a qualitative model describing grain boundary effects in polycrystalline heterostructure solar cells (11). This model treats the grain boundary analogously to a surface which can be in an accumulated, depleted, or inverted condition. This qualitative model, which represents six grain boundary types, explains grain boundary
behavior in selected heterojunction cells quite well. However, the quantitative treatment of grain boundary recombination mechanisms in such compound semiconductor thin-film solar cells, and the effects of such minority carrier recombination on device parameters have not been reported.

In this section, a relationship between the open-circuit voltage of a heterojunction solar cell and grain size is derived. The method starts by modeling the grain boundary in dark and illuminated conditions and determining the resulting diffusion potentials. From these, the recombination velocity and minority carrier lifetimes are calculated as functions of several parameters, including diffusion potential, interface state density, effective carrier concentration and grain size, $\delta$. These data are then combined with the open circuit voltage model for the heterostructure to find $V_{oc}(\delta)$.

### 3.3.2.1 Grain Boundary Model and Diffusion Potential

Fig. 1 represents the band diagram of the region surrounding a grain boundary in a n-type semiconductor. For the dark case (Fig. 1a), the states are filled (in equilibrium) to the Fermi level, and the band bending results in order to preserve charge neutrality. In the usual case, the width of the grain boundary ($w$) is much less than the width of the depleted region ($2d$). Thus balancing the charge:

$$Q_i = Q_d$$

where $Q_i$ is the net negative charge contained in the interface states and $Q_d$ the net positive charge in the depletion region. Letting $E_v(0) = 0$, these charge densities are expressed:

$$Q_d = qN_d(2d)$$

$$= 8q \epsilon_N d(q \phi_b)$$

and

$$Q_i = qN_i(2E_f/3q - E_v/q)$$

where $\epsilon_s$ is the semiconductor permittivity; $\phi_b$, the diffusion potential; $N_d$, the density of states (i.e., doping concentration); and, $N_i$, the grain boundary interface state density, which has the units $cm^{-2} ev^{-1}$. The diffusion potential, $\phi_b$, can then be calculated using these relationships in Eq. 1. A similar relationship can be obtained using a model for a p-type CuInSe$_2$ as a function of the grain boundary interface density for various carrier concentrations. The interface state densities correspond roughly to the following grain boundary types:

1. $N_i > 10^{13}/cm^2-ev$  High-angle grain boundaries
2. $10^{11} < N_i < 10^{13} / \text{cm}^2 \text{-eV}$ Medium-angle grain boundaries
3. $N_i < 10^{11} / \text{cm}^2 \text{-eV}$ Low-angle grain boundaries

For a solar cell under illumination, the interface states adjust their charge by an initial net capture of holes (n-type semiconductor) or electrons (p-type). This, in turn, reduces the diffusion potential to a value $q \phi_b'$ which is $\sim 0.1 \text{ eV}$ and results in the maximum recombination rate. The grain boundary region under illumination is shown in Fig. 1b.

3.3.2.2 Recombination Velocity and Minority Carrier Lifetime

In the case of a solar cell material under illumination, the recombination velocity, $S$, of the minority carriers at the grain boundary can be estimated in a straightforward manner. The recombination current is defined (12)

$$ J_r = qS_o p_o' = qS_o p_o $$

where the subscript "o" indicates $x=o$, $p_o'$ is the excess concentration, and $p_o$ is the equilibrium concentration, and can be expressed $p_o = p(d) \exp (q \phi_b' / kT)$ from Fig. 1b. If $p_o = n_o$, the recombination current is given by (13)

$$ J_r = \frac{q}{2} N_i^\sigma v(E_{fn} - E_{fp}) $$

where $\sigma$ is the capture cross section and $v$, the thermal velocity of carriers. The recombination current at the edge of the edge of the depletion region has been calculated (10)

$$ J_r = qS_p(d) $$

and, combining Eq. 6 with Eqs. 4 and 5

$$ S \sim 1/4 \sigma v(E_{fn} - E_{fp}) N_i \exp (q \phi_b' / kT) $$

Thus, the diffusion potential, $\phi_b'$ enhances the recombination at the grain boundary.

The dependence of $S$ upon $q \phi_b'$ for various $N_i$ is presented in Fig. 3 for CuInSe$_2$ ($\sigma = 2 \times 10^{-15} \text{cm}^2$, $v = 10^7 \text{cm/s}$, $E_{fn} - E_{fp} \sim 0.5 \text{ eV}$). For $N_i \sim 10^{16} / \text{cm}^3$, $q \phi_b' \sim 0.13 \text{ eV}$. Thus, for high angle grain boundaries ($N_i > 10^{13} / \text{cm}^2 \text{-eV}$), recombination velocities in excess of $10^6 \text{ cm/s}$ are expected.
The minority carrier lifetime can be calculated for a film with columnar grain geometry. In this case, the volume recombination center density is (11).

\[ N_r = 4N/\delta \] (8)

where \( N \) is the surface density at \( x=d \) (i.e., from examination of Eq. 7, \( S = N_\sigma \nu \) or \( N = 1/4 \left( E_{fn} - E_{fp} \right) N_i \exp \left( q\phi_b/kT \right) \). Therefore,

\[ N_r = \left( E_{fn} - E_{fp} \right) \left( N_i/\delta \right) \exp \left( q\phi_b/kT \right) \] (9)

Therefore, for a p-type semiconductor, the minority carrier lifetime is (12)

\[ \tau_n = 1/\sigma \nu N_r \]

\[ = \delta \exp \left( -q\phi_b/kT \right)/\sigma \nu N_i \left( E_{fn} - E_{fp} \right) \] (10)

This dependence is shown in Fig. 4 for CuInSe\(_2\). For the high angle grain boundary case, with typical \( 10^{-4} \) cm grain size, the minority carrier lifetime is in the \( 10^{-9}-10^{-10} \) s range which is more than one order of magnitude lower than that reported for the corresponding single crystal.

### 3.3.2.3 Device Parameter Effects

The correlation between grain boundary minority carrier recombination and the short-circuit current of a heterojunction solar cell has been discussed and reported previously (14). Of interest to this paper is the effect of the grain boundary on the open-circuit voltage of the photovoltaic device. In modeling the photovoltaic heterojunction, the open circuit voltage can be expressed (for a planar junction) (14)

\[ V_{oc} = E_g - kT \ln[f(j_{sc}(\tau), j_o(\tau)] - kT \ln(qN_i S_I) \] (11)

Thus, since the functional relationship combining the minority carrier lifetime dependence in the third term of this equation has been determined, the dependence of \( V_{oc} \) upon the minority carrier lifetime incorporating grain boundary recombination can be found. Fig. 5 presents the analytical dependence of the change in \( V_{oc} \) (i.e., \( V_{oc}' - V_{oc} \)) as a function of the lifetime ratio, \( \tau'/\tau \), for the CdS/CuInSe\(_2\) device. By combining Eq. 11 with the dependence of \( \tau \) upon \( \delta \) (Fig. 4), the relationship between \( V_{oc} \) and grain size can be predicted. This is shown in Fig. 6 for both high angle grain boundary \( (N_i = 10^{13}/\text{cm}^2\text{-eV}) \) and low angle grain boundary \( (N_i = 10^{10}/\text{cm}^2\text{-eV}) \) cases. For each case, the calculated value at which the CdS/CuInSe\(_2\) open circuit voltage will saturate is indicated at A and B. For reference, the measured \( V_{oc} \) for a CdS/CuInSe\(_2\) device with \( \delta = 2.5 \times 10^{-4} \) cm was reported to be 0.49 V, and this
is predicted quite well in Fig. 6 for the high angle grain boundary condition expected for the thin film grown by vacuum deposition (6).

3.3.3 Interface Effects

For the interface between two semiconductors in a heterojunction solar cell, two major characteristics are considered in the selection of the materials; (i) electron affinity matches for the semiconductors; and (ii) lattice matches (6). The former factor can cause severe spikes in the conduction band at the junction, both lowering $V_{oc}$ and limiting current transport. This phenomenon has been covered previously (14) for the heterostructures considered in this paper. This section focuses on the effects of heterointerface recombination, especially on the short-circuit currents and open-circuit voltages of those photovoltaic devices.

3.3.3.1 Interface Parameters

In order to compensate for the mismatch in lattice constants between two semiconductors used in a heterojunction, dislocations occur at the interface. The density of these dislocations, which are recombination sites, can be calculated. The density of interface states is (13, 15)

$$N_i = \frac{2}{a_1a_2} \left( \Delta a/a_2 \right)$$

where $a_1$ and $a_2$ are the lattice constants and $\Delta a/a_2$ represents the mismatch. Fig. 7 shows the dependence of $N_i$ upon $\Delta a/a_2$ for semiconductor /CdS heterojunctions. Using the value of $N_i$, the interface recombination velocity, $S_i$, can be determined:

$$S_i = v_\sigma N_i$$

From Eq. 13, $S_i$ lies in the range $10^5$-$10^6$ cm/s for the CdS/CuInSe$_2$ device.

The value of $S_i$ can be experimentally determined by determining the $kT^i = 0$ intercept of the In $j_0$ vs $kT^i$ dependence. This is shown in Fig. 8 for a 6.6% efficient CdS/CuInSe$_2$ device. The intercept indicates $S_i = 2.4 \times 10^5$ cm/s. The value of $S_i$ is important in determining $J_{sc}$, since $\left(14, 15\right)$

$$J_{sc} = \frac{\mu F(\phi')}{(S_i + \mu F(\phi'))} \int_\lambda \phi_\sigma T_g \ R' (\lambda) A' (\lambda) \eta_{coll} \ (\lambda, \tau) d\lambda$$

where $\mu$ is the mobility; $F$, the electric field at the junction; $\phi'$, the photon flux at the junction; $\phi_\sigma$, the incident photon flux; $T_g$, the optical transmis-
sion of the top contact; \( R'(\lambda) \) and \( A'(\lambda) \) functions of reflection and absorption coefficients; and, \( \eta_{\text{coll}} \), the collection efficiency. The value of \( S_I \) also enters importantly into determining \( V_{oc} \) through the dark saturation current, \( j_0 \).

### 3.3.3.2 Illuminated Current, Voltage

The effect of \( S_I \) upon the open circuit voltage can be illustrated through Eq. 11. The change in \( V_{oc} \) (i.e., \( V_{oc}' - V_{oc} \)) as a function of recombination velocity ratio, \( S_I/S'_I \), is shown in Fig. 5b. Small changes in \( V_{oc} \) (approximately 10 mV) occur for large changes in \( S/S_I \) (two orders of magnitude). This effect seems less important than the grain size effect discussed in the previous section.

The combined effects of grain boundary and interface effects on short circuit current is presented in Fig. 9. The solid line represents the model (Eq. 14) with the grain boundary recombination velocity and lifetime, as well as the interface contributions included. Good agreement is observed for several data points representing CdS/CuInSe\(_2\) devices having different grain sizes.

### 3.3.4 Summary and Conclusions

Minority carrier recombination has been investigated in polycrystalline semiconductor thin-film photovoltaic devices. Two regimes were considered:

1. **Grain Boundary Effects**

   a. A grain boundary model was developed and the associated diffusion potential was found to increase with increasing interface state density (i.e., higher angle grain boundaries had higher \( \Phi_b \) and \( \Phi'_b \)).

   b. The minority carrier lifetime was found to increase with grain diameter and decrease non-linearly with increasing interface state density (higher angle grain boundaries).

   c. The change in \( V_{oc} \) was found to depend non-linearly on the change in minority carrier lifetime.

   d. The open circuit voltage increased non-linearly with increasing grain diameter. This model predicts well the behavior of the CdS/CuInSe\(_2\) photovoltaic heterojunction.

2. **Interface (Junction) Effects**

   a. The change in \( V_{oc} \) dependence on the recombination velocity ratio was estimated, and found to increase non-linearly with this parameter. The change in \( V_{oc} \) was not sufficient to fully account for differences in polycrystalline devices.
The combined effects of the above mechanisms predicted the behavior of the CdS/CuInSe₂ polycrystalline solar cell.
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Table 1. PROPERTIES OF HETEROJUNCTION MATERIALS

<table>
<thead>
<tr>
<th>Material</th>
<th>Eg(eV)</th>
<th>a</th>
<th>c</th>
<th>Mismatch with CdS(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdS</td>
<td>2.42</td>
<td>4.136</td>
<td>6.716</td>
<td>---</td>
</tr>
<tr>
<td>Cu₂S</td>
<td>1.2</td>
<td>11.881</td>
<td>13.491</td>
<td>3.6-4.2</td>
</tr>
<tr>
<td>InP</td>
<td>1.34</td>
<td>6.869</td>
<td>---</td>
<td>0.32</td>
</tr>
<tr>
<td>CuInSe₂</td>
<td>1.02</td>
<td>5.782</td>
<td>11.62</td>
<td>1.16</td>
</tr>
<tr>
<td>CuInS₂</td>
<td>1.55</td>
<td>5.523</td>
<td>11.12</td>
<td>5.56</td>
</tr>
</tbody>
</table>
Fig. 1. Energy band diagram of the grain boundary region for a n-type semiconductor. (a) Dark case; (b) Illuminated case. \( q\phi_B \) and \( q\phi'_B \) are the dark and light diffusion potentials, respectively.
Fig. 2. Dark diffusion potential dependence on interface state density for various carrier concentrations in p-type CuInSe$_2$. 

CdS/CuInSe$_2$
Fig. 3. Dependence of the recombination velocity upon the illuminated diffusion potential and interface state density in CuInSe$_2$ under 100 mW/cm$^2$ illumination.
Fig. 4. Dependence of the minority carrier lifetime on grain diameter for various interface state densities in CuInSe$_2$. 
Fig. 6. Open circuit voltage dependence on grain size for CdS/CuInSe$_2$ device. Dotted line at A indicates calculated saturated value for $N_1 = 10^{10}$/cm$^2$-eV; and B, for $N_1 = 10^{13}$/cm$^2$-eV.
Fig. 7. Junction interface state density as a function of lattice mismatch for CdS-based heterostructures.
Fig. 8. Reverse, dark saturation current dependence on inverse temperature. Insert shows $T^{-1} = 0$ intercept indicating $S_I = 2.4 \times 10^6 \text{cm/s}$ for CdS/CuInSe$_2$ heterojunction.
Fig. 9. Dependence of short circuit current upon grain radius. Solid line indicates model calculation. Symbols indicate device data: ● - 6.6% efficient thin-film device; □ - 6.1% device. ■ - 5.2% device; ◆ - 5.4% device; and, ◇ - 4.0% device.
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ABSTRACT

The performance of the Cu-ternary thin-film photovoltaic device, with some emphasis on the CdS/CuInSe₂ solar cell, is examined. A model for this heterostructure is presented and correlated with reported device performances. Attainable efficiencies based upon obtainable materials properties and producible electrical, optical, and structural characteristics are predicted. Temperature dependences of \( V_{oc} \) and \( J_0 \) are used to determine electron affinity difference and interface recombination velocity, respectively. Dark capacitance-voltage data are presented for the CdS/CuInSe₂ device and diffusion voltages are reported. Heterojunction band diagrams are given for present and optimized device situations.
3.4.1 Introduction

Accompanying the recent surge in interest in the terrestrial utilization of photovoltaic conversion has been the intensification of research efforts aimed at the identification and development of more suitable solar cell materials and devices. Research activity in developing intermediate efficiency (10< n 15%) thin-film solar cells has led to the demonstration of the photovoltaic effect in several Cu-ternary based devices. The work in this area was initially spurred by the report of a 12% efficient, epitaxially grown CdS/single-crystal CuInSe₂ device by Wagner et al. (1). Following this disclosure, a variety of thin-film ternary solar cells has been reported, including: homojunctions - (i) n,p CuInS₂, 3.6% efficiency, 0.124 cm² area (2); (ii) n,p CuInSe₂, 3.0% efficiency, 0.25% cm² area (3); and heterojunctions - (i) CdS/CuInS₂, 3.25% efficiency, 0.25 cm² area (3); (ii) CdS/CuInSe₂, 6.6% efficiency, 1.2 cm² area (3,4).

Based upon their exceptional electrical, structural, and optical properties, it can be predicted that Cu-ternaries might be excellent candidates for photovoltaic application. The potential of CuInS₂, CuInSe₂, and CuInTe₂ is indicated by: (i) their band gaps are near optimum for terrestrial conversion in homojunction (5) and heterojunction (6) device configurations; (ii) these ternaries are direct bandgap types with high absorption coefficients (7,8), minimizing the volume of material needed for large scale deployment; (iii) both n- and p-type films have been produced, permitting homojunction formation and increasing the number of heterojunction possibilities (3); and (iv) for heterostructures, the electron affinities of these ternary compounds are compatible (i.e., no interfacial conduction band spikes) with CdS (9) and the lattice matches with CdS are acceptable, minimizing interface recombination problems (3,9).

This paper examines the performance of the Cu-ternary devices, emphasizing that of the CdS/CuInSe₂ heterostructure. This device has been modeled, based upon the methods of Rothwarf and Barnett (10), and attainable efficiencies using obtainable materials' properties and producible electrical, optical, and structural characteristics, are predicted. Measurements of V_{oc} and j₀, as functions of temperature are used to reduce electron affinity and interface recombination information, respectively. Capacitance-voltage data are introduced for the CdS/CuInSe₂ device, and heterojunction band diagrams are deduced for the present and optimized cases.

3.4.2 Experimental Details

The techniques and parameters used in fabricating these thin-film devices have been reported previously (2-4). The devices were produced completely in situ in order to minimize contamination, especially at the junction interfaces. A dual-source deposition method was utilized to grow the ternary films (3).
Basically, this technique employs a resistive-heated crucible for the single-phase ternary powder and a Ta boat for either the S or Se. This second source is used to alter the chalcogen content of the film during growth, and hence, to control the carrier type (3).

3.4.3 Modeling Techniques

The basic analysis approach used by Rothwarf and Barnett (10) is followed in modeling the performance of the CdS/CuInSe₂ heterostructure. In this analysis method, the device conversion efficiency (η) is determined by considering the four specific factors—short circuit current (J_sc), open circuit voltage (V_oc), fill-factor (FF), and solar power input density (P_i)—which are used to calculate η through the relationship

$$\eta = \frac{J_{sc} V_{oc} FF}{P_i}$$  \hspace{1cm} (1)

Each of these four factors can be determined in terms of the properties of the materials used, the characteristics of the junction produced, and the spectral content and intensity of the illumination. For example, the short circuit current density of a heterojunction can be expressed (10):

$$J_{sc} = \mu F (\phi')/[S_I + \mu F (\phi')] \cdot \int_\lambda \phi_o (\lambda) T_g R' (\lambda) A' (\lambda) \eta_{coll} (\lambda) d\lambda$$  \hspace{1cm} (2)

where μ is the effective mobility of the active material; F, the electric field at the junction; \( \phi' \) the total photon flux; \( S_I \), the interface recombination velocity; \( \phi_o \), the incident photon-flux density; \( T_g \), the optical transmission of the top (grid) electrode; \( R' (\lambda) \) and \( A' (\lambda) \), factors and absorption losses of the cell; and \( \eta_{coll} \) is the collection efficiency, which depends upon the absorption coefficient, the diffusion length, the layer thickness, the drift field, the grain size and grain boundary recombination, the surface recombination velocity and the mode of operation of the cell (i.e., front or back wall). Depending on the model of the cell, analytical relationships expressing \( V_{oc} \) and FF to fundamental parameters can be found (10), in which:

$$V_{oc} = V_{oc} (E_g, \Delta X, N_c, S_I, A')$$  \hspace{1cm} (3)

and

$$FF = FF (R_s, J_{sc}, V_a, C)$$  \hspace{1cm} (4)

where \( E_g \) is the energy bandgap of the absorbing layer; \( \Delta X \), the electron affinity difference; \( N_c \), the effective density of states at the band edge to planar junction area; \( R_s \), the cell series resistance; and, C, a multiplicative factor (10). If the cell is dominated by interface recombination, Eq. 3 becomes:
\[ V_{oc} = E_g - \Delta X + nkT \ln (J_{sc}) - nkT \ln (qN_c S_I) \]  

for a planar junction, where \( n \) is the diode factor.

### 3.4.4 Results and Discussion

In this section, the performance of the Cu-ternary heterojunction solar cells is discussed. The reported device efficiencies and related parameters are compared to calculated values and some prediction of device performance is deduced. Examples of the experimental determination of some model parameters are presented. Finally, the band diagram of the CdS/CuInSe\(_2\) heterojunction is concluded, based upon the experimental evidence.

#### 3.4.4.1 Determination of Basic Performance

Of fundamental importance to the determination of any device parameter which depends upon the solar irradiance or spectral content is a reliable, accurate representation of the solar spectrum. For the calculations in this paper, the SERI SOLTRAN solar spectra are used (1). This computer simulation has been verified against weather/insolation data and several independent measurements. The program allows the selection of any relative or absolute air mass conditions, including the selective addition of aerosols or pollutants into the atmosphere. Fig. 1 shows the AM1 and AM2 solar spectra for sea level, mid-latitude (i.e., Boston, Mass.) during mid-summer. Included is the AM0 spectrum for comparison. In this paper, the AM1 spectrum for Denver, Colorado is utilized since its total irradiance is close to the 100 mW/cm\(^2\) used in the measurement of the ternary heterodiodes. A comparison of device performance for the Boston and Denver insolation cases is presented later.

Most of the basic parameters necessary for the analytical evaluation have been measured during the normal characterization of the device. Table 1 summarizes these parameters for the reported 6.6% CdS/CuInSe\(_2\) thin-film device (3). The absorption coefficient dependence of the CuInSe\(_2\) film upon \( \lambda \) has been measured (8) and these data are used in the short circuit current determination. Two important quantities which can be evaluated from relatively simple measurements are the electron affinity difference \( (\Delta X) \) and the product \( N_c S_I \). Fig. 2 shows the dependence of \( V_{oc} \) on \( nkT \). From Eq. 5, the \( T=0 \) intercept gives the value of \( (E_g - \Delta X) \), indicating the electron affinity difference to be 0.08 eV for the CdS/CuInSe\(_2\) heterodiode, in which \( E_g(CuInSe_2) = 1.02 \) eV (300 K). Measurements on several devices have shown the electron affinity difference to lie in the range of 0.08 < \( \Delta X \) < 0.10 eV, which affirms the compatibility of the electron affinities for those materials (3,9). The dependence of \( J_0 \) on inverse temperature is shown in Fig. 3 for the same device. The intercept of the \( J_0 \) line at \((kT)^{-1} = 0 \) yields the quantity \( qA N_c S_I \), where \( A \) is the junction area. For a planar junction, the product
$N_c S_I = 8 \times 10^{23}/\text{cm} \cdot \text{s}$ for an estimated typical value for $N_c = 2 \times 10^{18}/\text{cm}^2$, $S_I = 4 \times 10^5 \text{ cm/s}$. This is consistent with a calculated value of $S_I$ which is based upon the lattice matches of the materials at the interface (10).

3.4.4.2 Performance of the CdS/CuInSe$_2$ Heterojunction

The analytical model allows the adjustment of a number of parameters. Only a few important ones are represented herein in order to illustrate the directions for device improvements.

The dependence of the short circuit current density upon grain radius is presented in Fig. 4. The model calculation is represented by the solid line, and good agreement is indicated for the several experimental points which are included. Since the thickness of the ternary film is in the same range as the grain size, the value of $J_{so}$ is expected to depend critically on this parameter (10). It should be noted that the parameters for the solid line in Fig. 4 have been established for the 6.6% device and some variation is expected for the other devices, especially at lower grain sizes where these parameters can vary significantly.

Two important limiting factors in the performance of the CdS/CuInSe$_2$ device have been the series resistance of the back contact and relatively high resistivity (6-12 $\Omega$ -cm) of the CdS layer which tends to spread out the effective length of the junction. Fig. 5 shows the dependence of the efficiency upon the CdS resistivity. The solid line represents the model calculation with a 1.0 $\Omega$ /cm$^2$ back contact. The efficiencies of the measured devices correspond well to this dependence, indicating the limitation of the high CdS resistivity. Lowering $\rho < 1\Omega$ -cm can yield a 9% device, keeping the other parameters constant. If the back contact can be lowered to 0.25 $\Omega$ /cm$^2$, the dashed-curve results. Thus, a 10% efficient device can be approached by both lowering $\rho$(CdS) and minimizing the back contact resistance. Once again, this assumes no change or optimization of the other parameters.

Some dependence of device performance on geographic location is indicated in Fig. 6. Curve A shows the dependence of $J_{sc}$ upon solar irradiance (i.e., relative air mass conditions) for Denver and curve B, for Boston. The fact that the two curves do not intersect is a result of a slight difference in spectral content between the two sites.

A comparison of reported device parameters with the model calculation is presented in Table 2 for thin-film and single crystal devices. Good correlation is noted. The model can be used to predict attainable device performance for this heterostructure. With $\rho$(CdS) = 0.1 $\Omega$ -cm, grain radius = 1.2 $\mu$m, $R$ (back contact) = 0.25 $\Omega$ /cm$^2$, $d$(CuInSe$_2$) = 0.8 $\mu$m, $d$(CdS) = 4.0 $\mu$m and $N_c = 2 \times 10^{18}/\text{cm}^2$, the following performance parameters could be obtained:
3.4.4.3 Band Diagram of the Heterojunction

Typical dark C - V data for the Cds/CuInSe₂ heterodiode are presented in Fig. 7. The slope of \((C/A)^{-2} vs V\) line indicates \(N_a = 2.5 \times 10^{16}/cm^3\) which is in agreement with that determined by Hall measurements (2-4). The intercept at \(C = 0\) indicates a diffusion voltage of 0.78 V. Incorporating these data with that previously measured, the band diagram for the Cds/CuInSe₂ device, shown in Fig. 8, can be constructed. For the 6.6% efficient device, \(\Delta X = 0.08\) eV and \(qV_{oc} = 0.49\) eV. The value of the diffusion voltage is

\[ V_D = \phi_1 + \phi_2 \]  

(6)

where \(\phi_1 = \) magnitude of \(E_v\) banding from CuInSe₂ bulk to \(\Delta E_v\) spike (0.49 eV) and \(\phi_2 = \) magnitude of \(E_c\) banding from Cds bulk to \(\Delta E_c\) spike (0.29 V).

The band diagram of Fig. 8 represents the worst possible case for this heterojunction. In order to improve device performance, two alternatives can be proposed: (1) lower the CuInSe₂ resistivity significantly and keep \(p(Cds)\) high; or (2) lower the resistivity of the Cds. From the experimental evidence, it is not feasible to lower the ternary into the degenerate state and keep single phase material (12). Thus, the latter case, as described in the calculations in the previous section, is the better alternative. The band diagram for this case is represented in Fig. 9. A higher \(V_{oc}\) can be realized by not spreading the junction field region into the Cds, without significant loss in \(J_{sc}\).

3.4.5 Summary and Conclusions

The primary reason for investigating the application of the Cu-ternaries for photovoltaic devices is their potential in providing an intermediate efficiency thin-film solar cell. Device performance has been limited by:

1. The control of the physical, electrical, and optical properties of the ternary layer and;
2. The inability to produce low resistivity (\(<1\,\Omega\cdot\text{cm}\)) CdS films on the CuInSe_2.

It is to be expected that controlling the properties of a thin film composed of multiple elemental species would be difficult. It is hoped that the ongoing research programs can find solutions to the inconsistencies encountered in grain size, resistivity, and compositional quality. The problem with CdS resistivity may be major. It may be that some interdiffusion of trace impurities from the CuInSe_2 layer at the necessary elevated substrate temperatures occurs, compensating the properties of the CdS. The predicted efficiencies for the CdS/CuInSe_2 heterojunction cannot be reached unless the band diagram of Fig. 9 can be realized.

The wide-scale deployment of photovoltaic devices will require a substantial amount of material availability. A final caveat for these ternary devices lies in the consideration of the availability of substantial quantities of indium. This potential materials limitation must be carefully examined to ensure commercial feasibility.
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Fig. 1. AMO, AM1 and AM2 Solar Spectra Based Upon SERI SOLTRAN Program.
Fig. 2. Dependence of $V_{\text{oc}}$ upon Temperature for CdS/CuInSe$_2$ Device. Intercept at $T=0$ indicates $E_g - \Delta \chi = 0.08$ eV.
Fig. 3. $J_0$ as a function of inverse temperature for CdS/CuInSe$_2$ thin film device. Insert indicates $(nkT) - 1 = 0$ intercept.

Fig. 4. Dependence of $J_{SC}$ upon grain radius. Solid line indicates model calculation. Symbols indicate device data: ○-6.6% efficient thin film device; □-6.1% device; ■-5.2% device; ◇-5.4% device; and, ●-4.0% device.
Fig. 5. Cell Efficiency as a Function of Cds Resistivity. Solid Line Indicates Calculated Data, Dashed Line is for Model with 0.25 Ω/cm² Back Contact. Symbols are Device Data, Explained in Fig. 4.

Fig. 6. J_sc Dependence Upon Solar Irradiance. Curve A is for Denver, B is for Boston.
Fig. 7. Dependence of Capacitance/Unit Area, $C^1$, Upon Reverse Voltage. Slope Indicates $N_a = 2.5 \times 10^{16}/\text{cm}^3$.

Fig. 8. Heterojunction Band Diagram for Present CdS/CuInSe$_2$ Thin Film Device. $\Delta\chi = 0.08 \text{ eV}; V_D = 0.78 \text{ eV}$. 
Fig. 9. Projected Heterojunction Band Diagram for CdS/CuInSe$_2$ Device.
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ABSTRACT

The photovoltaic effect in indium-tin-oxide (ITO)/CuInSe₂ heterostructures has been demonstrated. An AM1 efficiency of 8.5% has been measured for a single crystal device. The thin-film analogue had a conversion efficiency of 2.08%. Although the photovoltaic effect was observed in devices with ITO deposited at room temperature, improved performance resulted at T_{sub} ~ 180°C. Degradation in short-circuit current was noted after operation at 200°C for 10 hours in air ambient.
3.5.1 Introduction

Photovoltaic heterojunctions have been fabricated using Si (1), GaAs (2) and InP (2,3) in conjunction with a thin, transparent indium-tin-oxide (ITO) layer. In this application, the ITO provides a wide-bandgap window (3.7eV) which can be used effectively with a smaller bandgap (1.0-1.5eV) semiconductor. The advantage of this type of device is that the ITO heterostructure can be produced at relatively low processing temperatures, avoiding the energy intensive manufacturing steps associated with normal pn junction formation. Recent photovoltaic heterojunction calculations have indicated that the optimum bandgap of an absorbing material should lie in the range 1.0-1.2eV for utilization with a 3.7eV bandgap window (4). In this paper, the utilization of CuInSe₂ ($E_g = 1.02eV$) with ITO is investigated. Both ITO/CuInSe₂ single crystal and thin-film devices are reported.

3.5.2 Experimental Techniques

The ITO films were grown by electron beam deposition, using pressed vaporization bars of 99.99% purity In$_2$O$_3$/9M% SnO$_2$ in the 10 KV e-beam source. The deposition procedure was performed in an ultrahigh vacuum system which had a base pressure of 10$^{-10}$ torr. The pressure in the deposition chamber was kept below 6 x 10$^{-6}$ torr during ITO growth, with film deposition rates approximately 20-40 Å/s. The source-substrate separation was 10 cm. A conduction-type heater with a thermocouple mounted on the substrate surface was used to control substrate temperature. Although problems were encountered on glass substrates, good quality ITO was produced on CuInSe₂ substrates over the temperature range 25°C-180°C. The quality of the ITO was determined using Auger electron spectroscopy (AES) compositional analysis, optical data ($E_g = 3.7eV$) and, less conclusively, resistivity ($\rho \sim 10^{-3} - 10^{-4}$ Ω·cm at room temperature).

The substrates used in these device studies were p-type, with $p \sim 2-8 \times 10^{16}$/cm$^2$. For the polycrystalline devices, the thin-film CuInSe₂ was deposited by the two-source method (5), with grain sizes in the range 1.5-2.0 μm. The single crystal CuInSe₂ substrates were grown using the Bridgman method.

The AES studies were performed with a Physical Electronics 545 Scanning Auger Microprobe operating at 3 KV, with $I_p = 6.4$ μA. Photovoltaic device performance was evaluated using a tungsten-halogen lamp, with 100 mW/cm$^2$ illumination calibrated by a Cu$_2$S/CdS standard (DOE/NASA Z66). A gold back contact was made to the CuInSe₂.
3.5.3 Results and Discussion

The initial strategy in these studies was to deposit the ITO onto the CuInSe₂ substrates held at room temperature. Quantitative analysis of the films showed them to be compositionally correct with sheet resistances of 100 Ω/cm². Fig. 1 shows the dark and light I-V characteristics for an as-deposited ITO/single-crystal CuInSe₂ device. This device had a measured efficiency of 4.4%, with Voc = 0.31 V and Isc = 3.9 mA for the 0.125 cm² active area. Initial measurements on these small area devices led to erroneous results due to enhanced current at the edges of the ITO. (Current densities in excess of 50 mA/cm² were measured.) In order to avoid this effect, a silicon monoxide layer was deposited, leaving a 0.125 cm² aperture to the ITO.

The performance of the device in Fig. 1 was severely limited by the series resistance and low Voc of the cell. In an attempt to improve these, the device was annealed in vacuo at 200°C for 2 hours. The benefit of this treatment is shown in the I-V characteristic of Fig. 2. For this annealed device, Voc is improved to 0.41 V and FF to 0.49, with no loss in Isc. It was found, however, that no significant change was observed for annealing temperatures less than 180°C. Annealing at temperatures greater than 200°C was not attempted.

For the better transparent-layer photovoltaic devices produced to date, the ITO was grown on substrates at elevated temperatures. This apparently results in a higher quality ITO layer (lower resistivity) and an improved interface region. In this study, it was found that the ITO resistivity decreased by an order of magnitude to 5 x 10⁻⁴ Ω·cm for Tsub > 150°C. Fig. 3 presents the light I-V characteristic for an ITO/single-crystal CuInSe₂ device in which the ITO was deposited at 180°C. A further improvement in Voc (= 0.50 V) and FF (0.55), with resulting 8.5% efficiency, results. For the device in Fig. 3, the surface was ion-etched in situ before depositing the ITO. If this procedure was not followed, lower Voc and FF resulted, primarily due to the surface contamination and possibly the native oxides which occur in the normal processing routine.

The composition of the device layers and the structure of the interface region is illustrated in the AES depth-compositional profile of Fig. 4. The entire ITO layer is not shown in Fig. 4 in order to display the orderly transition from the n-type ITO to the p-type CuInSe₂. Quantitative analysis of the two layers has shown them to be compositionally correct.

The large-scale deployment feasibility of devices of this type rests largely on the capability to produce intermediate efficiency versions in thin-film form (6). Fig. 5 shows the light I-V characteristics for the all thin-film version of the ITO/CuInSe₂ heterojunction. As experienced in most thin-film analogues, the open-circuit voltage is lower than that demonstrated in the
single crystal case. A lowering of $J_{SC}$ also occurs. The efficiency of this 0.125 cm$^2$ device is 2.08% with a fill factor of 0.39. It should be added that the photovoltaic effect was observed in only two of the twenty-four specimens produced. As in the case of the other thin-film ternary devices, control of the ternary layer properties is difficult and uncertain (7).

Of primary importance to the utilization of any photovoltaic device is stability. In general, the ITO devices have not experienced significant degradation when exposed to reasonable operating conditions. Fig. 6 presents the results of a stability experiment performed on one ITO/single crystal CuInSe$_2$ device. The device was held at 200°C (in air) and the short-circuit current was monitored periodically. $J_{SC}$ falls off rapidly after 10 hours of observation. No physical or elemental examination of the degraded devices was made, but this degradation mechanism may be associated with the field-aided formation of an oxide layer (perhaps SeO$_x$ or Cu$_x$O) at the interface. This effect needs further investigation, but the observed degradation is potentially a serious limitation for this device.

Anderson (8) has reported the electron affinity of ITO to be 4.5 eV. The electron affinity of CuInSe$_2$ has been determined to be about 0.22 eV higher than this value. A schematic representation of the heterojunction band diagram of the ITO/CuInSe$_2$ device is presented in Fig. 7.

Since $\Delta X = -0.22$eV (i.e., $X$ is larger for the absorbing semiconductor), a spike occurs in the conduction band. This limits minority carrier injection (allowing recombination at the interface to dominate current flow) and lowers the potential barrier height.

### 3.5.4 Summary

The photovoltaic effect has been demonstrated in ITO/CuInSe$_2$ single crystal and polycrystalline (thin film) devices. An alternative method of depositing ITO thin films using electron beam techniques has been utilized. Better device performance has been observed for devices with ITO deposited at elevated substrate temperatures (~180°C). A potential major problem in device degradation has been observed for devices operated at 200°C. The degradation mechanism has not been identified, but field-aided oxide formation at the interface is proposed.
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Fig. 1. ITO/CuInSe$_2$ (Single Crystal), As-Deposited Device. (a) Dark Characteristics; (b) Light Characteristics.

Fig. 2. ITO/CuInSe$_2$ (Single Crystal) Device, Annealed In-Vacuo, 200°C, 2 Hrs. (a) Dark Characteristics; (b) Light Characteristics.
Fig. 3. Light I-V Characteristics of ITO/CuInSe$_2$ (Single Crystal) Device.
Fig. 4. AES Depth Compositional Profile of ITO/CuInSe$_2$ Photovoltaic Device.
Fig. 5. Light I-V Characteristic of ITO/CuInSe\textsubscript{2} (Thin Film) Device.

Fig. 6. Short-Circuit Current Dependence on Elevated Temperature Testing Time. ITO/CuInSe\textsubscript{2} (Single Crystal) Device Held at 200°C, in Air Ambient.

Fig. 7. Band Diagram for ITO/CuInSe\textsubscript{2} Heterostructure.
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3.6 EFFECTS OF GRAIN BOUNDARIES ON THE PERFORMANCE OF THIN-FILM PHOTOVOLTAIC DEVICES
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ABSTRACT

The effects of grain boundaries on the performance of thin-film, polycrystalline solar cells are evaluated. The dependence of the minority carrier lifetime upon grain diameter is investigated. These data are used, in turn, to determine the dependence of the collection efficiency upon grain size for various grain boundary conditions (low, medium and high-angle grain boundaries) in heterojunction solar cells. This model is compared to a geometrically derived one to account for the dependence of short-circuit current upon grain size for the CdS/CuInSe₂ thin-film heterostructure.
3.6.1 Introduction

In order to become an economical and viable entity, the thin-film, polycrystalline solar cell must demonstrate both an intermediate conversion efficiency (>10%) and adequate reliability. A major identifiable factor, among those which limit the performance and stability of this device, is the grain boundary. The relationships between grain boundary defects and the electrical and optical properties as well as the structural integrity of semiconductor thin films have been considered in several previous investigations. For photovoltaic performance, Card and Yang discussed the effects of grain boundary recombination on the open circuit voltages and short circuit currents of Si Schottky barrier and p+-n junction solar cells. Recently, Fraas has presented a qualitative description of grain boundary effects in polycrystalline heterojunction solar cells, treating the grain boundary as a surface in accumulated, depleted or inverted conditions. The net effect of grain boundaries is to increase the dark current, reduce the short circuit (light) current, decrease the shunt resistance and series conductance and lower the open circuit voltage of the solar cells. A quantitative examination of grain boundary mechanisms in compound semiconductor thin-film photovoltaic devices has also been presented. In this, the interrelationships between minority carrier recombination, grain size and open circuit voltage are derived. The present paper extends upon this treatment by relating the collection efficiency, \( \eta_{\text{coll}} \), of the heterostructure to the grain boundary recombination and carrier lifetime. In turn, the AM1 short circuit currents are derived and the dependences of these currents on grain diameter and grain boundary configuration are evaluated. Finally, the validity of the results are examined for the CdS/CuInSe\(_2\) heterojunction solar cell.

3.6.2 Discussion of Results

3.6.2.1 The Grain Boundary and Carrier Lifetime

A representation of the band diagram of the region surrounding a grain boundary in a p-type semiconductor is shown in Fig. 1 for both the (a) dark and (b) illuminated cases. This model has been utilized to calculate the diffusion potential profile surrounding this defect region. The potential is a function of the grain boundary interface state density, \( N_1 \), which corresponds approximately to the following grain boundary types:

(i) High-angle grain boundaries (25° < \( \theta \) < 90°): \( N_1 > 10^{13}/\text{cm}^2\)-eV

(ii) Medium-angle grain boundaries (1° < \( \theta \) < 25°): \( 10^{13} > N_1 > 10^{11}/\text{cm}^2\)-eV

and,

(iii) Low-angle grain boundaries (\( \theta \) < 5°): \( N_1 < 10^{11}/\text{cm}^2\)-eV
where $\theta$ is the misfit angle between the adjacent grains. The recombination current and recombination velocity can be related to the diffusion potential and, in turn, the relationship between the grain boundary minority carrier lifetime, $\tau$, and the grain size can be determined. This dependence is presented in Fig. 2 for CuInSe$_2$. The bulk (single crystal) lifetime is indicated by the dashed line. For the high angle grain boundary case, with a typical $10^{-4} \text{ cm}$ grain size, the minority carrier lifetime is in the range $10^{-9} - 10^{-10} \text{s}$, or about an order of magnitude lower than the reported single crystal case.

### 3.6.2.2 Grain Boundary-Solar Cell Effects

The short circuit current density for a heterojunction solar cell can be expressed:

$$J_{SC} = \mu \frac{F(\phi')}{(S + \mu F(\phi'))} \int_{\lambda} \phi_o(\lambda) T_g R'(\lambda) A'(\lambda) \eta_{coll}(\lambda, \tau) d \lambda$$

where $\mu$ is the carrier mobility; $F$, the electric field at the junction; $\phi'$, the photon flux at the junction; $\phi_o$, the incident photon flux; $T_g$, the optical transmission of the top electrode; $R'(\lambda)$ and $A'(\lambda)$, functions of the reflection and absorption parameters; and, $\eta_{coll}$, the collection efficiency.

Rothwarf used a geometrical argument to account for carrier recombination. In this, all carriers generated closer to the grain boundary than the junction are lost. Using a cylindrical grain model, the calculated collection efficiency is

$$\eta_{coll} = 1 + \left(\frac{4}{a \delta}\right) \left(\frac{2}{a \delta} - 1\right) + \exp\left(-\frac{\alpha d}{(1-\exp(-\alpha d))}\right) \left(\frac{4d}{\delta}\right) \left(\frac{1-d/\delta - 2/\alpha \delta}{1-d/\delta - 2/\alpha \delta}\right)$$

where $\alpha$ is the absorption coefficient; $\delta$, the grain diameter; $d$, the film thickness. Eq. 2 is for the case of a cell illuminated through the higher bandgap (window) semiconductor, with $\delta > d$. A complementary expression was reported for $\delta < 2d$. This geometrical model qualitatively accounts for the decrease in $J_{SC}$, and has been used effectively in a lost minimization formalism for the terms of the minority carrier lifetime.

$$\eta_{coll} = \frac{[\exp\left(-d/\sqrt{D_1 \tau_1}\right) - \exp\left(-\alpha d\right)] [\alpha - 1/\sqrt{D_2 \tau_2}]}{[\exp\left(-d/\sqrt{D_2 \tau_2}\right) - \exp\left(-\alpha d\right)] [\alpha - 1/\sqrt{D_1 \tau_1}]}$$

where the subscript "1" refers to the polycrystalline case and "2" to the single crystal case. $D$ is the carrier diffusion coefficient. The dependence of $\eta_{coll}$ (Eq. 3) upon $\tau$ for a CdS/CuInSe$_2$ (1$\mu$m) device is shown in Fig. 3.
Combining Eq. 3 with the dependence of $\tau$ on $\delta$ (Fig. 2), $\eta_{\text{coll}}$ can be determined as a function of grain size. This is presented in Fig. 4 for various interface state densities. Also shown by the dashed line in Fig. 4 is the corresponding data for the geometrical model (Eq. 2 and its complement). These data correspond roughly to a thin-film device with a high density of high-angle grain boundaries.

In the case of the thin-film CdS/CuInSe$_2$, the recombination and collection efficiency geometrical model represented in Eq. 2 consistently predicts short circuit currents lower than those measured. Diffraction data taken on the ternary thin films indicate a relatively significant density of medium angle grain boundaries. Fig. 5 shows $J_{\text{sc}}$ as a function of grain diameter for several CdS/CuInSe$_2$ devices with a 1 $\mu$m thick ternary layer. The solid line indicates the model of Fig. 4 with $N_i = 5 \times 10^{12} / \text{cm}^2$-eV. A relatively good fit to the data, especially for higher $\delta$ values is observed. The dashed line indicates the corresponding dependence for the geometrical model.

### 3.6.3 Observations and Conclusions

The dependence of the minority carrier lifetime on grain diameter for thin, polycrystalline solar cells has been reported. Those data have been combined with the expression for collection efficiency to evaluate $\eta_{\text{coll}}(\delta)$ for various grain boundary conditions. These data indicate that the geometrical model for grain boundary recombination proposed by Rothwarf$^6$ roughly corresponds to a high angle grain boundary condition. An improvement over this model is observed in the case of the CdS/CuInSe$_2$ heterostructure, using the lifetime model (Eq. 3) with a mix of high and medium angle grain boundaries.

The results of this paper can be combined with previous calculations of $V_{\text{oc}} - \delta$ dependences, interface contributions and fill-factor determinations to effectively account for the performance of photovoltaic heterostructures. These evaluations can also be utilized to predict attainable efficiencies for thin-film polycrystalline solar cells.

### 3.6.4 References
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Fig. 1 Energy band diagram for the grain boundary region of p-type semiconductor: (a) Dark case with diffusion potential $q\Phi_B$; (b) Illuminated case, with diffusion potential $q\Phi'_B$. 
Fig. 2  Dependence of minority carrier lifetime on grain diameter for various interface state densities in p-CuInSe$_2$. Dashed line indicates single crystal minority carrier lifetime.
Fig. 3 Collection efficiency as a function of minority carrier lifetime for CdS/CuInSe₂ heterojunction. CuInSe₂ thickness is 1 μm.
Fig. 4 Dependence of collection efficiency upon grain size for various interface state densities (CdS/CuInSe$_2$ heterostructure). Dashed line indicates geometrical model.
Fig. 5 $J_{sc}$ as a function of grain size. Solid line represents model of Eq. 3; dashed line, geometrical model of Eq. 2. Data are for CuInSe$_2$ thin-film devices: $\bullet$ - 6.6% efficient device; $\circ$ - 6.1% efficient device; $\Box$ - 5.4% efficient device; $\square$ - 5.2% efficient device; and, $\blacksquare$ - 4.0% efficient device.
3.7 ATTAINABLE EFFICIENCIES WITH THIN-FILM HETEROJUNCTION SOLAR CELLS
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ABSTRACT

The expected performances of several thin-film heterojunction solar cells are predicted based upon reliable materials' properties. The short-circuit currents, open-circuit voltages and fill-factors are calculated based primarily on the approach of Rothwarf and Barnett. These calculations consider film electrical properties (resistivity, carrier concentrations, mobility, energy bandgaps, electron affinities, grain sizes, lattice matches, interface and grain boundary recombinations). The performance status of several heterojunction (InP/CdS, CuInSe$_2$/CdS, CuInS$_2$/CdS) is compared with the predicted attainable values. Therefore, critical areas for device improvement are indicated and the expected device efficiencies are predicted.
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ABSTRACT

The photovoltaic effect in several thin-film homo- and heterodiodes using I-II-III-VI$_2$ semiconductors has been demonstrated. The majority of this work has centered on the Cu-ternaries (i.e., CuInS$_2$, CuInSe$_2$, and CuInTe$_2$), and the success—both in demonstration and stability—has varied. CuInS$_2$ and CuInSe$_2$ thin-film homojunctions, and heterojunctions of these ternaries and CuInTe$_2$ with CdS, have been reported. Light J-V characteristics (under 100 mW/cm$^2$ illumination) of the best of these devices produced to date are presented in Fig. 1. It should be stressed that work on the Cu-ternaries—especially the thin-film photovoltaic devices—is still in its infancy. Relatively little is yet known about the device compatibility of these materials, and much good semiconductor research remains to be accomplished for them. This paper attempts to discuss the problems and stability of the Cu-ternary devices and materials based upon the experience with some laboratory research devices.
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3.8.1 Structure and Growth

The Cu-ternaries used in photovoltaic devices crystallize into the chalcopyrite structure. This relatively complex arrangement is shown in the 110-projection of Fig. 2. The unit cell, indicated by the dashed lines in Fig. 2, is represented more clearly for CuInS$_2$ in Fig. 3. The chalcopyrite structure is a fairly stable arrangement for the Cu-ternaries. As an example, CuInSe$_2$ possesses this structure to 810°C, above which critical temperature a pseudocubic lattice structure results. Actually in the growth of this material, crystallization into this pseudocubic modification takes place at 986°C and then transforms to the tetragonal phase of 810°C due to the ordering of the metal atoms. As might be expected for the evaporation process used to produce these ternary compounds in thin-film form, the control of the structural, electrical and optical properties is a sensitive and complex problem which depends critically on the ensemble of deposition conditions, handling and post deposition treatments. If two layers are required (e.g. for devices), the problems multiply. To this time, a two-source deposition scheme has been necessary to control the chalcogen content, the Cu-vacancy level, and the resulting film majority carrier type. This method has produced the best device-quality layers, but better control and reproducibility are needed.

X-ray and electron diffraction data relating structural properties to deposition conditions have been reported. Films have varied from multi-phased (detecting such compounds as Cu$_2$X and In$_2$X$_3$, where X = S, Se, or Te depending on the evaporant) to good single phase material. Recently, the presence of a semiconducting spinel (CuIn$_5$S$_8$) has been detected in In-rich grown "CuInS$_2". This spinel has properties similar to the chalcopyrite ternary, and only a slightly smaller bandgap. The potential for existence of this spinel exists for the other ternaries as well.

3.8.2 Impurity Diffusion and Interdiffusion

The investigations on doping the chalcopyrite-type compounds have indicated rapid changes in the electrical conductivity upon annealing and the rapid diffusion of electrically active defects. Examples include the increase in resistance during the preparation of CdS heterojunctions, and the net drop in acceptor concentration at the CdS/CuInSe$_2$ interface.

Most diffusion investigations have centered on impurities in CuInSe$_2$. In single crystals the diffusion coefficient has been found to be essentially independent of the diffusing species, whether it be Cu, Zn, Se, Cd or Ag. The rate controlling process seems to be the in- or outdiffusion of Se. Tell et al., have reported the diffusion coefficients at 300°C for Cu, Zn and Cd (from an elemental film source) to be $1.4 \times 10^{-8}$ cm$^2$/s into CuInSe$_2$. 
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The diffusion problem in the thin polycrystalline film is enhanced with a more rapid process at the grain boundary. The relatively high room temperature diffusion coefficients reported for Cd (and other diffusants) were perceived to be potential degradation problems in the CdS/Cu-ternary heterostructures.

Fig. 4 shows a depth-compositional profile of one of the better CdS/CuInSe₂ devices (efficiency = 5.2%). It was fabricated completely in situ and exhibits a relatively orderly change from the n-CdS to the p-ternary side. Neither the entire CdS layer, which was 4 μm thick, nor the entire CuInSe₂ (0.46 μm) is represented in Fig. 4 so that the junction region can be better examined. In addition to the five elements involved in the two thin films, the oxygen level was also monitored. In the in situ fabricated devices, no oxygen was detected either in the films or in the junction region.

A related problem which plagues the cases in which the device undergoes an external annealing (in Ar-H₂Se) after ternary deposition is shown in Fig. 5. Although relatively constant CdS and CuInSe₂ layers are produced and good transition of the elements from one side of the junction to the other is apparent, and oxide layer results at the interface. The source of the oxide is presumed from the inevitable exposure to atmosphere during transfer and to some oxygen in the annealing environment itself. The extent of the resulting oxide region can be limited by etching the ternary prior to the CdS deposition but it has not been eliminated completely.

The device characteristics have shown significant improvement by annealing the solar cell for short periods (10-20 min) in 10⁻¹ Pa vacuum. The indication that elemental Cd has a high diffusion coefficient in CuInSe₂ crystals provided some concern. Since some enhancement of the diffusion process is expected along the grain boundaries of the polycrystalline thin films and since some of these devices had shown degradation in output upon heat treatments, a study of the diffusion of the Cd from the CdS layer into the ternary thin film was initiated.
Fig. 6 shows the junction region of a device which had been annealed at 600 K for two hours. This device was fabricated under the same in situ conditions as the one shown in Fig. 4 and had similar performance characteristics. The most apparent effect of the annealing treatment is the diffusion of the Cd into the ternary film. The S, Cu, In and Se profiles are not drastically changed. Using the Hall-Morabito formalism\textsuperscript{10} for determining the grain boundary diffusion coefficient (using the detectability limits of AES) \(D\) can be obtained. Fig. 7 shows \(D'\) as a function of inverse annealing temperature for diffusion of Cd from CdS into a CuInSe\(_2\) thin film. The data are taken for devices which had been fabricated under the identical in situ conditions, and only the post-deposition annealing temperature was changed. The grain boundary diffusion coefficient follows the relationship:

\[
D' = D_0 \exp\left(-\frac{E_a}{kT}\right)
\]

where \(D_0 = 10.6\) cm\(^2\)/s and \(E_a = 1.5\) eV for this case.

The diffusion of Cu into the CdS is minimal as discernible in Auger data only at annealing temperature exceeding 575 K. The degradation of the Cu\(_2\)S-CdS cell is partially attributed to this mechanism. It has been proposed that the Cu-grain boundary migration problem would not be as serious in the CdS/CuInSe\(_2\) cell owing to the fact that Cu is more tightly bound in the chalcopyrite lattice. These diffusion studies seem to verify this proposition.

Studies similar to those of Tell et al.,\textsuperscript{8} have been performed using AES and an elemental Cd film diffusion source for both single crystal and thin-film CuInSe\(_2\). Fig. 7 shows the results for:

(a) Thin film, bulk diffusion within grain, elemental Cd-source:

\[D = 154 \exp(-1.25 \text{ eV/kT})\]

(a') Thin film grain boundary diffusion, elemental Cd-source:

\[D = 8.4 \times 10^3 \exp(-1.15 \text{ eV/kT})\]

(b) Single crystal, bulk diffusion, elemental Cd-source:

\[D = 160 \exp(-1.22 \text{ eV/kT})\]

(c) Single crystal, bulk diffusion, elemental Cd-source (Tell et al.)

\[D = 164 \exp(-1.19 \text{ eV/kT})\]
For comparison:

(e) Thin-film CuInSe\(_2\), grain boundary diffusion, CdS source:

\[ D = 13.8 \exp(-1.5 \text{ eV/kT}) \]

Similar data taken for CuInS\(_2\) and CuInTe\(_2\) reveal:

(i) Thin-film CuInS\(_2\), grain boundary diffusion, CdS source:

\[ D' = 13.8 \exp(-1.7\text{eV/kT}) \]

(ii) Thin-film CuInTe\(_2\), grain boundary diffusion, CdS source:

\[ D' = 5.05 \exp(-1.38 \text{ eV/kT}) \]

The differences between the CdS and the Cd diffusant sources are attributed to:

1. the differences in concentrations and concentration gradients,
2. the stress differences at the interface, and
3. the difference in activation from each source.

The agreement of the Cd-source data with that of Tell et al.\(^8\) is remarkable considering the difference in analysis techniques. It seems to support the proposition that the ternaries have high vacancy populations which dominate the diffusion process.

Recent absorption coefficient measurements on CuInS\(_2\) thin films have detected the presence and effects of the Cu-vacancies.\(^9\) The shoulder in the \(a\) vs photon energy characteristics (see Fig. 8) corresponds to a strong Cu-vacancy band as represented in Fig. 9.

3.8.3 Summary

More work on the production and demonstration of ternary devices is necessary before a useful, systematic study can be made. The initial investigations reveal, however:

- The growth techniques and deposition parameters used in ternary film production critically affect structural and electrical properties and related device stability.

- Diffusion of many elements into crystallizing regions is independent of diffusion species and the diffusion coefficient is relatively high due to vacancy population in the ternary.

- Interdiffusion along grain boundaries in the CdS/Cu-ternary devices can result in device degradation and failure especially for temperatures exceeding 500 K.
Due to the fast diffusion of metals into the ternaries, the reliability of contacts may prove to be a problem.

3.8.3 References


Fig. 1. Summary of J-V characteristics of Cu-ternary devices. (Illumination is 100 mW/cm²).
Fig. 2. 100-projection of chalcopyrite lattice. Unit cell is indicated by dashed lines.
Fig. 3. Chalcopyrite Unit Cell (CuInS₂).
CdS/CuInSe₂

0.5 μm

Cd × 1
S × 1
In × 1
Se × 5
Cu × 2
O × 10

P-P AMPLITUDE

SPUTTERING TIME (5 min/div)

Fig. 4. Depth-compositional profile of in-situ produced thin-film device.
Fig. 5. AES profile of etched junction. The processing involves an external H₂Se anneal and a mild HCl etch prior to CdS deposition.
Fig. 6. Depth-compositional profile of degraded device, after annealing at 600 K, 2 hrs.
Fig. 8. Absorption coefficient dependences of photon energy.
Fig. 9. Band structure representation for CuInS₂ thin films.
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ABSTRACT

Even a cursory examination of the cross-section and microstructure of a thin-film polycrystalline solar cell can produce some skepticism in the mind of the most ardent thin-film photovoltaics advocate. How can this device, with its maze of grain boundaries, interfaces, defects, surfaces, and metallurgical junctions, be expected to remain reliable or stable even if it is allowed to remain unmolested let alone exposed to severe fields, illumination, changing loads, temperature gradients and cycling, and its entire processing sequence. In fact, the challenge of stability assurance over 10-20 year time periods is equally if not more important to the photovoltaic effort than the 10% efficient thin-film device or the $0.50/peak watt program goals. This paper focuses on potential and real problems relating to the interaction of the materials making up the solid state devices and compounded by the special considerations of thin layers of polycrystallinity.
3.9.1 The Problems -- In General

A simplified but illustrative representation of a thin-film device is shown in Fig. 1. For the purposes of this paper, the major problem areas indicated are primarily considered. They are: (A) The grid or finger contact/semiconductor interface; (B) The semiconductor/semiconductor (or junction) interface; and (C) The semiconductor/back-contact region. A', B', C' represent the special cases of A, B, and C at grain boundaries where enhanced interactions can occur.

The movement of atomic species, or the diffusion mechanism, is prevalent to some extent in all solids and materials systems. Basically, diffusion can be defined in two identifiable regimes: (1) Diffusion in a material at chemical equilibrium. That is, there exists a uniform chemical and native defect composition. For the solvent species, the process is called SELF-DIFFUSION, and for the solute species, ISOCONCENTRATION DIFFUSION; (2) Diffusion entailing a net chemical flux. In this case, the system is not in equilibrium, and the resulting chemical potential gradients establish chemical fluxes. This chemical diffusion or INTERDIFFUSION results in the net flow of matter which generally leads to an expansion (but sometimes a contraction) of the diffusion region. This is illustrated in Fig. 2. At t = 0, the materials are brought into contact, some atomic interarrangement occurs for t > 0, and equal distribution is reached at infinite time. The term "interdiffusion" is usually applied to any case when atomic interpenetration is experienced after metallurgically coupling two materials. This penetration can be significantly enhanced along defects, such as grain boundaries. The interdiffusion problem and its effects on device stability form the major considerations of this paper. In addition, some other interface problems which limit device performance and result from device processing are discussed. Representative examples are cited from a variety of device types including SnOx/Si, CdS/CuInSe2, CdS/CuInS2, CdS/CuInTe2, Cu2S/CdS, InP/CdS, GaAs, and amorphous Si.

3.9.2 The Techniques -- AES and SIMS

The diffusion process has been studied, simplified, complicated, interpreted, and misinterpreted using a variety of techniques. The relatively recent development of surface analysis techniques which can provide elemental and chemical information about fraction of monolayer thicknesses has been important to both the uncovering of diffusion-related problems and the investigation of the mechanism itself. Of the more than 60 identified surface measurement techniques which have been reported,1 two which are complementary in nature have highlighted interdiffusion investigations: (1) Auger electron
spectroscopy (AES); and (2) secondary ion mass spectroscopy (SIMS). The AES technique analyzes Auger electrons generated by a radiationless process by an incident beam. SIMS, on the other hand, uses an ion probe to give rise to secondary positive and negative ions from the material under investigation. Detailed information about these techniques is available in the literature\(^1\) and therefore, will not be discussed herein.

Application of the AES technique in combination with ion etching to diffusion problems and extensive interpretation of the results has been reported by Morabito and Hall for single crystal (bulk)\(^2\) and grain boundary\(^3\) cases. This analysis was extended and modified to account for grain boundary diffusion coefficients by observing the time for "first-appearance" at a surface using the detectability limits of AES or SIMS (0.1 atomic %).\(^3\)

Because of the sensitivity and truly surface (e.g., Auger electrons evolve from layers 10 Å or less for AES, typically) nature of the techniques they can also be utilized to uncover process related performance-inhibiting layers (e.g., oxides at interfaces). Isotopes and oxide states can also be identified with some reasonable care.

### 3.9.3 The Problems -- Specific Cases

In this section, several interface and interdiffusion problems are cited. Some are examples from solar cell cases, and others are meant to be representative of a broad range of related problems.

**A. InP With CdS and Schottky Barriers.** InP has been demonstrated as a useful material in heterojunction and Schottky barrier devices. The single crystal, thin-film CdS/InP solar cell has been reported to be stable at temperatures to 200°C in room ambient.\(^4\) A thin-film version of this device has been reported with similar stability and no detectable interdiffusion at these temperatures. The effects of heat treatments on metal-InP Schottky barriers has been reported using SIMS.\(^6\) Au, Al, Cr, Ni and Ti were used and SIMS distribution profiles of elemental species were obtained as a function of the metal and InP. Fig. 3a presents a three dimensional composite for the Al-InP case. No degradation is noted until some P outdiffusion at 500°C. In contrast, Fig. 4a shows SIMS data for a Au-InP device. The profile is well behaved to 275°C, with negligible interdiffusion. Above 350°C, In outdiffuses and at 500°C, In builds up in the Au, forming an alloy. The accompanying effect on barrier height is tabulated with the figure. The Ni/InP and Ti/InP profiles are shown in Figs. 3b and 4b respectively. A summary of the metal-InP barriers, the temperature treatment, barrier effect, and degradation mechanism is presented in Table 1. The interdiffusion and barrier degradation correlate well in each case.
B. GaAs. Similar interdiffusion effects have been reported for Ta-GaAs Schottky barriers, using AES. Fig. 5a presents AES data exhibiting the interdiffusion problem for both sputtered and e-beam evaporated Ta films. The corresponding barrier height degradation is shown in Fig. 5b. For this system, the onset of interdiffusion and barrier height effects in W(Ti)/n-GaAs diodes are shown as a function of annealing in Fig. 6. AES techniques have revealed that Au has diffused through the 1000 Å W(Ti) layer to the GaAs interface, after annealing at 500-600°C for 15 hours.

C. Amorphous Si. Amorphous Si films prepared by glow discharge have been shown to contain considerable amounts of bonded hydrogen (10-50 atomic %). SIMS has been used to examine the outdiffusion of hydrogen which could be disastrous to solar cells. Carlson has measured the diffusion, and Fig. 7a shows the profiles of the control deuterated sample and a sample heated for 25 hours at 300°C. The diffusion coefficient of deuterium is found to be

\[ D = 1.17 \times 10^{-2} \exp \left( -1.53 \pm 0.15/kT \right). \]  

D. Cuprous Oxide. Barrier heights in cuprous oxide Schottky barriers have been disappointingly lower than predicted. Recent AES work has shown that oxygen diffusion from the cuprous oxide to the metal interface (e.g., Mg) forms a metal oxide layer (e.g., MgO) and leaves a copper rich layer behind. This occurs at essentially room temperature (during evaporation) and lowers the barrier height to an undesirable and unacceptable level.

E. Cu₂S/CdS. The extent of the copper diffusion problem at the junction region of this device is not yet fully identified or understood. In some materials, an irreversible degradation results and is attributed to the electrochemical decomposition of the copper sulfide and diffusion of the copper along the boundary regions. In other Cu₂S material, similar or more devastating operating conditions have not shown this effect. The interdiffusion at the junction interface needs more attention and it is expected that interpretable information can be gained from current work on more planar heterointerfaces.

F. Cu-Ternaries. CdS/CuInSe₂ thin-film polycrystalline solar cells have been produced in both flux wall (i.e., illumination through the ternary) and backwall (i.e., illumination through the CdS) configurations. In cases where the initial ternary layer is removed from the vacuum system and etched, an oxide layer results at the junction interface. The extent of the resulting oxide region can be limited but not eliminated by etching. A high series resistance results when such an oxide is present, limiting both J_sc and the fill-factor. The detected oxide layer is shown in Fig. 8.
CdS/CuInSe$_2$, CdS/CuIn$_2$S$_2$, and CdS/CuInTe$_2$ devices exhibit an interdiffusion degradation mode when the junctions are heated above 500 K.\(^\text{13}\) Diffusion of the Cd from the CdS into the ternary has been observed using AES techniques for all devices. As an example, Fig. 9 shows a depth-compositional profile of a CdS/CuIn$_2$S$_2$ thin-film device with $\eta = 3.2\%$, $V_{oc} = 0.51$ V and $J_{sc} = 11.8 mA/cm^2$. An orderly change from n-CdS to p-CuInS$_2$ is evident. Fig. 10 shows the same device junction region after a 3.5 hour, 600 K anneal. The most apparent effect of this treatment is the diffusion of Cd into the ternary film. Using the Hall-Morabito formalism,\(^\text{3}\) the grain boundary diffusion coefficient has been determined, and follows the relationship\(^\text{13}\)

$$D' = D_0 \exp \left(-\frac{E_a}{kT}\right) \quad (2)$$

for the data presented in Fig. 11. Values of the $D_0$ have been determined: $D_0 = 13.8$ cm$^2$/sec (CuInS$_2$); 10.6 cm$^2$/sec (CuInSe$_2$); and 5.05 cm$^2$/sec (CuInTe$_2$). The activation energies are 1.7, 1.5, and 1.38 eV respectively. Unlike the Cu$_2$S/CdS device, the diffusion of Cu is not discernible over this temperature range. Device characteristics are stable for these heterostructures operating up to 423 K. Definite, irreversible degradation in performance is experienced for operating temperatures in excess of 500 K. These data may cause some concern for device lifetimes under severe operating temperatures.

G. SnO$_2$/Si. A major source of degradation for the SnO$_2$/Si heterojunction solar cell has been identified as a thin silicon oxide layer at the SnO$_2$/Si interface.\(^\text{14}\) Fig. 12 shows the major differentiated Auger spectra for Sn, O and Si at (a) the SnO$_2$ layer, just before the junction, (b) the junction interface, and (c) the silicon bulk, just after the interface. Both the energy position and shape of the oxygen peak change over the region. These data have been used to identify the interfacial layer as SiO$_2$. A calculation of the rate of oxygen diffusion to the interface predicts a rate some 12 orders of magnitude lower than observed at the processing and operation temperatures. However, the activation energy associated with the growth of the layer is 1.1 - 1.3 eV, indicating that the oxidation results from field aided diffusion of O$_2$ - ions. Similar degradation and diffusion effects have been noted for ITO/Si cells at elevated temperatures.\(^\text{14}\)

3.9.4 Summary

Much work remains to be done on controlling interdiffusion mechanisms in thin polycrystalline solar cells. The minimization of such degradation processes poses a major challenge.
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Fig. 1. Schematic representation of thin-film, polycrystalline photovoltaic device.
Fig. 2. Graphical representation of the interdiffusion process. "t" indicates time.
Fig. 3. SIMS depth profiles for InP Schottky barrier devices. (After H.B. Kim et al., Instit. of Phys. Conf. Series, 33b, 145 (1976).
Table 1. Metal - InP Schottky Barriers

<table>
<thead>
<tr>
<th>Metal</th>
<th>T (°C)</th>
<th>n</th>
<th>$q\phi_b$ (eV)</th>
<th>Degradation Mechanism</th>
<th>Safe T (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>Before</td>
<td>400</td>
<td>0.97</td>
<td>0.43</td>
<td>Au indiffusion</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td></td>
<td>0.89</td>
<td>0.43</td>
<td>In outdiffusion</td>
</tr>
<tr>
<td>Al</td>
<td>Before</td>
<td>500</td>
<td>1.11</td>
<td>0.50</td>
<td>Stable</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td></td>
<td>1.24</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>Before</td>
<td>500</td>
<td>- short -</td>
<td>Stability</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Au)-Ni</td>
<td>Before</td>
<td>350</td>
<td>- short -</td>
<td>Catastrophic</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td></td>
<td></td>
<td>Au,Ni indiffusion</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>In, P outdiffusion</td>
<td></td>
</tr>
<tr>
<td>(Au)-Ti</td>
<td>Before</td>
<td>400</td>
<td>0.86</td>
<td>0.42</td>
<td>Au diffusion</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td></td>
<td>0.65</td>
<td>0.40</td>
<td>P outdiffusion</td>
</tr>
</tbody>
</table>

Fig. 5. AES profiles of Ta/GaAs Schottky barriers and related barrier height variations. (A. Christou and K. Sleger, Instit. of Phys. Conf. Series #33b, 1976.)
(a) I-V characteristics of Au-1000 W(Ti)/n-GaAs Schottky barriers vs anneal temperatures.

(b) Schottky barrier heights vs anneal temperature for Au-1000A W(Ti) (diode 1) and Au-100A W(Ti) (diode 2) metallizations in n-GaAs.

(c) AES depth profiles of Au-1000A W(Ti) metallization on GaAs.

(d) Activation energy analysis of Au-1000A W(Ti)/n-GaAs diodes annealed at 250°C (24 hrs) and 600°C (15 hrs).

Fig. 7. Amorphous Si diffusion studies. (After Carlson, to be published in Appl. Phys. Lett.)

(a) SIMS profiles of a layered sample before and after 25 hrs at 300 C.

(b) Deuterium diffusion coefficient as a function of inverse temperature.
Fig. 8. AES profile of etched junction. The processing involves an external H$_2$Se anneal and a mild HCl etch prior to CdS deposition.
Fig. 9. AES depth compositional profile of CdS/CuInS₂ thin-film solar cell with 3.2% efficiency.
Fig. 10. AES depth compositional profile of device annealed for 3.5 hrs at 600K.
Fig. 11. Temperature dependence of grain boundary diffusion coefficient, $D$ for Cd from the CdS thin film layer.
Fig. 12. Differentiated AES spectra for SnO$_x$/Si heterojunction solar cell. (a) is in SnO$_2$ layer, just before interface, (b) is detected SiO$_2$ layer at interface, and (c) is in Si, just after junction interface.
3.9.7 Diffusion Definitions

I. Diffusion in a material at chemical equilibrium
   - Uniform chemical and native defect composition
   (i) SELF DIFFUSION: For solvent species
   (ii) ISOCONCENTRATION DIFFUSION: For solute species

II. Diffusion entailing a net chemical flux
   - System not in equilibrium; chemical potential gradients establish chemical fluxes.
   (i) INTERDIFFUSION (or Chemical Diffusion): Results in net flow of matter which generally leads to an expansion or contraction of the diffusion region.
3.10 REPORT ON THE STABILITY OF CdS AND AMORPHOUS BASED THIN-FILM SOLAR CELLS
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PROCEEDINGS: Proceedings of the NBS Workshop of Stability of Thin Film

CONFERENCE: NBS Workshop on the Stability of Thin-film Solar Cells and Materials
Gaithersburg, MD
May 1-3, 1978
REPORT FROM GROUP 1

Co-chairman - Larry Kazmerski and John D. Meakin

Group 1 covered the conventional CdS/Cu$_2$S cell, InP/CdS and copper ternaries with CdS. Amorphous silicon was also included in the group but, unfortu-
nately, was virtually unrepresented for much of the discussion. We will not attempt to cover things in the order in which they were considered as the discussions tended to move from topic to topic in a somewhat random manner. The makeup of the group rather obviously influenced the areas which were of concern and on which most time was spent. Probably a majority of the group are engaged in research on what were christened "infant cells." These are cells which are so young that much of the present work is concerned more with materials than complete devices. The second major component of the group were those engaged in either research or development of the traditional CdS/Cu$_2$S cell. For obvious practical reasons, at least some of these people are now becoming directly concerned with cell lifetimes and stability. We were fortunate to have present representatives of both the commercial companies now entering the manufacturing stage. We will now deal with the specific topics that were discussed to a reasonable extent and in which a fair amount of consensus was achieved.

Degradation Mechanisms

The first viewgraph shows a listing of five degradation mechanisms which seem to cover all the failures that one could expect in the cells under discus-
sion. Interdiffusion implies mass transfer. This could be the motion of an atomic species from one part of the junction to another or in the case of amorphous silicon, this could be actual effusion of hydrogen out of the device. Under the chemical category would be things like oxidation, corro-
sion, or any other change in chemical state. Electrolytic decomposition implies the motion of charged ions under the influence of an electric field. Such an effect has been extensively reported for the Cu$_2$S component of the CdS/Cu$_2$S cell. Photochemical degradation would encompass any change that is directly photon induced. The final category, mechanical or structural degradation, is something of a catch-all. Typical examples would be grids lifting from the surface of the cell or delamination of various cell layers.

I think it is fair to say that much of the thinking that went into the above list was in the framework of completed devices. However, one can probably take all that was said and mutatis mutandis apply it to component materials rather than total devices. Much of the research work on infant cells will in fact involve exploring the above types of effects with regard to the component materials. In due course, the studies will have to be extended to complete devices. There are, of course, a very large number of tests and analytical
procedures that will be used in exploring or investigating these degradation mechanisms but there seems little to be gained by trying to list them.

The next subject covered was probably dealt with toward the end of the discussion rather than at the logical time which would have been right at the beginning. How does one define degradation? In the context of actual use of cells and deployment there was universal agreement that efficiency is the key parameter. Degradation is then the change of efficiency, presumably a reduction, over a time period. For research purposes, all the cell parameters are critical and the major concern here was that reporting of experimentation should be very full and complete. Even if the major point of an experiment is to monitor a single cell parameter such as short circuit current, the reporting should be as complete as possible and give information on all other critical aspects of the tests. A particular concern expressed was that the zero time data should be very fully given. In the absence of a complete description of cell structure and properties before degradation is induced, it is difficult if not impossible to assess the significance of the degradation data.

**Accelerated Testing**

Much of the discussion in this area was motivated by the paper presented by Dr. Thomas of Battelle. The second viewgraph shows the goal of accelerated testing and some rules which were suggested. The goal is to project the usable deployment lifetime from short term testing. The rules are probably not all those necessary to insure meaningful and reliable accelerated testing but represent our first efforts to provide guidance. The first requirement is to establish a meaningful base population of cells. This is what we have been calling the zero time data. It is then necessary to establish that failures induced by the stressing have their equivalence in deployment failures. In order to be able to project performance, it is necessary to establish either empirically or theoretically the functional relationship between the stressing and lifetime. In this area, questions of continuous (e.g., diffusion) and discontinuous (e.g., cracking) failure modes must be addressed. Finally, although Dr. Thomas indicated that he felt from a statistical point of view five stress levels were necessary, the experimentalists were unenthusiastic about the amount of testing that this implies. In the end we went on record as recommending that at least three stress levels are necessary although acknowledging that five might well be preferable.

To try to summarize the above rules and considerations, we have put together a hypothetical stress-performance graph as shown in viewgraph No. 3. The graph shows a range of accelerated testing and the anticipated deployment range. The accelerated range should be as wide as possible and is shown with five stress levels as discussed above. The same failure mode will presumably be established on the basis of failure analysis of cells from the field and from
accelerated testing. The straight line relationship shown is to indicate the continuity of failure from the accelerated into the deployment range. The fourth point on the view-graph is the data base corresponding to the zero time cell population. Finally, lacking an obvious place to mark it on the graph, we have put a question mark referring to the possible effects of synergism or interaction between intentional and possibly unintentional stress situations.

Recalling some of my opening remarks about experiments on new materials and infant cells, there is obviously a subset of the above accelerated testing applying predominantly to materials and components. Results of investigations in this area are unlikely to be functional relations between stress situations and device lifetime. However, there will be very valuable data generated relating the effects of various stresses on new and developing materials. The remarks made above about the necessity for complete reporting and zero time data apply equally well in this area.

**Deployment (Real-Time) Testing**

Discussions in this area did not lead, or even show any promise of leading, to specified test procedures for real time or deployment testing. Substantial agreement was, however, reached in defining the manner in which such testing will be reported. The fourth viewgraph shows in summary the results of the discussions. Complete reporting of insolation conditions is well known to be extremely difficult, but a fair amount of information can be given so that other research groups can at least assess the reported results. Total insolation and peak insolation rates are reasonably easily measured and the requirement here would be to specify the measuring technique. Spectral content is an entirely different matter but as a minimum, the source of illumination should be specified. For example, AM1 simulation could be achieved with ELH lamps or with water filtered quartz-iodine. In the thermal area the important measurements would be the ambient temperature giving both the extreme and the average. There was at least one vigorous proponent of requiring that actual device temperatures also be reported. Other possibly important thermal data would be measurements of both time and spatial gradients of temperature. The experience with the flat-plate silicon arrays suggest that mechanical stresses may also play a prominent role in degradation. Ideally, one would like to know the residual stresses due to the thermal history of the device or array and also those stresses imposed due to thermal cycling, wind pressure and so on. The electrical loading of a cell or array obviously strongly influence its lifetime and full information on the loading system should be given. Other ambient parameters which could influence cell life should be specified as appropriate.

This category could include information on humidity, wind, rain, dust and so on. Finally on the viewgraph, although possibly it would have been more appropriate to put this first, would be complete information on the zero time
data. This could include the sample size, its manner of selection, and a complete description of the base or undegraded properties of the cells under test.

Other Subjects

In addition to the subject covered above, there were various amounts of discussion on a number of other matters. These occurred at various times during the discussion period and we shall make no attempt to put them in any sort of logical order or rank them in order of priority.

The question was raised as to whether a central testing facility was necessary or desirable. Those engaged in purely research activities could see no benefit to such a facility and felt that the turn around time for information would be far too long. We do not wish to misquote the manufacturers who were represented, but my memory is that they felt other more conventional market forces would establish the credibility of a given product and so again there was little benefit in a central facility. One or two people could conceive of some value of such an activity to the sponsoring agencies who may be presented with the task of assessing and comparing the stability studies of different laboratories and organizations. A possible alternative that would serve most groups was seen as the establishment of a set of testing procedures which all parties would adhere to.

In the limited time, there were many topics not dealt with adequately or even in fact mentioned. We would suggest that a vital fact which we shall not be able to ignore is the high likelihood of synergism or interaction between various stressing systems. In due course, we will obviously have to take account of such interactions. Another area that received little if any attention was the precision with which accelerated testing would have to be conducted. If short term tests are to be used to project over long time periods, there are obviously some very rigorous requirements for the precision with which measurements are taken. A number of people drew attention to the fact that special research techniques will have to be developed for degradation studies. Finally, a subject which Dr. Feucht raised in one of the small meetings was that of using time shortening studies in contrast to actual accelerated testing. If the degradation mechanism is caused by the cycling of illumination rather than the total amount of illumination, then one could simulate a year's exposure in about a month by simulating very short days. There may as well be a number of degradation modes which will fit in this category and considerable economy of testing time should be achievable.
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3.11 GROWTH OF CuInSe$_2$ ON CdS USING MOLECULAR BEAM EPITAXY

SERI AUTHOR: L. L. Kazmerski
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(University of Maine)

JOURNALS: Journal of Applied Physics (to appear)

ABSTRACT

Molecular beam epitaxy has been used to grow CuInSe$_2$ on CdS(0001B). Epitaxial growth, as determined from in situ reflection electron diffraction, was observed at a substrate temperature of 300°C. This is the first report of MBE growth of a ternary compound.
The technique of molecular beam epitaxy\textsuperscript{1,2} (MBE) is becoming an increasingly important method of producing high quality semiconductor films for both devices and basic studies. To our knowledge, MBE has thus far been restricted to the growth of binary (e.g., GaAs\textsuperscript{1,2}, ZnTe\textsuperscript{3}) or binary alloy compounds (Al\textsubscript{x}Ga\textsubscript{1-x}As\textsuperscript{1,2}, ZnSe\textsubscript{x}Te\textsubscript{1-x}\textsuperscript{3}). In this letter we report epitaxial growth of the ternary chalcopyrite CuInSe\textsubscript{2} on CdS using MBE.

CuInSe\textsubscript{2} is a material with potential optical and electro-optical applications (1.04 eV direct gap). In particular, the CuInSe\textsubscript{2}-CdS system has nearly optimum efficiency as a heterojunction solar cell\textsuperscript{4} and has already shown promising results in a completely thin-film form.\textsuperscript{5} The lattice mismatch between the (0001) surface of CdS and the (221) surface of CuInSe\textsubscript{2} is 1.16%.

The MBE apparatus in this study employs an ultra-high vacuum ion-pumped system (base pressure in the low 10\textsuperscript{-10} Torr range). The effusion cells are mounted at 20° to the vertical in a source-shroud assembly (Physical Electronics, Inc.), which provides water cooling around the cells and a liquid nitrogen shroud around the entire assembly. The source-substrate distance is approximately 3 inches. A quadrupole residual gas analyzer, 5 kV sputter ion gun, and a 3 kV grazing incidence (-3°) reflection electron diffraction system (RED) are incorporated into the system.

The CuInSe\textsubscript{2} films were grown from three elemental sources at the following temperatures: copper 1020°C to 1050°C, indium 850°C, and selenium 215°C to 230°C. The pressure during growth was in the 10\textsuperscript{-8} Torr range. The CdS substrates (0001B) were chemomechanically polished using an aqueous solution of HCl and KCl (pH = 1.0).\textsuperscript{6} Prior to deposition the substrates were sputter cleaned and annealed at 350°C.

Stoichiometry control is more critical in a ternary as compared to a binary alloy compound. In these initial experiments, the effusion rates were controlled by source temperature rather than by beam fluxes directly. The composition of our best films was within 2% to 3% of stoichiometry, as determined by Auger spectroscopy. This was not sufficient to give consistent electrical properties, but an x-ray powder pattern taken on a polycrystalline film deposited onto fused silica showed only CuInSe\textsubscript{2} lines. In addition, optical absorption coefficients were measured on several films, and all showed an absorption edge at about 1.04 eV.\textsuperscript{7}

Fig. 1 shows the RED pattern of (a) the CdS substrate prior to deposition, and (b) a 3000 Å CuInSe\textsubscript{2} layer deposited at a 300°C substrate temperature (deposition rate ~1μ/hour). Layers deposited at lower substrate temperatures showed no discernible diffraction patterns.

A more detailed description of structural, electrical, and optical properties of these films will be presented in a subsequent paper.
The authors wish to thank S. Mittleman, S. Wagner and W. Unertl for helpful discussions.
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Fig. 1a. RED pattern of CdS Substrate prior to deposition.

Fig. 1b. RED pattern of 300 Å CuInSe₂ layer deposited at a 300°C substrate temperature (deposition rate - 1μ/hour).
3.12 ABSORPTION COEFFICIENT MEASUREMENTS FOR VACUUM DEPOSITED Cu-TERNARY THIN FILMS (Abstract Only)
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Boston, MA
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ABSTRACT

The absorption coefficients of polycrystalline CuInS₂ and CuInSe₂ thin films have been determined at room temperature using transmission measurements. For each of these semiconductors, an absorption edge corresponding to the direct band-gap transition (1.54 ± 0.02 eV for CuInS₂, and 1.00 ± 0.02 eV for CuInSe₂) is observed in the $\alpha$ vs $h\nu$ spectrum. In p-type CuInS₂ thin films, another edge is evident at lower energies (1.41 - 1.42 eV) and is attributed to transitions from a copper vacancy band to the conduction band. The effects of annealing on the absorption coefficient spectra of these chalcopyrite materials are presented. An additional absorption region appears in the CuInSe₂ spectra at higher energies ($h\nu > 1.28$ eV), and is critically dependent on the Se concentration of the films. This effect is discussed in terms of band structure, film stoichiometry and structural characteristics of the films.
3.13 A COMBINED IRRADIANCE - TRANSMITTANCE SOLAR SPECTRUM AND ITS APPLICATION TO PHOTOVOLTAIC EFFICIENCY CALCULATIONS

SERI AUTHORS: P. J. Ireland, S. Wagner, L. L. Kazmerski, and R. L. Hulstrom†

ABSTRACT

SOLTRAN is a flexible computer model for the direct solar beam intensity spectrum at the earth's surface. It has been derived by combining the extraterrestrial solar spectrum with the atmospheric transmittance spectrum. Application of SOLTRAN to the calculation of the potential efficiency of photovoltaic cells demonstrates the effect of atmospheric absorption bands which prevent unequivocal assignment of optimum energy gap values.

†Energy Resource Assessment Branch
3.13.1 Introduction

In this paper we report the development of a new solar power density spectrum and its application to the calculation of maximum potential efficiencies of photovoltaic cells.

The SOLTRAN computer model is derived by combining the extraterrestrial solar spectrum with the atmospheric spectral transmittance. Earlier solar spectra in the region between $\lambda = 0.8$ and $1.0 \mu$m are discussed in some detail because of their interest to photovoltaic converters. It is shown that SOLTRAN correctly incorporates the accepted water absorption bands as do Moon's spectra (1). The terrestrial spectra reported by Gates (2) and by Thomas and Thekaekara (3) are found to be incorrect in this wavelength regime.

Solar cell short circuit currents have been derived from the SOLTRAN model and incorporated in efficiency calculations for single homodiode, for heterojunction and for multijunction cells. A number of calculations has been reported on the maximum light-to-electrical power conversion efficiency attainable with photovoltaic solar cells. Early papers dealt with shallow homodiode cells, applying semi-empirical device analysis (4,5) or thermodynamic arguments (6). All photons with energies above the band gap were considered to contribute to the photocurrent. In the course of the development of heterojunction cells, efficiencies of cells incorporating "window" layers were projected (7,8). The economic prospects of multijunction converters to be used in concentrator systems have stimulated calculations for cascaded cells with individual narrow spectral responses (9-18). In this paper a simple phenomenological diode model (5) was employed together with a constant fill factor. Series optical and electrical structures were assumed for multijunction cells. These photovoltaic efficiency calculations show that the water absorption bands prevent the unequivocal identification of maxima in the efficiency vs. energy gap functions.

3.13.1.1 Solar Power Density Spectrum

SOLTRAN is a combined solar irradiance-atmospheric transmittance computer model, capable of predicting the direct solar beam intensity spectrum (0.25 to 3.0 $\mu$m) at the earth's surface. At present, the spectral resolution is 200 cm$^{-1}$. The extraterrestrial solar spectrum (3) was folded into a modified atmospheric transmittance program, LOWTRAN, (20) and the solar vector geometry. SOLTRAN produces direct (i.e., excluding circumsolar radiation) solar beam intensity spectra at the earth's surface as a function of:

(a) Six atmospheric conditions: 1962 U.S. Standard; tropical - 15°N; midlatitude summer - 45°N July; midlatitude winter - 45°N January; subarctic summer - 60°N July; subarctic winter - 60°N January. Actual temperature, pressure, and water vapor data can be inputted at 1 kilometer altitude increments.
(b) Relative air mass for 0 to 90° solar elevation, and including the influence of atmospheric refraction.

(c) Site altitude.

(d) Aerosols; a surface visual range densities atmospheric clarity (a measure of aerosol concentration) and its altitude profile. Actual aerosol data can also be incorporated.

Shown in Fig. 1 is the spectrum employed in this paper for Golden, Colorado, with the following parameters: midlatitude summer-45°N July; relative air masses 0, 1, and 2; 1707 meters site altitude; clear atmospheric-35 kilometers visibility. Under these conditions, the AM1 power density is 101 mW cm⁻².

Comparison of SOLTRAN spectra with earlier data has revealed an interesting discrepancy. Shown in Fig. 2 is an AM1 spectrum calculated by Thomas and Thekaekara (TT) (3), which is based on and nearly identical to the earlier work of Gates (2). Gates' work and technique have been used by numerous other investigators to produce similar solar power density spectra. Visual comparison of the AM1 spectra of Fig. 1 and Fig. 2 reveals a discrepancy in the λ = 0.8 to 1.0 μm region. Fig. 2 shows deep absorption/attenuation between 0.84 and 0.95 μm whereas the SOLTRAN spectrum (Fig. 1) shows little absorption except for the narrow band at 0.94 μm.

The discrepancy may indicate an error in spectral measurement or evaluation procedures that calls for correction. Also, the width and intensity of the band is of interest to photovoltaic conversion, as it is used to argue in favor of GaAs (λ_gap = 0.868 μm) over InP (λ_gap = 0.926 μm). Therefore we carried out a preliminary investigation by directly comparing the fractional atmospheric transmittance of SOLTRAN to TT.

The major source of atmospheric attenuation in the λ = 0.8 to 1.0 μm region is water vapor. The available TT data are for sea level with precipitable water content of 20 millimeters. The SOLTRAN program for sea level at midlatitude includes 34 mm precipitable water. A 34 mm precipitable water content in the TT data would cause even deeper water-related absorption than shown in Fig. 2. The spectral shape however, which is the more important question to be addressed, will be comparable. In Fig. 3 relative transmittances are plotted for SOLTRAN (curve A) and for TT (curve B). As expected, a major discrepancy exists. SOLTRAN exhibits the well known ρ and σ water absorption bands (21), but not the τ band due to currently insufficient resolution. Curve B is anomalous; it is not attributable to water vapor. A comparison with the data of Moon (1) shows that the structure of Moon's spectral attenuation curves at λ = 0.8 to 1.0 μm are similar to that of SOLTRAN. Further analysis is underway with the aim of exploring the anomalous attenuation reported by TT and by Gates.
3.13.1.2 Solar Cell Efficiency

The cell efficiency, \( \eta \), was computed from the short circuit current density, \( J_{SC} \), the open circuit voltage, \( V_{oc} \), the curve fill factor, \( F \), and the incident solar power flux density, \( P \), as

\[
\eta = \frac{J_{SC} V_{oc} F}{P}
\]  

(1)

\( J_{SC} \) was calculated assuming a quantum efficiency, \( Q \), of 0.90, uniform over the spectrum to which a specific diode can be sensitive according to band gap consideration:

\[
J_{SC} = qQ \int_{\lambda_1}^{\lambda_2} \phi(\lambda) \, d\lambda
\]

(2)

where \( q \) is the electronic charge, \( \phi(\lambda) \) the photon flux density derived from SOLTRAN, \( \lambda_1 \) the short and \( \lambda_2 \) the long wavelength cutoff, respectively.

\( V_{oc} \) was calculated for two series of devices (5). In one, dark current-voltage characteristics are controlled by bulk injection; in the other, by recombination within the space charge. This procedure does not take into account the transition from bulk to space charge controlled current when passing from large to small band gap members of a multijunction device, nor does it consider non-ideal contributions, for example, from bulk or series resistance. However, the results clearly delineate the regime of attainable efficiencies and of optimum band gap values.

The single current type diode equation leads to the following expression for \( V_{oc} \):

\[
V_{oc} = \frac{A k T}{q} \ln \left( \frac{J_{SC}}{J_0} + 1 \right)
\]

(3)

(\( A \) is the diode factor, equal to 1 for diffusion controlled current, and equal to 2 for recombination controlled current, \( k \) is the Boltzmann constant, \( T \) the absolute temperature, and \( J_{SC} \) is the short circuit current density).

The reverse saturation current density, \( J_0 \), was expressed as a function of the energy gap \( E_g \):

\[
J_0 = B_0 \exp \left( -\frac{E_g}{B k T} \right)
\]

(4)

\( B_0 \) was set to a value of 15, in combination with \( A = B \) (either 1 or 2) to provide realistic values of \( J_0 \). A fill factor of 0.80 was chosen for both single and multiple junction cells. No spurious optical losses (arising from reflection, lower than bandgap absorption, etc.) were taken into account.
In multiple junction cells, band gaps were adjusted to provide current continuity. Efficiencies were computed using the common short circuit current, a common fill factor of 0.80, and the sum of the open circuit voltages for the individual layers. Expressed in terms of the absorber material with the lowest gap, $\lambda_g = \frac{h \nu}{E_g}$,

$$J_{sc} = \frac{qQ}{N} \int_0^{\lambda_g} \phi(\lambda) \, d\lambda$$

where $N$ is the number of active layers. The open circuit voltage is represented by

$$V_{oc} = \sum_{i=1}^{N} \frac{A kT}{q} \ln \left( \frac{J_{sc}}{J_{oi}} + 1 \right)$$

### 3.13.1.3 Results and Discussion

Fig. 4 shows the calculated efficiency of single diode heteroface cells with $A=B=1$ and at AM1 as a function of the energy gap ($E_g$) of the absorber. Three typical "window" materials (ZnSe, $E_g = 2.70$ eV; CdS, $E_g = 2.42$ eV; CdSe, $E_g = 1.70$ eV) were considered as well as the limiting case of a homodiode without an absorbing window layer. The wide range of band gaps with potentially high conversion efficiency has been noted in the earliest publications. It can be seen that detailed inclusion of the terrestrial absorption bands does result in pronounced leveling near the maxima. For instance, uncoated diodes can reach efficiencies above 29% with band gaps ranging from 0.92 to 1.37 eV. A plot of $\eta_{max}$ vs. the $E_g$ of the window, Fig. 5 does not reveal a significant effect of atmospheric absorption. Band gaps at maximum efficiency ($\eta_{max}$) were taken to be the average of the upper and the lower band gap value at $2\sigma$ (95.45%) of the numerical efficiency maximum. It is evident from Fig. 6 that $E_g$ at $\eta_{max}$ is rather insensitive to the $E_g$ of the window. It was noticed that variation of the terrestrial air mass value has no significant effect on $E_g$ of the absorber at $\eta_{max}$. For example, the AM2 curve is adequately described by the AM1 function in Fig. 6. Only when going to extraterrestrial illumination (AMO) a noticeable effect is produced.

The optimum range of absorber energy gaps depends little on the current transport mechanism. Furthermore, it is evident from Fig. 6 that the position of this optimum is rather insensitive to the band gap of the window semiconductor, taking into account the wide range of values denoted by the central points plotted in Fig. 6. In particular, the curves for AM1 and AM2 virtually superpose.

Since the key procedure of the multijunction cell calculation is the proper spectral splitting for photocurrent continuity, no passive absorbing window layers were taken into account. In Fig. 7 and 8, $N$ denotes the number of active junctions. Identical diode current-voltage characteristics were
assumed for each diode of a given multijunction cell. The maximum efficiencies for cells with up to seven active layers as a function of the value of the lowest energy gap are as shown in Fig. 7 for A=B=1 and in Fig. 8 for A=B=2. Large numbers of active layers appear unrealistic with present semiconductor technology. However, the calculations also provide a useful estimate of efficiencies attainable through other technologies with potential for photovoltaic conversion. One example could be a multilayer device produced from a series of organic semiconducting dyes, each with its characteristic narrow spectral response. Again it is evident that the atmospheric absorption bands are positioned such as to level out what would otherwise be flat but well defined efficiency maxima. The maxima efficiency as a function of N, Fig. 9, demonstrates the diminishing incremental efficiency per added layer. In fact, it is evident that optical losses somewhat larger than those implied by the assumed quantum efficiency of 0.90 could lead to a maximum in the $\eta_{\text{max}}$ vs. N curve, an effect that has been recognized in studies of spectral splitting (13).
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Fig. 1 Typical SOLTRAN spectra for AM0, AM1, and AM2 at mid-latitude (Golden) with a visibility of 35 km.
Fig. 2 Power density versus wavelength spectra of Thomas and Thekaekara (3) for mid-latitude, sea level conditions and visibility of 23 km.
Fig. 3 Calculated water vapor transmittance curves for SOLTRAN at sea level (A) and Thomas and Thekaekara's (3) data (B) showing the water vapor bands $\rho$, $\sigma$, and $\tau$. 
Fig. 4 Maximum efficiency calculated for heteroface diodes with $A=B=1$ with varying absorber energy gaps and for different window energy gaps; CdSe (1.70 eV), CdS (2.42 eV), ZnSe (2.70 eV), and no window layer (5.0 eV).
Fig. 5 Variation in maximum efficiency versus window cutoff band gap for $A=B=1$ and $A=B=2$. 
Fig. 6  Band gap at maximum efficiency as a function of the window band gap under AM0 and AM1 (also AM2) conditions.
Fig. 7 Multilayer cell efficiency for 1 to 7 absorber layers A=B=1.
Fig. 8 Multilayer cell efficiency for 1 to 7 absorber layers with A=B=2.
Fig. 9 Highest attainable efficiency as a function of the number of active layers under AM1 conditions.

Fig. 9  Highest attainable efficiency as a function of the number of active layers under AM1 conditions.
SECTION 4.0

CONFERENCE PRESENTATIONS

During FY78, SERI Photovoltaics Branch members participated in technical and professional meetings relating to their areas of expertise. This provided a basis for keeping the research staff current on pertinent R&D activities and also provided the appropriate forum for dissemination of their own research results. This section summarizes the technical conference presentations of the Photovoltaics Branch staff during the FY78 period.


13. "AES and SIMS Applications to Device Interface Investigations" (Tutorial), Presented at AVS Special Surface Analysis Regional Meeting, Denver, COY Oct. 6, 1978, (L. L. Kazmerski).
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### APPENDIX B

#### FY78 CONTRACTED FACILITIES/RESEARCH

<table>
<thead>
<tr>
<th>Experiment/Project</th>
<th>SERI STAFF in Charge</th>
<th>University Staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly of crystal growth apparatus</td>
<td>T.F. Ciszek</td>
<td>Colorado School of Mines</td>
</tr>
<tr>
<td>Preliminary crystal growth heat source</td>
<td>T.F. Ciszek</td>
<td>Colorado School of Mines</td>
</tr>
<tr>
<td>Silicon characterization (part of Research Services agreement)</td>
<td>T.F. Ciszek</td>
<td>Colorado School of Mines</td>
</tr>
<tr>
<td>SEM, TEM, X-ray analysis of polycrystalline thin-film GaAs</td>
<td>L.L. Kazmerski</td>
<td>Denver Research Institute</td>
</tr>
<tr>
<td>Fabrication and characterization of Schottky barrier test diodes on polycrystalline silicon</td>
<td>J.M. Olson</td>
<td>University of Colorado</td>
</tr>
<tr>
<td>Electrical characterization of thin semiconductor films</td>
<td>S. Hogan</td>
<td>University of Colorado</td>
</tr>
<tr>
<td>Generation of pure and doped amorphous silicon thin films, investigations of their characteristics, and fabrication of devices from the film</td>
<td>R. Kerns</td>
<td>University of Colorado</td>
</tr>
<tr>
<td>Molecular beam epitaxy of ternary semiconductors</td>
<td>L.L. Kazmerski</td>
<td>University of Maine</td>
</tr>
<tr>
<td>Computer facility</td>
<td>A. Zunger</td>
<td>University of California at Berkeley</td>
</tr>
<tr>
<td>No. of Copies</td>
<td>Distribution</td>
<td></td>
</tr>
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</tbody>
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              | Attn: M. E. Jackson |
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              | Office of Asst. Director for Administration  
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