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ABSTRACT: Low-level jets (LLJs), in which the wind speed attains a local maximum at low altitudes, have been found
to occur in the U.S. mid-Atlantic offshore, a region of active wind energy deployment as of 2023. In contrast to widely stud-
ied regions such as the U.S. southern Great Plains and the California coastline, the mechanisms that underlie LLJs in the
U.S. mid-Atlantic are poorly understood. This work analyzes floating lidar data from buoys deployed in the New York
Bight to understand the characteristics and causes of coastal LLJs in the region. Application of the Hilbert–Huang trans-
form, a frequency analysis technique, to LLJ case studies reveals that mid-Atlantic jets frequently occur during times of ad-
justment in synoptic-scale motions, such as large-scale temperature and pressure gradients or frontal passages, and that
they do not coincide with motions at the native inertial oscillation frequency. Subsequent analysis with theoretical models
of inertial oscillation and thermal winds further reveals that these jets can form in the stationary geostrophic wind profile
from horizontal temperature gradients alone}in contrast to canonical LLJs, which arise from low-level inertial motions.
Here, inertial oscillation can further modulate the intensity and altitude of the wind speed maximum. Statistical evidence
indicates that these oscillations arise from stable stratification and the associated frictional decoupling due to warmer air
flowing over a cold sea surface during the springtime land–sea breeze. These results improve our conceptual understanding
of mid-Atlantic jets and may be used to better predict low-level wind speed maxima.

SIGNIFICANCE STATEMENT: The purpose of this work is to identify and characterize the atmospheric mecha-
nisms that result in an occasional low-level maximum in the wind speed off the U.S. mid-Atlantic coastline. Our findings
show that these low-level jets form due to horizontal temperature gradients arising from fronts and synoptic systems, as
well as from the land–sea breeze that forces warmer air over the cold ocean surface. This work aids predictability of
such jets, improves our understanding of this coastal environment, and has implications for future deployment of off-
shore wind energy in this region.
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1. Introduction

Low-level jets (LLJs) broadly describe local maxima in
wind speed that occur near the surface, as opposed to more
typical monotonically increasing winds with altitude. These
LLJ wind phenomena have important effects on pollutant
transport and air quality (Ryan et al. 1998; Delgado et al.
2015), as well as enhancing moisture transport associated with
deep convection and strong precipitation (Maddox 1983;
Zhang and Fritsch 1986; Higgins et al. 1997). More recently,
as interest in wind energy technology has risen, so has interest
in the characteristics and atmospheric mechanisms of LLJs in
wind-rich resource areas such as the southern Great Plains
(SGP) (e.g., Gutierrez et al. 2017; Wimhurst and Greene
2019; Gadde and Stevens 2021a) and the California coast
(Optis et al. 2020). The U.S. mid-Atlantic recently joined the
list as the focal point of national incentives to develop off-
shore wind energy on the East Coast (White House 2021;
Shields et al. 2022; U.S. Environmental Protection Agency

2023). LLJs have also been found to occur in this offshore re-
gion near New Jersey and Long Island (Colle and Novak
2010; Debnath et al. 2021), but relatively little attention has
been paid to these New York (NY) Bight jets compared with
their more canonical counterparts in the SGP and California
coast. This work analyzes recent floating lidar data from
buoys deployed in the NY Bight to disentangle the effects of
potential LLJ mechanisms.

The canonical Blackadar mechanism (Blackadar 1957) of
inertial oscillation (IO) describes jets in the SGP, which occur
at night with a regular diurnal cycle in the summertime.
(Many definitions of the LLJ, in fact, presuppose this mecha-
nism and nocturnal nature; however, this work defines an LLJ
by its maximum in wind speed alone.) In the Blackadar con-
ceptual model, the onset of atmospheric stability at nighttime
initiates a deviation of the instantaneous winds from a steady-
state wind that balances horizontal pressure gradients and
shear stresses (Cuxart and Jiménez 2007). This deviation leads
to rotation of the wind vector about its equilibrium at the Co-
riolis frequency, which can induce a local maximum in the
wind speed with respect to altitude (Parish et al. 1988; Van de
Wiel et al. 2010; Shapiro and Fedorovich 2010; Du and
Rotunno 2014; Carroll et al. 2019). This model of LLJ forma-
tion has also been shown to apply to nocturnally recurrent
jets at Cabauw in the Netherlands (Baas et al. 2009), over the
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Weddell Sea (Andreas et al. 2000), and over the Baltic coast
(Högström and Smedman-Högström 1984; Smedman et al.
1993, 1995). A key feature of these nocturnal jets is frictional
decoupling that occurs between the boundary layer and flows
at higher altitudes due to nighttime onset of stability over the
daytime-warmed land surface (Du and Rotunno 2014, e.g.,),
which is not expected to be as pronounced in an offshore en-
vironment with approximately constant sea surface tempera-
tures over diurnal time scales. However, Smedman et al.
(1995) found that the land–sea temperature contrast during
daytime was crucial for development of an LLJ in the Baltic
Sea, suggesting that the flow of warm continental air over the
sea surface could induce frictional decoupling.

In contrast, coastal jets in California have been linked to a
baroclinic mechanism, in which winds remain in geostrophic
balance and a wind speed maximum forms due to the cou-
pling of the thermal wind balance with a surface layer below
(Parish 2000). This mechanism has also been shown to en-
hance IO-triggered LLJs in areas of sloped terrain, such as
the SGP (Holton 1967; Shapiro and Fedorovich 2009; Parish
and Oolman 2010). Related to these horizontal temperature
gradients, coastal jets in California have also been linked to
the land–sea breeze (LSB) (Zemba and Friehe 1987; Douglas
1995; Burk and Thompson 1996; Holt 1996; Sgouros and
Helmis 2009). Topography and terrain have likewise been
shown to contribute to California coastal jets through the shape
of the coastline (Beardsley et al. 1987; Burk and Thompson
1996) and to be the dominant factor in barrier jets that form
along mountain ranges, such as the Sierra Nevada (Parish 1982)
and the Antarctic shelf (Parish 1983). Finally, LLJs in many re-
gions have been linked to frontal passage (Ostdiek and Blumen
1995, 1997; Lundquist 2003; Kalashnik 2004; Sgouros and Helmis
2009), which could represent a particular case of the baroclinic
forcing mechanism.

While LLJs in the U.S. mid-Atlantic have been studied for
decades, the scientific community has not yet yielded a clear
consensus on their causes. Observational studies of LLJs on
the East Coast have focused on nocturnal inversion (Doyle
and Warner 1991) and stable stratification induced by LSBs
(Helmis et al. 2013; Debnath et al. 2021) as sources of fric-
tional decoupling and IO, as well as on contributions of
mountainous topography to formation of jets (Doyle and
Warner 1991; Rabenhorst et al. 2014). McCabe and Freedman
(2023) recently linked LLJs in the NY Bight to land–sea
breezes, citing the contribution of differential heating and the
land–sea temperature difference. Other studies utilizing
weather forecasting models have revealed contributions to
LLJs from large-scale gradients in temperature and pressure,
the slope of the Appalachian topography, frontal passages,
and diurnal land–sea temperature contrasts (Zhang et al.
2006; Colle and Novak 2010; Rabenhorst et al. 2014; Aird et al.
2022). Recent modeling studies of the mid-Atlantic offshore
region suggest a strong seasonality in both LLJs (Aird et al.
2022) and sea-breeze events (Xia et al. 2022), which further
suggests that temperature and pressure gradients contribute
to jets in this coastal environment.

The present work examines floating lidar buoy data from
the NY Bight to disentangle mechanisms that may contribute

to these gradients at different time scales, including synoptic-
scale flow, frontal passages, and diurnal land–sea temperature
contrasts. While many existing studies of LLJs only consider
local effects in order to isolate the low-level maxima from
large-scale phenomena such as frontal passages, we make no
such distinction, preferring instead to characterize any and all
low-level maxima in the wind speeds. First, we consider statis-
tics based on 2 years of data in the region to understand the
relationship of LLJ activity with frontal events, seasonality,
and local factors such as the air–sea temperature difference.
Next, we generalize the Hilbert–Huang transform (HHT)
analysis of Lundquist (2003) to examine frequency ranges
suggested by the data, considering different physical processes
rather than a single presupposed mechanism such as IO. We
further investigate inertial motions and synoptic signatures
found from this frequency analysis through a conceptual
framework of IO and thermal wind balance (as in Ostdiek
and Blumen 1997). Section 2 of this paper describes the data-
set and these analysis techniques, including the HHT and con-
ceptual models. Section 3 then presents the results described
above, beginning with the 2-yr statistics, followed by fre-
quency analysis, and concluding with conceptual models.
Finally, section 4 summarizes the primary findings and offers
additional insights for future work.

2. Methods and data

a. Lidar and buoy data

Wind data used in this study come from two floating lidar buoys
in the NY Bight funded by the New York State Energy Research
and Development Authority (NYSERDA) (NYSERDA 2022).
The buoys are located at (39858′09.40′′N, 72843′00.09′′W) for
buoy E05 North and (39832′48.38′′N, 73825′44.01′′W) for buoy
E06 South (hereafter referred to as E05 and E06) (see Fig. A1 in
appendix A for a graphical depiction of the buoy location), sup-
plying lidar wind measurements at 10-min frequency every 20 m
above mean sea level up to 200 m, as well as meteorological data
measured at the buoy. The limited vertical extent of the lidar data
restricts analysis to very low-level jets and cannot identify jets with
a maximum above 180-m altitude (the final measurement altitude
of 200 m is required to show a decrease in wind speed above this
180-m level). Unlike other nearby studies (Zhang et al. 2006; Colle
and Novak 2010; Rabenhorst et al. 2014), this limitation may re-
duce detection of LLJs resulting from inertial oscillation that
would result in maxima near or above the boundary layer height,
compared with contributions from land–sea breeze and frontal
passages which are visible in near-surface winds. The buoys are
separated by approximately 47 km north–south and 60 km east–
west, for a distance of 77 km.

The available data included a single 2-yr period of concurrent
measurements at both buoys spanning September 2019–September
2021 which we use for statistical analysis of coinciding factors
with LLJs in the region. Later analyses are restricted to buoy
E06 in the springtime of April–June 2020 and several 6-day
case studies within this time window due to improved data
availability over E05 during this time period. Additional data
quality control is applied in computing jet statistics: lidar
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readings reporting a wind speed measurement greater than
70 m s21 at any altitude or with measurements at fewer than
3 out of the 10 lidar reading altitudes are considered invalid,
as no validation of the lidars was performed for results be-
yond these thresholds (NYSERDA 2022).

The HHT frequency analysis additionally uses Doppler
lidar data from the Atmospheric Radiation Measurement
(ARM) SGP site C1 over a 12-day period from 9 to 20 June
2018 (Newsom and Krishnamurthy 2023). This dataset ex-
tends up to 4.3 km in altitude, but analysis is restricted to the
lowest 24 levels (as in Bodini et al. 2021), reaching an altitude
of 688 m, which sufficiently captures most nocturnal LLJs.
This 688-m altitude is additionally a reasonable upper bound
of the boundary layer height in the SGP (Bodini et al. 2021),
and thus presents a useful analog to the 200-m maximum alti-
tude of the NY Bight lidar data and typically lower height of
the marine boundary layer.

LLJs are identified in all lidar datasets according to the cri-
teria of Debnath et al. (2021). These criteria are season agnos-
tic and intended to identify low-level maxima in the winds,
which may be relevant to wind energy: 1) the 150-m (refer-
ence turbine hub height) wind speed exceeds the cut-in speed
of 3 m s21; 2) the wind profile displays a local maximum
within the measured altitude levels; and 3) the drop in wind
speed above the local maximum exceeds 1.5 m s21 or 10% of
the maximum wind speed, whichever is higher.

b. Surface analysis

Discussion of fronts and pressure systems are based on in-
terpretation of surface analysis maps from the National
Weather Service Weather Prediction Center (WPC). Statisti-
cal results presented in this work also include statistics related
to the frequency of frontal passage in the region. The 3-h
WPC CONUS surface analysis maps are obtained for the 2-yr
period corresponding to available lidar data from September
2019–September 2021. Images are analyzed for the presence
of a front (warm, cold, or occluded) within a 100-km radius of
buoy E06, as illustrated in Fig. A1. This radius is determined
from multiplying a characteristic wind speed of 10 m s21 by
the interval between surface analysis frames (3 h). A front is
determined to coincide with an LLJ event if the front is pre-
sent in the frame within 3 h of a sustained LLJ event. A sus-
tained LLJ event is defined as a time period in which there is
no more than a 1-h gap in consecutive lidar measurements
(every 10 min) displaying an LLJ. Statistics are reported as a
fraction of 10-min time intervals which belong to an extended
jet event out of all times, and out of times in which a front is
also present. Significance of the difference between these two
fractions is reported as the p value from the binomial test.

c. Temperature gradients computed from WRF
Model data

To approximate horizontal temperature gradients for LLJ
case studies, this study uses archived data for corresponding
case dates from a multiyear Weather Research and Forecast-
ing (WRF) Model run over the U.S. mid-Atlantic region
(Bodini et al. 2020). The archived data include hourly output

of temperature fields up to 260-m altitude. Gradients are ap-
proximated using the difference in temperature at coordinates
that are 60.28 latitude and longitude from buoy E06 (or ap-
proximately 622 km), averaged in altitude up to 200 m and
in time for the case date of interest. The magnitude of tem-
perature gradients computed this way is not sensitive to
increasing the horizontal distance used in differencing, pro-
vided the points used in the computation are both over the
ocean.

d. Hilbert–Huang transform

The HHT is applied to velocity components from the lidar
data according to the procedure of Lundquist (2003). In brief,
the time-varying velocity component (U or V) at a single alti-
tude level is decomposed into its intrinsic mode functions
(IMFs). The Hilbert transform is applied to each IMF to re-
cover a complex signal: A(t)exp[iu(t)] (where i is the unit
imaginary number). This resulting signal can be understood
as a sine wave with amplitude A(t) and phase u(t) both vary-
ing in time, and the local-in-time frequency of the sine wave
can be derived by differentiating u(t). Both the decomposition
into IMFs and the Hilbert transform are computed using the
Python package Empirical Mode Decomposition (EMD)
(Quinn et al. 2021).

Frequencies and amplitudes resulting from the HHT are
then analyzed in two ways. First, we generate a frequency
spectra, where the frequencies of a given IMF are weighted
by their associated amplitude and aggregated in time to gen-
erate histograms of the normalized “power” associated with
various frequency ranges (Fig. 7). This weighting and aggrega-
tion is performed within the EMD package. Second, a time–
height mapping of the Hilbert amplitudes filtered for particu-
lar frequency ranges and summed over all IMFs is presented
(in Figs. 8–11). This second analysis is similar to that of
Helmis et al. (2015), but the filtered frequency ranges are much
broader, inclusive over the range 1 3 1026 to 5 3 1025 Hz (cor-
responding to periods of 12 days to 6 h), and centered about
peaks in the frequency power spectra, rather than specific inertial
or diurnal frequencies.

e. Theoretical models

The latter half of the analysis fits time- and height-
varying lidar velocity data from the three mid-Atlantic LLJ
case studies (as in Figs. 9–11) to analytical models of IO
and thermal wind balance following the procedures of
Ostdiek and Blumen (1997). For an IO, data are fit to the
equations

u(z, t) 5 uss(z) 1 A(z)sin[ ft 1 f(z)]
y(z, t) 5 y ss(z) 1 A(z)cos[ ft 1 f(z)]: (1)

The parameters uss(z), y ss(z), A(z), and f(z) (with a value
at each lidar altitude z) are varied to minimize the mean
squared error between the fits u(z, t) and the time series
data.
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Later, we explore the steady-state velocity profiles through
the lens of thermal wind balance, as an Ekman layer coupled
to a surface layer. The Ekman layer solution is given by

uss(z) 5 (ug0 1 ugzz) 1 e2h[(u0 2 ug0)cosh 1 (y0 2 yg0)sinh],
y ss(z) 5 (yg0 1 ygzz) 1 e2h[(y0 2 yg0)cosh 2 (u0 2 ug0)sinh],

(2)

where h 5 z/H, H being the Ekman layer depth, and (ug0, yg0)
are the geostrophic wind components at the surface. The surface
winds u0 and y0 are derived to satisfy a surface layer matching
condition:

­(u, y )
­z

5
A
H

(u, y), (3)

which implies

u0 5
(2 1 A)ug0 1 (1 1 A)Hugz 2 (Ayg0 2 Hygz)

1 1 (1 1 A)2 ,

y0 5
(2 1 A)yg0 1 (1 1 A)Hygz 1 (Ayg0 2 Hygz)

1 1 (1 1 A)2 : (4)

In Eq. (4), (ugz, ygz) refer to the vertical gradients of the
geostrophic wind components, which can be related to hori-
zontal temperature differences through thermal wind bal-
ance. Parameters of this model are varied to minimize the
mean squared error across altitudes between the steady-
state profiles uss(z) and y ss(z) found in Eq. (1) and the pre-
dicted Ekman layer solution. In a freely varying version of

FIG. 1. Frequency of wind speed and direction at z 5 160 m for buoys (top) E05 and (bottom) E06, (left) for all
times and (right) for LLJ events only. Bar height corresponds to the frequency of occurrence of the wind direction as
a percentage of data, and coloring of the bar is proportional to the number of data points in various wind speed bins
(see legend; units: m s21).
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the optimization, the parameters ug0, yg0, ygz, ygz, H, and
A are allowed to vary, with ugz and ygz constrained to fall
within (20.1, 0.1) s21, A within (0, 10), and H within
(0, 400) m to ensure physical solutions. In a second, semi-
constrained version of this optimization, the parameters ugz
and ygz are approximated from horizontal temperature gra-
dients computed from WRF data over the same time period
as the IO fit. These gradients are then fixed, and only ug0,
yg0, H, and A vary in the optimization.

3. Results and discussion

a. Statistical indicators of low-level jets in the
New York Bight

Analysis of the lidar-measured wind speeds at both
NYSERDA buoys over a 2-yr period (spanning September 2019–
September 2021) reveals LLJs that are detected in 2.9% and
3.5% of valid lidar readings collected at buoys E05 and E06,
respectively. These frequencies likely underestimate the pres-
ence of wind speed maxima in the boundary layer due to the
limited 200-m vertical extent of the lidar data. Buoy E06 re-
ports data over 78% of the 2-yr time period, with two large
gaps in available data spanning September 2020–January 2021
and August 2021–December 2021. Buoy E05 reports data over
97% of the 2-yr period and experiences intermittent gaps in data
up to 12 h in duration during June and October 2020. Based on
this data availability, we focus on statistics for buoy E05, while
later selecting case studies from spring 2020 from buoy E06.

Winds in the region are predominantly southwesterly at
both buoys (Fig. 1), with the strongest winds arising from a
southwesterly along-coast direction. Restricting this analysis
to only the LLJ events, however, reveals that LLJs have a
much stronger correlation with west-southwesterly wind di-
rection compared with all data at each buoy. The LLJ distri-
bution favors moderate wind speeds and few occasions where
the wind speed exceeds 18 m s21. These findings are consis-
tent with the results of Debnath et al. (2021), who found that
high-shear periods at the same NYSERDA buoy sites typi-
cally occur during southwesterly flows with a bias toward
west-southwest. Jets are slightly more westerly than the

overall data, and this enhanced cross-coast direction could im-
ply influence of the LSB.

In agreement with previous work (e.g., Debnath et al.
2021; Aird et al. 2022; Colle and Novak 2010; McCabe and
Freedman 2023), we find that LLJs occur most frequently in
the spring months of April–June (Fig. 2) and in afternoon and
evening hours local time (Fig. 3), with a second peak in fre-
quency in the late morning. LLJs are much less frequent in
the autumnal and early winter months of September–January,
though this finding may be impacted by missing data in the
case of E06. In contrast to nocturnal SGP LLJs, which typi-
cally occur after sunset, LLJs occur least frequently in the
nighttime hours (0400–1000 UTC). This key difference indi-
cates that the primary driving mechanism of mid-Atlantic
LLJs is unlikely to be IOs triggered by nocturnal stability.
However, diurnal cycles in the land–sea temperature gradient
may nevertheless be important to controlling the formation
and timing of LLJs (Colle and Novak 2010; McCabe and
Freedman 2023). For instance, the cross-coast land–sea tem-
perature gradient could directly strengthen along-coast winds
during a jet event through thermal wind balance. The findings
of McCabe and Freedman (2023) that LLJs frequently coin-
cide with LSBs, which peak in the late afternoon hours, addi-
tionally implicate a role of the local air–sea temperature
difference.

Consistent with the dominant wind direction, jets are more
likely to occur when the pressure gradient between the two
buoys (Fig. 4, left), which follows an approximately along-
coast southwesterly direction, is positive. Pressure differences
greater than 1 hPa between the buoys are less likely to be
found during an LLJ event, which agrees with the finding that
LLJs are less likely to exhibit 150-m wind speeds exceeding
15 m s21 (Fig. 1). However, LLJ events are more likely to ex-
hibit positive horizontal temperature gradients (higher tem-
peratures to the southwest) of all magnitudes (Fig. 4, right).
These findings further implicate a thermal wind effect: hori-
zontal temperature gradients, potentially related to the LSB,
drive the vertical structure of the geostrophic wind, which
may play an important role in the formation of jets in the re-
gion. Furthermore, Fig. 5 indicates that jet events are much

FIG. 3. Count of LLJ occurrences by hour of the day for both
NYSERDA buoys (colors).

FIG. 2. Count of LLJ occurrences by month of the year for both
NYSERDA buoys (colors).
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more likely than average to exhibit a positive air–sea temper-
ature difference. This feature is consistent with the finding
that LLJs predominantly occur in the springtime and the af-
ternoon. It further suggests that jets may be associated with a
more stable atmosphere, leading to a frictional decoupling
that triggers an IO, as in Smedman et al. (1995). The spring-
time prevalence of jets further suggests an association with a
land–sea breeze pushing warmer air over a colder sea surface
as found in McCabe and Freedman (2023), and the enhanced
presence of LLJs during daytime compared with nighttime
(Fig. 3) further supports LSBs as a contributing factor through
horizontal temperature gradients and/or induced stability.

Fronts, which have been linked to LLJs in several studies
(e.g., Mori 1990; Ostdiek and Blumen 1997; Sgouros and
Helmis 2009; Helmis et al. 2013; Carroll et al. 2019), are an ex-
treme case of horizontal temperature gradients, and may

contribute to the role of thermal winds in LLJ formation.
Comparison of LLJ events with the WPC Surface Analysis ar-
chive reveals an enhanced probability of an LLJ event occur-
ring during a time of frontal activity, compared with the
baseline frequency. Using the criteria described in section 2 to
identify jet events, we find that 6.9% of time points at buoy
E05 are associated with an LLJ event; when a front is present,
the frequency of LLJ-associated time points rises to 12.0%,
representing a 5% increase in likelihood of LLJs in the pres-
ence of a front (p , 0.001). This increase in jet activity with
frontal passage was especially prominent in the springtime
months of 2020, with an increase of 10% probability over the
baseline of 14.9% LLJ-associated times in April–June 2020
(p , 0.001). Thus, LLJs in all seasons showed an enhanced
probability of occurring in temporal proximity to a front in the
region. This finding builds on observations of southwesterly

FIG. 4. Probability density of horizontal differences in (left) pressure and (right) temperature measured at the twoNYSERDA
buoys (southwest minus northeast buoy) for LLJ events and all data points.

FIG. 5. Probability of air–sea temperature T2 Tw difference measured at each NYSERDA buoy [(left) E05, (right) E06],
for LLJ events and for all data points.
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gradients (Fig. 4) to indicate a likely role of temperature and
pressure gradients in creating LLJs in the region. Notably,
however, the prevalence of LLJs during times of frontal activi-
ties is significantly lower than the 2/3 rate of occurrence of
LLJs during LSBs found by McCabe and Freedman (2023),
which suggests that the discontinuities associated with a front
are less conducive to LLJs than the milder gradients associated
with the LSB.

Jets at the NYSERDA buoys most frequently exhibit a jet-
nose maximum wind speed of around 10 m s21 at an altitude
of 60–80 m (Fig. 6). These very low-level events contrast the
land-based measurements of (Zhang et al. 2006), who found
jets over Fort Meade, Maryland, with maximum wind speeds
concentrated at a 400 m altitude and higher. Our finding likely
reflects the limited vertical extent of the lidar data, which only
reaches a 200-m altitude, as well as the difference in jet char-
acteristics over land versus over the sea. Nevertheless, these
near-surface jets in the NY Bight warrant interest, as they
present wind speed maxima, and therefore negative vertical
shear, at altitudes that would fall within the rotor layer of off-
shore wind turbines. These jets occur with speeds at or above
the turbine rated wind speed, for which a turbine produces
maximum power [see, e.g., the International Energy Agency’s
15-MW offshore reference wind turbine described in Gaertner
et al. (2020)].

b. Frequency analysis

To distinguish mid-Atlantic LLJs from the background fre-
quency characteristics of the region, we consider three 6-day
periods at buoy E06, which contain sustained or repeated LLJ
events of 6 h or more, as well as the entire 3-month 2020
springtime period containing these events. (The same periods
at buoy E05 show similar frequency spectra but with worse
data availability over the 2020 springtime.) In addition, we

use as reference a 12-day period from the ARM SGP site with
regular recurring LLJs [previously studied for wind-plant ap-
plications in Bodini et al. (2021)] in order to compare the NY
Bight jets against those with a well characterized Blackadar
mechanism. Figure 7 displays the amplitude-weighted HHT
frequencies at a single altitude near the typical jet-nose height
aggregated over time for these five datasets. We note that for
a given dataset, the peaks in each wind component typically
correspond to the same characteristic frequencies, but the rel-
ative amplitude or power varies between wind components.
This trend corroborates coupling between zonal (U) and me-
ridional (V) winds as expected while indicating that direc-
tional factors, such as horizontal gradients, may impact the
winds asymmetrically. The patterns seen in Fig. 7 are repeated
at different altitudes in the data (not shown) with consistency
in the dominant frequencies and variability in relative weight-
ing of each IMF, particularly near the surface.

The SGP dataset in Fig. 7 (top row) displays strong peaks
in the frequency spectra at 26 h, which is near the diurnal pe-
riod, and at 19 h, which corresponds to the inertial period at
this latitude. Lower-frequency peaks (134, 63 h) can be inter-
preted to correspond to synoptic time scales and mechanisms,
whereas higher-frequency peaks are attributable to mesoscale
phenomena, such as cloud and precipitation events (Lund-
quist 2003). Turbulence and other microscale frequencies
have been excluded from the analysis due to their low nor-
malized power in the HHT spectra. The HHT spectra of the
full 2020 springtime period in the mid-Atlantic (Fig. 7, second
row) shows strong separation of the time scales associated
with each IMF, from the mesoscale periods of IMF’s 1–4, to a
subinertial period of 14 h associated with IMF 5, a near-
diurnal period of IMF 6, and larger synoptic periods for IMF
7 and greater. Four characteristic frequency ranges corre-
sponding to these peaks in the SGP data and the full

FIG. 6. Joint distribution of jet-nose heights and jet-nose wind speeds for all LLJ events from the two NYSERDA buoys
over a 2-yr period from September 2019 to September 2021.
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springtime NYSERDA data are identified in Table 1 for
further investigation and are shaded in Fig. 7. The two inter-
mediate frequency ranges (types 2 and 3) are separated by the
location of overlap of IMFs 5 and 6.

While previous works have used the HHT to specifically
filter for inertial frequencies to identify evidence of IO
(Lundquist 2003; Helmis et al. 2013), the spectra in Fig. 7 do
not support the presence of an 18–19-h period in the mid-

FIG. 7. Amplitude-weighted Hilbert–Huang transform frequency spectra in (left) U and (right) V velocities for five
datasets for each intrinsic mode of the signal. Rows show data (from top to bottom) at the ARM SGP site C1, 403 m
above ground level: a 12-day period beginning on 9 Jun 2018; at NYSERDA buoy E06, 160 m above mean sea level:
91 days spanning April–June 2020; and 6-day periods at NYSERDA buoy E06 beginning 2 Jun, 13 Mar, and 3 Apr
2020. Peaks with a normalized power above 0.02 are labeled with the period (units: h) corresponding to the frequency
of that peak. Shadings denote the frequency ranges listed in Table 1.
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Atlantic, unlike in the SGP. The spectra do, however, show a
peak for a period of 22 h (in the case of 3 April 2020) to 27 h
(13 May and 2 June 2020), as well as a peak at 14 h in the full
springtime dataset and some velocity components of the case

dates. For the SGP data, frequency ranges 2 and 3 are cleanly
categorized as diurnal and inertial, respectively, whereas the
NYSERDA data better support a frequency range that encom-
passes both characteristic periods: a near-diurnal frequency

FIG. 8. Instantaneous HHT amplitudes (units: m s21), summed over IMFs, in four frequency ranges (see Table 1)
of U and V velocity components for lidar data from the SGP ARM site C1 from 9 to 15 Jun 2018. The time and jet-
nose height of each LLJ occurrence detected during this time period is marked with a black dot on all plots. Note the
difference in scales of altitude vs Figs. 9–11 due to the larger vertical extend of the ARM lidar data availability relative
to the NYSERDA dataset.

TABLE 1. Frequency ranges investigated in Figs. 8–11 and the characteristic period about which the range is centered, selected
based on results presented in Fig. 7. Note that frequency types are labeled from lowest to highest frequency}opposite from the IMF
numbering, which tends to go from highest to lowest frequency.

Cases Type 1 Type 2 Type 3 Type 4

NYSERDA
buoy E06

1.0 3 1026 to 7.0 3 1026 Hz
(60 h)

7 3 1026 to 1.4 3 1025 Hz
(26 h)

1.4 3 1025 to 2.4 3 1025 Hz
(14 h)

2.4 3 1025 to 5 3 1025 Hz
(8 h)

ARM SGP
C1

1.0 3 1026 to 7.0 3 1026 Hz
(601 h)

7 3 1026 to 1.2 3 1025 Hz
(26 h)

1.2 3 1025 to 2.4 3 1025 Hz
(19 h)

2.4 3 1025 to 5 3 1025 Hz
(8 h)
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range 2 and a subinertial frequency range 3 that is distinct
from mesoscale motions (range 4). As noted in Zhang et al.
(2006), a horizontally sheared environment will exhibit a modi-
fied inertial frequency, which may explain inertial mechanisms
manifesting in the diurnal or subinertial frequency range. Alto-
gether, the frequency ranges investigated (Table 1) are inclusive
of all frequencies spanning slow synoptic scales of 1 3 1026 Hz
(type 1) to faster mesoscales of 53 1025 Hz.

To further distinguish the relative roles of each characteris-
tic frequency in the overall wind velocity signals, we consider
the amplitudes associated with each frequency type locally in
altitude and height in Figs. 8–11. Amplitudes are reported in
units of meters per second, following the HHT procedure,
and generally decrease as the frequency of the associated

HHT increases, as seen in Fig. 7. The color bars in Figs. 9–11
are rescaled accordingly to depict local variations in the HHT
amplitudes. These amplitudes indicate the energy associated
with mechanisms at the associated range of time scales and
can be used to identify the contribution of different physical
processes to the wind profiles (Helmis et al. 2015). For in-
stance, synoptic-scale motions such as pressure systems and
large-scale horizontal gradients exhibit strong signals in the
lowest frequency range 1, evolving on the time scale of order
100 h (Helmis et al. 2015; Lundquist 2003). Medium-frequency
motions corresponding to ranges 2 or 3 correspond to inertial
or diurnal time scales, which would indicate an inertial oscilla-
tion or nocturnal forcing (Lundquist 2003; Helmis et al. 2013).
Higher-frequency motions (range 4) are most representative

FIG. 9. Instantaneous HHT amplitudes (units: m s21), summed over IMFs, in four frequency ranges (see Table 1)
of (left) U and (right) V velocity components for lidar data from the E06 NYSERDA buoy on 3–8 Apr 2020. The
time and jet-nose height of each LLJ occurrence detected during this time period is marked with a black dot on all
plots.
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of mesoscale phenomena such as density currents, turbulence,
or precipitation events. Fronts were referenced in Lundquist
(2003) as both synoptic- and mesoscale phenomena, with a
synoptic signature corresponding to the large-scale pressure
gradients on either side of the front, and a mesoscale fre-
quency of motion peaking when the barrier between the two
air masses passes over the point of interest.

Beginning with the SGP datasets, we observe a clear cyclic
pattern in the winds (Fig. 8, top row), with LLJs forming in
the late evening local time (UTC 2 5 h), and with the jet nose
increasing in altitude and wind speeds intensifying through
the morning until the jet dissipates. The amplitude contours
for the U component indicate initial atmospheric motions in
frequency range 1 around altitudes of 400 m. These motions
dissipate throughout 10 June 2018, with a simultaneous in-
crease in activity in frequency range 1 for the V component.
Changes to this low-frequency signal are likely related to the

weakening of an initial east–west pressure gradient, followed
by invasion of several pressure systems on subsequent days,
but seem to have little correspondence with the presence of
LLJs. Frequency types 2 and 3, however, are strongly anticor-
related and correlated, respectively, with LLJs. The diurnal
frequency range (type 2) shows peak amplitudes during after-
noon and daytime of the first four days of data, when incom-
ing radiation has the strongest local impact on winds. Type 3
frequency signals are strongly in phase with the nocturnal
LLJs. Furthermore, the 19-h period associated with these fre-
quencies is sufficiently close to the 20-h inertial period, lead-
ing us to conclude that this signal provides evidence of an IO
that drives LLJs in this dataset. Higher-frequency mesoscale
signals (type 4) do not show a strong correspondence with LLJs
but appear to be most related to smaller-scale fluctuations in ve-
locity related to a high-precipitation event on 12 June 2018
(Bodini et al. 2021).

FIG. 10. As in Fig. 9, but for the date range 13–18 May 2020.
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Analysis of the local-in-time HHT signal in the SGP demon-
strates that this approach can distinguish known mechanisms of
LLJs in the region, including synoptic-scale pressure gradient
forcing, the diurnal cycle, and IOs. We therefore proceed to
apply this analysis to the three case studies of springtime mid-
Atlantic LLJs. Figure 9 reveals that the 3 April 2020 test case is
characterized by initially strong synoptic (type 1) frequencies,
which decrease in amplitude leading up to the initiation of a
persistent LLJ in the evening of 5 April 2020. Note the color-
bar scale of the type 1 amplitudes differs from types 2–4 as the
associated amplitudes are much stronger in the springtime LLJ
cases. Simultaneously, the amplitude of the type 2 signals, which
contain the 22- and 27-h peaks noted in Fig. 7, pick up and are
strongest at altitudes near the jet-nose height. The type 3 ampli-
tudes show some diurnal variability and increase in both com-
ponents during the LLJ event, and type 4 amplitudes show little
correspondence with the jet event. The pattern seen on 5 April

reveals a downscaling of atmospheric motions: synoptic fre-
quencies leading up to passage of a cold front on 6 April propa-
gate diurnal or inertial frequency motions during the LLJ
event, which persists through 7 April. Mesoscale frequencies
are strongest in the V component during frontal passages on
6 and 9 April.

For the persistent jet on 15 May 2020, we observe a similar
downscaling pattern in the V component of wind (Fig. 10), in
which synoptic frequencies with amplitudes on the order of
10 m s21 intensify ahead of a warm front moving from south
to north on 15 May. These synoptic frequencies give way to
type 2 frequencies at similar amplitudes during the jet event,
particularly in the V component. The U component displays
an increasing amplitude of type 1 synoptic frequencies during
the LLJ event, particularly at the upper measurement altitude
of 200 m, which is indicative of larger-scale pressure systems
in the region. Neither the type 3 or 4 frequency appears to be

FIG. 11. As in Fig. 9, but for the date range 2–8 Jun 2020.
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strongly correlated with the presence of a jet on this case
date.

The 2–8 June 2020 case date manifests several intermittent
LLJs with lower jet-nose heights than the 15 May or 5 April
LLJs (Fig. 11). Frequency analysis of this June case does not dis-
play a coherent downscaling pattern from synoptic frequencies
to higher-frequency motions, reflecting a relatively stationary
high pressure system over the ocean southeast of the buoys and
a lack of frontal motions until a southeast-moving cold front
forms on 6 June, passing the buoy on 7 June. (A signature of
this cold front is seen in increasing type 1 amplitudes in theU ve-
locity component.) None of the frequency ranges show consistent
amplitude increases that coincide with the presence of intermit-
tent LLJs on 3–7 June. However, three spikes in lower-frequency
(type 3) signals in the U component of velocity span a majority
of the observed jet events, and a nonzero amplitude in the
type 2 range is generally present throughout the time period.
These characteristics indicate that this 6-day period is driven
less by large-scale gradients in temperature and pressure or
frontal systems, and more so by persistent pressure systems
and motions at a near-diurnal/inertial frequency.

A similar frequency analysis of nonspringtime LLJ events
at buoy E06 (plots not included) reveals significant ampli-
tudes and variation in frequency range 1 and minimal signals
in frequency ranges 2–4 around the time of jet occurrences.
The air–sea temperature difference offers additional insight,
as a positive difference supports a more stable boundary layer
and favorable conditions for IO in springtime, and less favorable
conditions at other times of year. As such, weaker signals in
the inertial range may suggest that outside of the spring, the
air–sea temperature difference is less crucial to the formation
of jets.

These frequency analyses provide mounting evidence that
IOs may play a role in driving springtime mid-Atlantic LLJs but
not according to a nocturnal cycle of surface frictional decou-
pling. The presence of strong synoptic frequency motions that
either dissipate just before LLJ events (5 April and 15 May) or
coincide with the end of repeated LLJ events (7 June 2020) in-
dicates that large-scale gradients are a key factor in these off-
shore jets. This finding corroborates the notion that LLJs are
associated with frontal passages and points toward a baroclinic
mechanism in which horizontal temperature gradients may drive
a stationary LLJ in the thermal wind balance. Furthermore, evi-
dence of inertial frequency motions that coincide with these
springtime jets suggests that IOs may amplify a baroclinically
driven jet through inertial acceleration.

c. Theoretical models

1) INERTIAL OSCILLATION

Fitting the wind velocity data from identified LLJ events to
a model of IO [as in the conceptual model of Van de Wiel
et al. (2010)] facilitates a better understanding of the contribu-
tion of IO to the jet. Hodographs at a single altitude in Fig. 12
illustrate the turning of the wind in the 5 April 2020 jet over
an 18-h period. Fits to an IO are provided at the intrinsic iner-
tial period of about 19 h, as well as a longer IO period of 22 h
as identified by the peak in Fig. 7. Neither fit provides a clean

match to the absolute wind velocities, which fluctuate strongly
in the later hours of the data, but the winds do show evidence
of clockwise rotation with a time scale characteristic of IO.

Parameters of the IO fit [Eqs. (1)–(4)] are shown in Fig. 13
for all three springtime 2020 LLJ case studies previously dis-
cussed. The amplitude of the oscillation for the 5 April 2020
case is approximately double the root-mean-square (RMS)
error in the IO fit, indicating that this simple model explains
the wind speeds well during this event, while the 15 May 2020
case shows an RMS error profile of similar magnitude to the
amplitude fit. These two cases indicate only marginal differ-
ences in the fitting parameters and RMS error when using the
native versus modified inertial frequency, with a small reduc-
tion in error for the 5 April 2020 case at low altitudes. Nota-
bly, however, the steady-state velocity profiles of both cases
display a local maximum in wind speed, indicating that the
LLJ is a stationary phenomenon not dependent on inertial ac-
celeration. This finding supports the idea of a thermal wind-
driven jet, as in the baroclinic mechanism of Parish (2000),
which is further enhanced by IOs.

Fitting the 4 June 2020 LLJ to an IO tells a different story.
In this case, using a modified inertial period of 27 h dramati-
cally improves the IO fit, as seen by the RMS error (Fig. 13,
bottom right). The modified fit includes increased the magni-
tude of both steady-state wind components and the amplitude
of the oscillation. A less obvious jet in the steady-state winds
arises from the decreasing magnitude of y ss with altitude as
uss increases; the associated wind speeds of this steady state,

FIG. 12. Hodographs of NYSERDA buoy E06 wind data from
1700 UTC 5 Apr to 1100 UTC 6 Apr 2020 at four altitudes (labeled),
with IO fits using a Coriolis parameter of f 5 9.31 3 1025 rad s21

(inertial period of 18.7 h) based on buoy latitude, and a modified in-
ertial frequency of f̃ 5 7:933 1025rad s21 based on the finding of a
22-h period in the HHT spectra.
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however, are much lower than in the 5 April or 15 May jets,
and are similar in magnitude to the amplitudeA.

As noted by Zhang et al. (2006), the frequency of an IO in
Blackadar’s theory is modified to first order by horizontal
shear as

f̃ 5
���������������������
f [f 1 curl(Ug)]

√
, (5)

where curl(Ug) is the curl of the geostrophic wind vector, cor-
responding to the horizontal shear. This modified inertial
frequency may be greater or less than the native inertial fre-
quency. (A derivation of this result is included in appendix B.)
The difference in wind velocities between buoys E05 and E06
during the 15 May 2020 LLJ yields an estimated curl (or mean

shear) of 23.3 3 1025 s21, which would modify the inertial pe-
riod to 23 h, near the 22-h peak in Fig. 10. For the 5 April 2020
LLJ, the mean shear of 4.4 3 1025 s21 would decrease the iner-
tial period to 15 h, corresponding to the smaller 14-h peak in the
V component rather than the dominant observed 22-h peak. The
4 June 2020 LLJ experienced the most fitting improvement from
using amodified horizontal shear. Tomodify this inertial frequency
from 9.31 3 1025 to 6.46 3 1025 rad s21 (period of 18.7–27 h)
would require a horizontal shear of 22.0 3 1025 s21. The es-
timated curl over the full 6-day period is 22.2 3 1025 s21,
which is in very good accord in both magnitude and sign. This
observed horizontal shear indicates that the 27-h period is in
fact characteristic of an inertial signal, which explains the
improvement in fit to an IO model using this modified
frequency.

FIG. 13. (left to center right) Parameters of the IO fit using two different inertial frequencies, and (far right) the RMS error between the
instantaneous fit velocities and measured velocities as a function of altitude. Fits are performed for (top to bottom) (a) 1700 UTC
5 Apr–1100 UTC 6 Apr 2020, (b) 1500 UTC 15 May–0900 UTC 16 May 2020, and (c) 0000 UTC 4 Jun–0000 UTC 5 Jun 2020. The
modified Coriolis parameters f̃ for the three cases were (a) 7.93 3 1025, (b) 7.93 3 1025, and (c) 6.46 3 1025 rad s21 compared to
f5 9.313 1025 rad s21.
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Figures 14–16 compare the observed and modeled wind
speeds and directions for the same three LLJ events. In the
case of 5 April and 15 May, the IO model captures the timing
and magnitude of the local wind speed maximum, which rises
in altitude and increases in strength before subsiding again.
The IO model likewise does well in capturing the more subtle
wind direction changes over the course of the two events but
misses some of the vertical structure of wind-direction varia-
tion seen on 5 April 2020. For the repeated jets from 3 to
6 June 2020, Fig. 16 includes the IO model fit extended out-
side of the 27-h period of data used to fit the parameters. On
4 June 2020, the IO model predicts the wind direction struc-
ture and evolution of the LLJ extremely well, including the
decreasing wind speeds that end the event around 1200 UTC.
We find that extending this 27-h IO fit before and after the
4 June 2020 LLJ does not adequately explain the timing or mag-
nitude of other recurring jets in this time period. The lack of
predictability for these recurring jets points to additional mecha-
nisms such as variations in the horizontal shear, which modify
the inertial period, leading to deviations from a standard cyclic

nocturnal jet. Indeed, the horizontal shear from 2 to 3 June 2020
has an opposite sign from the mean at 3.6 3 1025 s21. This
shear would result in a shortened inertial period of 15.9 h, and
could correspond to the 14–15-h peak seen in Fig. 7.

2) THERMAL WIND

As in the work of Ostdiek and Blumen (1997), Fig. 17 dem-
onstrates that the vertical structure of the steady-state wind
profiles found in the IO model can be explained through an
Ekman–Taylor balance. The freely varying fit to Eq. (4) allows
the vertical gradients in Ug and Vg to vary during the optimiza-
tion problem, while the constrained fit fixes these values based
on estimated horizontal temperature gradients from a concurrent
WRF run at the buoy site. Parameters of both fits are found in
Table 2 (free) and Table 3 (constrained). Where applicable the
fit parameters are related back to physical quantities: the
Ekman depthH is related to the eddy viscosity asH5 (2k/f)1/2,
and the vertical gradients in geostrophic velocity are related
to potential temperature u via a thermal wind balance as

FIG. 14. (top) Measured wind speed and direction during 5 Apr 2020 LLJ at NYSERDA buoy E06 and (bottom) pre-
dicted winds from the IO fit with f5 9.313 1025 rad s21 based on buoy latitude.

FIG. 15. (top) Measured wind speed and direction during 15 May 2020 LLJ at NYSERDA buoy E06, and (bottom)
predicted winds from the IO fit with f5 9.313 1025 rad s21 based on buoy latitude.
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Ugz 52(g/fu0)(­u/­y) and Vgz 5 (g/fu0)(­u/­x). For the case
of estimated temperature gradients, the implied geostrophic
velocity gradients are estimated as Ugz 52(g/f T0)(­T/­y)
(likewise for Vgz), where T0 is the mean ambient air
temperature.

The freely varying and the constrained version of these fits
can reproduce the local maximum in winds for the 5 April
and 15 May 2020 case dates, while the 4 June 2020 case is not
well captured by the constrained fit (Fig. 17). The first two pa-
rameters A and H generally fall within a physical range for
offshore conditions for 5 April and 15 May 2020 in both fits
(Bannon and Salem 1995), interpreting H as proportional to
the marine boundary layer height. The Ekman layer thickness
for the 4 June 2020 case is particularly small, implying negligi-
ble vertical mixing. The eddy viscosity implied by the fitted H
agrees with the finding of A 5 0.4 (0.7 in the constrained
case) for a nearly stress-free boundary (Bannon and Salem
1995), but both quantities are likely unreliable due to the
worse fit of the IO model to this case. In the freely varying fit,
the vertical gradients in geostrophic velocity imply potential
temperature gradients on a realistic order of magnitude. How-
ever, the sign of the implied ­T/­x is counterintuitive. On
5 April and 15 May, the fits in Table 2 imply increasing poten-
tial temperatures to the north, consistent with estimates used
in the constrained fit and physically consistent with land–sea
temperature differences between the NY Bight and urban
areas to the north, as noted by Colle and Novak (2010). How-
ever, the positive value of ­T/­x contradicts the expected
land–sea temperature gradient as well as the estimated tem-
perature gradients from WRF. Using these estimated gra-
dients to derive the geostrophic velocity gradients, however,
does not significantly impact the ability of the Ekman–Taylor
model to fit the steady-state data for these two case dates.
The north–south gradient in y is typically larger than the x
gradient; thus, the consistency in sign of this quantity across
the two fits helps to preserve the behavior of the model. Tem-
perature gradients derived for 4 June generally agree in sign,
but the constrained fit performs poorly by comparison.

However, the jet-nose maximum in the steady-state profile
for this June case is much less pronounced, and the surround-
ing 6-day period experiences recurring LLJs. These factors in-
dicate that the 4 June 2020 LLJ is driven more strongly by IO
and frictional decoupling than by the baroclinic mechanism.

d. Limitations

Chief among the limitations of this work are the limited
horizontal and vertical extent of the observational data, which
restricts analysis to only two locations in the mid-Atlantic off-
shore, at altitudes of 200 m or lower. The vertical extent limits
characterization of jets that may occur higher in the tropo-
sphere (e.g., Zhang et al. 2006; Colle and Novak 2010), but is
sufficient to yield insights on very low LLJs, which are ex-
tremely relevant to wind energy. The criteria used to identify
low-level jets (Debnath et al. 2021) are likewise specific to
wind speed maxima that are most relevant to wind energy,
and therefore, this study may underrepresent mechanisms
that are responsible for additional classes of low-level jets.
The two NYSERDA buoys each yield only a single pressure
and temperature measurement near the sea surface, which
creates significant uncertainty in assessing atmospheric sta-
bility or horizontal gradients at altitudes outside of the sur-
face layer. These challenges make it impossible to assess the
absolute accuracy of the parameters found from thermal
wind balance analysis or the power of this analysis as a pre-
dictive tool for LLJs. Finally, using only data from the two
buoys does not allow us to draw conclusions about the re-
gional or mesoscale extent of the LLJs under study.

Along the same lines, this work does not attempt to address
the contribution of sloped terrain from Appalachia to these
horizontal gradients, focusing instead on information that can
be gleaned strictly from measurements over the NY Bight.
Several of these uncertainties could be investigated using ad-
ditional existing lidar buoys off the coast of New Jersey and
Massachusetts, but a detailed analysis of all of these datasets
is beyond the scope of this work. Reducing the uncertainties
related to vertical resolution of the horizontal temperature

FIG. 16. (top) Measured wind speed and direction at NYSERDA buoy E06, and (bottom) predicted winds from
the IO fit with modified inertial frequency f̃ 5 6:463 1025rad s21 based on observed frequency spectra. Time peri-
ods that are not considered in fitting the IO parameters are grayed out but included for reference.
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gradients in particular would require additional measure-
ments beyond currently available data. Limitations in the
temporal extent of the data, which only provide a 2-yr period
of consistent readings at both buoys, also make it difficult to
definitively characterize the statistical difference between jet
and background events. This challenge is compounded by the
gaps in data availability, such as the mentioned months-long
gaps at E06. Atmospheric models could also provide missing
information related to vertical and horizontal gradients in
temperature and pressure, the mesoscale extent of the LLJ,
and extend the date range of study, but previous studies using

weather models (e.g., Aird et al. 2022; Zhang et al. 2006) have
shown that they struggle to consistently capture LLJ character-
istics and are sensitive to parameterization choices (Rabenhorst
et al. 2014). We therefore leave detailed analysis using weather
model data to future work.

In addition, while this work describes an analytical model
to explain the evolution of an LLJ due to horizontal tempera-
ture gradients and inertial oscillation, we do not attempt to
model these gradients as a direct consequence of frontal activ-
ity or LSB, both of which are discussed as potential contribu-
tors. Further efforts to examine a larger geographic extent,
higher-frequency statistics of frontal motions, and conceptual
models of circulations induced by the fronts versus the LSB
could elucidate the relative role and seasonality of these
larger-scale factors, but they are beyond the scope of this
work.

4. Conclusions

Analysis of LLJ events from the two NYSERDA buoys
across a 2-yr period revealed that jets are predominantly
southwesterly flows that occur in the springtime without a
strong diurnal cycle, other than a dip in frequency during the
nighttime. This lack of a diurnal cycle in jet occurrence
separates these offshore mid-Atlantic LLJs from their SGP
counterparts, pointing to mechanisms beyond IO. More spe-
cifically, the 2-yr statistics of the jets reveals a dominance of
along-coast gradients in temperature and pressure, indicating
that a baroclinic mechanism similar to that of the California
coast (Parish 2000) drives mid-Atlantic jets. In this study, we
focus on three case periods during spring 2020, two of which
exhibited a frontal passage. Fronts are one example of such a
large-scale gradient as seen by the statistically significant in-
crease in LLJ event probability in the presence of a front.
Land–sea breezes can play a dual role. By enhancing horizon-
tal gradients, they contribute to the thermal wind balance
mechanism. At the same time, the flow of warmer air over a
cold sea during the springtime LSB contributes to atmospheric
stability and conditions that favor IOs. HHT frequency analy-
sis confirms this finding by revealing strong signals in synoptic-
time-scale motions, as well as a downscaling of synoptic
frequencies to modified inertial frequencies. Our analyses do
not indicate a recurring diurnal signature, indicating that the
LSB contributes to conditions of atmospheric stability for IOs
to occur, rather than generating a sufficient horizontal gradient
to trigger jets alone. Indeed, fitting data from specific LLJ
events to conceptual models reveals that IO is an excellent
match to the wind data but that a local maximum in wind
speed occurs in the steady-state wind vector rather than result-
ing from the oscillation. This steady state can be explained by
a thermal wind balance, further proving that large-scale tem-
perature and pressure gradients are the dominant cause of
LLJ formation and that inertial motions further modulate the
timing and intensity of these jets.

Our findings build on existing studies of mid-Atlantic LLJs
which focus on nocturnal jets (Zhang et al. 2006) or exclude
synoptic-scale forcings (Rabenhorst et al. 2014) by providing
a more general analysis of potential contributing factors

FIG. 17. Steady-state velocity profiles from IO fit (using inertial
frequencies as in Figs. 14–16) vs Ekman–Taylor balance fit for
(a) 5 Apr, (b) 15 May, and (c) 4 Jun 2020. Two version of the fit
are shown: the freely varying fit, in which ugz and ygz are fit param-
eters, and the constrained fit, in which ugz and ygz are estimated
fromWRFModel output.
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without presupposing or excluding potential mechanisms.
However, the results and analyses in this study rely on only
two observational stations and therefore require further cor-
roboration to confirm the geographic extent of the mecha-
nisms considered. For instance, the causes and characteristics of
LLJs are likely to change with increased proximity to the coast-
line, where the land–sea breeze, warm surface temperatures,
and/or topographic effects may contribute more strongly. Nev-
ertheless, this research contributes to our understanding of mid-
Atlantic jets by demonstrating that synoptic-scale gradients in
temperature and pressure are a key feature for jets to form in
the region. IOs, stemming from stability induced by the LSB,
enhance LLJ behavior over an approximately stationary back-
ground flow. The dominance of the baroclinic mechanism sug-
gests that correct prediction of frontal events and pressure
systems is a key criterion for weather forecasting models to be
useful predictive tools for LLJs. IOs during jet events are likely
to be particularly important considerations for operation of fu-
ture offshore wind plants due to their impacts on the peak wind
speeds, altitude of the wind speed maximum, negative vertical
wind shear, and directional shear, all of which have been shown
to be important to wind-turbine operation and performance
(Gutierrez et al. 2016, 2019; Zhang et al. 2019; Doosttalab et al.
2020; Gadde and Stevens 2021a,b; Chatterjee et al. 2022). These
impacts may have implications for individual turbine control to
reduce fatigue or wind plant control to maximize power produc-
tion under LLJ conditions. Given the novelty of offshore wind
development and deployment in the U.S. mid-Atlantic coastal
offshore, this study may inform the design, deployment, and ul-
timate operation of offshore wind energy projects in the NY
Bight and nearby lease areas.
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TABLE 3. As in Table 2, but for the gradient-constrained Ekman–Taylor fits to steady-state winds from the IO model for three case
dates and the physical quantities implied by these parameters.

Case

Physical parameters Fit parameters Implied quantities

­T/­x (K km21) ­T/­y (K km21) A H (m) Ug0 (m s21) Vg0 (m s21) k (m2 s21) Ugz (s
21) Vgz (s

21)

5 Apr 2020 20.0135 0.0182 1.7 86 11.6 2.0 0.35 20.006 20.005
15 May 2020 20.0231 0.0911 2.1 210 27.6 5.4 2.0 20.033 20.008
4 Jun 2020 20.0145 20.0282 0.7 25 4.0 2.3 0.03 0.010 20.005

TABLE 2. Parameters of the freely varying Ekman–Taylor fits to steady-state winds from the IO model for three case dates and the
physical quantities implied by these parameters. The eddy viscosity k and gradients in u (potential temperature) are computed using
f 5 9.31 3 1025 rad s21, g 5 9.81 m2 s21, and u0 5 300 K.

Case

Fit parameters Implied quantities

A H (m) Ugz (s
21) Vgz (s

21) Ug0 (m s21) Vg0 (m s21) k (m2 s21) ­u/­x (K km21) ­u/­y (K km21)

5 Apr 2020 3.1 98 20.022 0.012 13.6 21.3 0.45 0.033 0.062
15 May 2020 2.5 155 20.038 0.016 24.3 2.7 1.13 0.045 0.011
4 Jun 2020 0.4 40 0.002 20.011 4.9 2.8 0.07 20.030 20.006
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APPENDIX A

Reference Map

For reference, Fig. A1 shows the location of the two lidar
buoys in reference to the location of an identified warm
front on 15 May 2023. Also depicted is the 100-km radius
used to identify fronts from the surface analysis archives; in
this instance, a warm front is detected in the region.

APPENDIX B

Derivation of the Horizontal Shear Modification

To begin, we assume zero vertical velocity and horizontal
velocity components that can be decomposed into a station-
ary geostrophic component and a fluctuating component,
Ug(x, y, z) and u′(z, t), respectively:

u 5 Ug(x, y, z) 1 u′(z, t),
y 5 Vg(x, y, z) 1 y ′(z, t),
w 5 0: (B1)

We further assume that shear in the geostrophic compo-
nents (­Ug/­x, ­Ug/­y, ­Vg/­x, and ­Vg/­y) are constant or
variable in z only.

The two-dimensional governing equations can be expressed as

­u
­t

1 u
­Ug

­x
1 y

­Ug

­y
2 f (y 2 Vg) 5 k=2u, (B2)

­y

­t
1 u

­Vg

­x
1 y

­Vg

­y
1 f (u 2 Ug) 5 k=2y , (B3)

where frictional terms have been reexpressed with the con-
vention of an eddy viscosity k. Applying the decomposed
velocities from Eq. (B1), we find

­u′

­t
52(Ug 1 u′)­Ug

­x
2 (Vg 1 y ′)­Ug

­y
1 fy ′ 1 k

­2(Ug 1 u′)
­z2

,

(B4)

­y ′

­t
52(Ug 1 u′)­Vg

­x
2 (Vg 1 y ′)­Vg

­y
2 fu′ 1 k

­2(Vg 1 y ′)
­z2

:

(B5)

With frictional decoupling, we assume that diffusion does
not act on the time-varying fluctuations in the horizontal
velocity. We can therefore write the governing equations as
a state equation (­/­t)u′ 5Au′ 1 F:

­u′

­t
5 2

­Ug

­x

( )
u′ 1 2

­Ug

­y
1 f

( )
y ′ 2 Ug

­Ug

­x
2 Vg

­Ug

­y
1 k

­2Ug

­z2
,

(B6)

­y ′

­t
5 2

­Vg

­x
2 f

( )
u′ 1 2

­Vg

­y

( )
y ′ 2 Ug

­Vg

­x
2 Vg

­Vg

­y
1 k

­2Vg

­z2
:

(B7)

The eigenvalues of A determine the free response of the
state equation. In a zeroth-order approximation, one can
assume that the Coriolis parameter is much larger than hor-
izontal shear, that is Uy, Vx ,, f, and thus, the eigenvalues
are simply 6if. (For simplicity, we abbreviate ­Ug/­x5Ux
and likewise for gradients in y and for component Vg, where
the subscript indicates “differentiation with respect to.”) For
a higher-order approximation, we retain the horizontal shear
to find eigenvalues l of A:

l 52
1
2
(Ux 1 Vy)

6
1
2

���������������������������������������������������������������������
(Ux1 Vy)2 2 4[ f 2 1 (Vx2 Uy)f 1 (UxVy2 VxUy)]

√
:

(B8)

Retaining terms that are linear in Uy and Vx and discarding
quadratic and higher-order terms, the approximate eigen-
values for this damped harmonic oscillator then become

FIG. A1. (top) NOAA WPC detailed surface analysis map from
0900 UTC 15 May 2020 retrieved from https://www.wpc.ncep.noaa.
gov/html/sfc-zoom.php, with the box depicting geographic extent
of (bottom) a zoomed version of the same surface analysis overlaid
with locations of the two lidar buoys and the 100-km search radius
for fronts.
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l 52
1
2
(Ux 1 Vy) 6

�������������������������
2f 2 2 (Vx 2 Uy)f

√

52
1
2
(Ux 1 Vy) 6 i

������������������������
f [ f 1 (Vx 2 Uy)]

√
: (B9)

The oscillating portion of the solution therefore has a modi-
fied inertial frequency:

f̃ 5
������������������������
f [ f 1 (Vx 2 Uy)]

√
, (B10)

where the modification represents a curl in the geostrophic wind
vector, curl(Ug) 5 (Vx 2 Uy), arising from horizontal shear.
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