
Insensitivity to propagation timing
in a preview-enabled wind turbine
control experiment

Michael Sinner1*, Vlaho Petrović2, David Stockhouse3,
Apostolos Langidis2, Manuel Pusch3,4, Martin Kühn2 and
Lucy Y. Pao3,5

1National Wind Technology Center, National Renewable Energy Laboratory, Golden, CO, United States,
2ForWind—Center for Wind Energy Research, Institute of Physics, University of Oldenburg, Oldenburg,
Germany, 3Department of Electrical, Computer, and Energy Engineering, University of Colorado Boulder,
Boulder, CO, United States, 4Department of Mechanical, Automotive, and Aeronautical Engineering,
Munich University of Applied Sciences, Munich, Germany, 5Renewable and Sustainable Energy Institute,
Boulder, CO, United States

Lidar scanners are capable of taking measurements of a wind field upstream of a
wind turbine. The wind turbine controller can use these measurements as a
“preview” of future disturbances impacting the turbine. Such preview-enabled
(or feedforward) controllers show superior performance to standard wind turbine
control configurations based purely on a feedback architecture. To capitalize on
the performance improvements that preview wind measurements can provide,
feedforward control actions should be timed to coincide with the arrival of the
wind field at the wind turbine location. However, the time of propagation of the
wind field between the lidar measurement location and the wind turbine is not
perfectly known. Moreover, the best time to take feedforward control action may
not perfectly coincide with the true arrival time of the wind disturbance. This
contribution presents results from an experiment where preview-enabled model
predictive control was deployed on a fully-actuated, scaled model wind turbine
operating in awind tunnel testbed. In the study, we investigate the sensitivity of the
controller performance to the assumed propagation delay using a range of wind
input sequences. We find that the preview-enabled controller outperforms the
feedback only case across a wide range of assumed propagation delays,
demonstrating a level of robustness to the time alignment of the incoming
disturbances.
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1 Introduction

Wind energy has grown to playing an important role in global energy production,
supplying approximately 7% of electricity in China, 9% of electricity in the United States, and
upward of 20% in Germany and the United Kingdom in 2021 (Wiser et al., 2022). Accurate
and highly performant control of wind turbines is becoming more important than ever as
wind turbines grow in size and increase in flexibility, thereby incurring increased structural
loading, and as the penetration of wind-generated electricity increases on power grids
globally.
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1.1 Wind turbine control

Wind turbines are large, flexible, rotating structures that convert
kinetic energy in the wind to electrical energy by spinning an
electrical generator. Modern, utility-scale wind turbines operate
in a regime designed to extract the maximum power possible
from the wind when wind speeds are low to medium and the
generator is operating below its rated capacity. Once the wind
speed is high enough, the generator reaches its rated electrical
loading capacity and the mode of operation of the turbine
switches to one of generating a fixed, rated power as the wind
speed varies. These two main modes (or “regions”) of operation are
referred to as “below-rated” and “above-rated” operation,
respectively. Additionally, wind turbines have a “cut-in” mode of
operation for very low wind speeds when the turbine begins to
operate and a “cut-out”mode that shuts off the turbine completely at
very high wind speeds to prevent damage in extreme wind
conditions.

Control of the wind turbine in below- and above-rated operation
is achieved using feedback of the rotational speed of the wind turbine
rotor or generator. During below-rated operation, where the
objective is to maximize energy production, the pitch angle of
each of the blades is set at a fixed angle that maximizes the
aerodynamic torque produced at the rotor, while the electrical
torque on the generator is varied as the wind speed varies to
maintain optimal aerodynamic efficiency. This may be done
using either the nonlinear “k-omega-squared” feedback law (Pao
and Johnson, 2011) or a tip-speed ratio tracking feedback controller
(Abbas et al., 2022). During above-rated operation, the control
objective is to mitigate loading on the turbine structure, drive
train, and generator, while producing power at the generator’s
rated capacity, again based on rotor speed feedback. Often, a
gain-scheduled proportional-integral controller is used for the
above-rated blade pitch controller (Pao and Johnson, 2011). This
is done by dynamically altering the blade pitch angles to maintain a
steady rotational speed as the wind speed varies.

The main components of the wind turbine control system are
shown in black in Figure 1, where τgen represents the generator
torque applied, β represents the blade pitch angle, and Ω represents
the rotational speed of the wind turbine rotor. The oncoming wind
field V drives the wind turbine. For more details on standard wind
turbine control, we refer the reader to Pao and Johnson (2011).

1.2 Preview-enabled control

In addition to providing the energy required to turn the wind
turbine rotor and generate power, the wind field is the main
source of disturbances to the wind turbine control system. In
particular, spatial and temporal variations in the wind speed
cause the aerodynamic torque on the turbine rotor to fluctuate
over time, in turn causing fluctuations in the rotational speed and
requiring the feedback control system to constantly adjust the
generator torque and blade pitch angle to maintain the rotor
speed set point. Standard feedback-based architectures, such as
the components shown in black in Figure 1, require that a change
in the rotational speed Ω is measured before control action is
taken to mitigate the disturbance. The feedback approach is very
robust, but incurs delays because the effect of the disturbance
must be experienced by the wind turbine before action is taken.
This delay is amplified by the inertia of the turbine rotor and
limited speed of blade pitch actuators.

The delays inherent to the feedback control system can be
overcome by adding feedforward control action, which
“preactuates” the blade pitch angle in anticipation of oncoming
disturbances before they impact the turbine. To implement such
feedforward control, a preview measurement of the oncoming
disturbance must be taken. This is shown by the red elements in
Figure 1. For wind turbine applications, lidar scanners have been
shown to be capable of capturing the measurements of the wind field
upstream of the turbine that are needed for preview-enabled control
(Harris et al., 2005).

FIGURE 1
Block diagramof thewind turbine control system. Standard feedback components are shown in black, while additional components for feedforward
control are shown in red.
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Various control architectures have been proposed and studied
for preview-enabled control of wind turbines (Scholbrock et al.,
2016). Of the methods investigated in the literature, model
predictive control (MPC) has emerged as a popular approach
(Lio et al., 2014), in part for its natural handling of future
disturbances such as those provided by lidars. While MPC has
been popular and shown promising results in simulation-based
studies, physical experiments of preview-enabled MPC for wind
turbines are scarce (Verwaal et al., 2015; Sinner et al., 2022). We are
aware of two such studies. Verwaal et al. (2015) were the first to
publish an experimental work demonstrating preview-enabled MPC
of wind turbines, using a scaled model wind turbine. Their work was
limited to a non-standard torque control in above-rated operation
and low-frequency disturbances due to the hardware available. The
study of Sinner et al. (2022) (the authors of the present work) instead
used a fully-actuated scaled model wind turbine and more realistic
disturbances, using a hot-wire anemometer in place of a lidar to
provide preview disturbance measurements.

1.3 Contribution and scope

Experimental demonstrations of novel control approaches such
as preview-enabled MPC are critical for translating promising
simulation-based performance to industry adoption. Beyond
proving a concept in reality, experiments also reveal important
deficiencies and practical issues that may not appear in a
computer simulation environment. An important practical issue
for preview-enabled wind turbine control is the propagation time
between the disturbance measurement location (upstream of the
turbine), and the turbine location itself.

In this study, we consider this propagation time and investigate
the sensitivity of control performance to accurate propagation time
modeling with an experimental campaign on a scaled model wind
turbine operating in a wind tunnel. We useMPC for the controller in
our experiments, although we expect that the trends seen should
broadly apply to any preview-enabled wind turbine control
architecture. The rest of this paper proceeds as follows. In
Section 2, we describe the propagation time in more detail and
discuss other studies that have looked into propagation time
modeling. We describe our experimental approach for
investigating propagation time in Section 3 and provide
numerical results in Section 4. We finish with further discussion
of results in Section 5 and conclusions in Section 6.

2 Wind preview disturbance
measurements and processing

In general, wind fields are complex, with spatial and temporal
differences crossing a wide frequency spectrum. Variations in wind
speed are the dominant disturbances to the wind turbine, and are the
focus of this study. For real-time wind turbine control, we are most
interested in distance scales on the order of the wind turbine rotor
diameter, and temporal changes on the order of the time constant of
the closed-loop wind turbine control system. These considerations
have informed the design and operation of lidar scanners to extract
useful information from the oncoming wind (Simley et al., 2014).

For the purpose of the discussion that this paper considers, the
wind speed disturbance measurement location will be treated as a
point location. In reality, continuous-wave lidar scanners sample a
spread of locations in space, as shown in the left diagram of Figure 2.
However, a weighting function is applied to amplify the
measurements from the intended location, referred to as the focal
distance, and lidar measurements are treated as though they are
taken at a single discrete upstream location (pulsed lidars with
multiple range gates notwithstanding). Simley et al. (2014) report
that the optimal measurement location is approximately
1.1–1.5 rotor diameters (1.1D–1.5D) upstream of the wind
turbine. Further, the lidar generally scans a pattern (or sweep) of
points in the 2-dimensional plane at the measurement location, as
shown in the right diagram of Figure 2, and averaged to generate a
scalar wind speed measurement. As with spreading, we will proceed
under the assumption that the averaging has already taken place and
treat the lidar measurement as a scalar, rotor-effective wind speed
(indicated in blue in Figure 2). For more details on processing raw
lidar measurements, we refer readers to Simley et al. (2018) and the
work of Simley generally.

2.1 Disturbance propagation

The wind field undergoes two important dynamic changes
between the upstream measurement location and the wind
turbine locations: advection, referring to the transport of the air
mass between the locations driven by the bulk fluid movement, and
evolution, referring to the changes in wind field as it advects, driven
by turbulence. The advection is the main concern of this paper;
evolution has been investigated thoroughly by, e.g., Simley and Pao
(2015) and informs the choice of filter described in Section 2.2. The
flow advection speed is the key determinant of the delay that should
be applied between the time when the upstream wind speed
measurement is taken and the time that the measured wind field
impacts the turbine and should be used by the wind turbine
controller. We refer to this delay as the “propagation time.”
Some authors have referred to the delay as the “arrival time.”

Most works, including our previous study (Sinner et al., 2022),
assume that the wind propagates according to Taylor’s frozen
turbulence hypothesis (Taylor, 1938). The frozen turbulence
hypothesis postulates that larger turbulent structures (eddies) in
the flow, such as those that are of a similar scale to the wind turbine
rotor and are of concern for wind turbine control, travel
downstream at the mean underlying wind speed. This makes
computing the propagation time particularly straightforward: the
propagation time is then simply the focal distance divided by the
mean underlying wind speed, i.e.

tprop � d

�u
, (1)

where tprop is the propagation time; d is the distance between the
measurement location and wind turbine (see Figure 2), and �u is the
underlying mean wind speed of the wind field V, assumed to be
perpendicular to the turbine rotor (i.e., transverse and vertical
components of the mean flow are assumed to be zero). Schlipf
et al. (2010) studied the applicability of the frozen turbulence
hypothesis for lidar-based wind turbine control applications on a
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utility-scale wind turbine, and demonstrated results that were
consistent with the hypothesis.

Actuator disc theory describes the process by which momentum
is extracted from the flow by a wind turbine and converted into
kinetic energy spinning the wind turbine rotor (Burton et al., 2011,
ch. 3). One of the major consequences from actuator disc theory is a
slow-down of the bulk airflow as it passes through the wind turbine.
This slow-down begins well upstream of the turbine, with the flow
decelerating as it approaches the turbine. This deceleration region is
referred to as the “induction zone” of the wind turbine. The presence
of the induction zone has been confirmed in various experimental
studies (e.g., Simley et al., 2016). The induction zone in front of the
turbine suggests that the mean wind speed �u in front of the turbine is
a function of the upstream distance, meaning that the simple
propagation time (1) from the frozen turbulence hypothesis is
inaccurate.

Dunne et al. (2014) investigate a correction to the frozen
turbulence model (1) to account for the induction zone based on
actuator disc theory (Medici et al., 2011), and present experimental
results to support their model. The corrected model, which still
treats �u as the free stream velocity outside of the induction zone,
takes the form

tprop � d

�u
M d, a( ), (2)

where M(d, a) depends on both the distance of the measurement
point upstream of the turbine and the wind turbine’s axial induction
factor a. M is expected to take values greater than 1. The axial
induction factor describes the change in wind speed between a far
upstream location and the wind turbine (Burton et al., 2011, ch. 3),
and depends on the wind speed and the wind turbine’s rotational
speed and blade pitch angle, which are dynamically changing during
operation. This further complicates the matter of accurately
estimating the propagation time.

2.2 Processing

In addition to advection, the wind field evolves between the
measurement location and the turbine. High-frequency

turbulence does not conform to the frozen turbulence
hypothesis and should be removed from the wind speed
measurement before it is used by the feedforward controller to
prevent erroneous actuation (Simley et al., 2018). A low-pass
filter is used to remove high-frequency turbulence. Filtering
imparts a delay tdelay (known as the “group delay”) on the
measurement such that the low-pass filtered output lags the
input signal. This group delay should be removed from the
propagation time when determining when the disturbance will
arrive at the wind turbine.

For most filters, the group delay is frequency-dependent,
meaning that the amount of delay imparted by the filter is not
constant, creating a potentially difficult situation in determining the
appropriate time to provide the filtered wind speed measurement to
the controller. To avoid this issue we use a moving average filter,
which has a frequency-independent group delay, in filtering
upstream measurements.

The experimental apparatus that we use for our experiment,
described further in Section 2.3, is digital. In subsequent discussion,
we will therefore refer to time steps k, rather than times t. Time can
be recovered as t = kTs, where Ts = 0.01 s is the sampling time of the
digital system (that is, a sampling rate of fs = 100 Hz). Accordingly,
we define nprop � round(tprop/Ts), where round(·) rounds its
argument to the nearest integer, and denote the filter group delay
(in terms of time steps) by ndelay. The group delay of a constant
magnitude, moving average filter with nfilt samples (where nfilt is an
odd integer) is ndelay = (nfilt − 1)/2.

Finally, some preview-enabled controllers, including the model
predictive controller (MPC) we use in our experiment, utilize
knowledge of the wind speed measurement some time before the
wind field impacts the turbine for planning purposes (prediction).
We let ncontrol denote the number of time steps ahead that the
controller requires the preview measurement. This is equivalent to
the prediction horizon of the MPC. To align the filtered
measurement with the assumed advection of the wind, the
filtered measurement should be held in a buffer for nbuffer time
steps, where

nbuffer � nprop − ndelay − ncontrol. (3)
This relationship is also shown graphically in Figure 4.

FIGURE 2
Aspects of the raw lidar sampling approach, including spreading along beam, line-of-sight limitations, and scan patterns shown in red, and their
post-processed signal, the rotor-effective wind speed at the focal distance, shown in blue.
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2.3 Experimental testbed

In our experiment, we indirectly investigate the advection
between the upstream measurement location and the wind
turbine by comparing controller performance under a range of
assumed propagation times. We run our experiments using a
fully actuated, scaled model wind turbine (Figure 3A) operating
in a wind tunnel testbed (Figure 3B) at the ForWind Center for
Wind Energy Research in Oldenburg, Germany. The physical
components of the testbed, described next, are identical to those
used for our previous study (Sinner et al., 2022).

The Model Wind Turbine Oldenburg (MoWiTO 1.8), which is
designed as an aerodynamically scaled version of the NREL 5MW
reference wind turbine (Jonkman et al., 2009), has a rotor diameter of
1.8 m and a rated operational speed (for this experiment) of 480 rpm.
Preview measurements are taken using a tungsten hot-wire anemometer

that is 1 mm long and 5 µm thick (in place of a lidar) placed 2.7 m,
i.e., 1.5D, upstream of the turbine. The hot-wire anemometer is calibrated
prior to each test session, and has an output signal standard deviation due
to electrical noise of less than 0.3 m/s at the wind speeds tested. The blade
pitch system encoder has a quantization error of 0.17° and the rotor shaft
encoder has a quantization error of 4.17 rpm during run-time. However,
after post-processing (which includes filtering), the rotor speed error is
considered to be less than 1 rpm. For details on the MoWiTO, we refer
the reader to Berger et al. (2018).

An active grid (Neuhaus et al., 2021) is used to generate complex
inflows to the wind turbine. The controller, filter, and holding buffer are
implemented in LabVIEW and deployed on National Instruments real-
time controller hardware with a sampling rate of 100 Hz. The moving
average filter uses nfilt = 35 samples. Figures 3B, 4 demonstrate the
components of the testbed in photographic and schematic form,
respectively. Given the 1.5D spacing between the hot-wire

FIGURE 4
Diagram of the experimental testbed as well as the relationship between various components of the propagation time (represented by their number
of time steps).

FIGURE 3
Wind tunnel experimental test bed at the ForWind Center forWind Energy Research in Oldenburg, Germany. (A) TheModel Wind TurbineOldenburg
(MoWiTO) used for the experiments. (B) MoWiTO in wind tunnel with active grid and hot-wire anemometer.

Frontiers in Mechanical Engineering frontiersin.org05

Sinner et al. 10.3389/fmech.2023.1145305

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2023.1145305


anemometer and the turbine, for above-rated wind turbine operation
where a ≤ 0.33, Dunne et al. (2014) suggest that the value for M in the
induction zone-corrected model (2) should be in the range 1.0–1.1 (see
especially Figure 6 from Dunne et al. (2014)).

The MPC used for the experiments is designed to maintain
the rated rotor speed in above-rated operation using blade
pitch actuation. The model is a first-order linear response of
the rotor speed to blade pitch and wind speed inputs, and the
MPC objective function includes penalties on the rotor speed
tracking error and its integral (state penalties) and on changes
to the blade pitch angle (input penalty). Constraints include
the blade pitch rate limit and absolute blade pitch angle limit.
The MPC prediction horizon is set as ncontrol = 10 time steps.

See Sinner et al. (2022) for full details on the controller
development and implementation.

3 Experimental method

To determine the effect of the assumed propagation time on
feedforward controller performance, we run repeated wind
sequences through the wind tunnel while varying the length of
the buffer nbuffer. The choice of filter size nfilt = 35 leads to a fixed
group delay ndelay = 17. As the prediction horizon length is also fixed
at ncontrol = 10, according to the relationship (3), altering nbuffer
directly alters the assumed number of propagation time steps nprop.

We run the experiment in two phases with distinct wind fields. In the
first phase, a relatively simple gust wind input is provided to the turbine
using the active grid (Figure 5A). The gust is repeated 10 times in
sequence for each test value of nbuffer. Tested values of nbuffer are 5, 8, 11,
14, and 17, corresponding to values ofnprop of 32, 35, 38, 41, and 44. Thus,
the range of values tested for the propagation time is 0.12 s, and the
middle assumed propagation time (corresponding to nprop) is 0.38 s. As
the propagation timemodels (1) and (2) indicate, themeanwind speed in
the tunnel �u should affect the best choice for nprop (with lower values of
nprop expected to perform better for higher wind speeds, and vice versa).
We therefore repeat the ten-gust experiment at three different wind
tunnel fan speeds (225 rpm, 239 rpm, and 253 rpm) corresponding to
mean wind speeds of 6.3 m/s, 6.8 m/s, and 7.2 m/s, respectively, in the
tunnel test section. As a control, we also run the sequence of 10 repeated
gusts with the three fan speeds using an equivalent feedback-only (FB
only) MPC (Sinner et al., 2022), which does not rely on preview wind
disturbance measurements and therefore does not have a value for nbuffer
or nprop. For consistency, going forward, we will refer to preview-enabled
configurations as “feedback/feedforward” (FB/FF) MPC. The testing
matrix for the first phase is given in Table 1.

During the second phase, we run a more complex wind input
sequence, representative of realistic turbulent inflow with a
turbulence intensity of 18%. Again, the same wind input
sequence is repeated ten times. A single instance of the ten-times
repeated sequence is given in Figure 5B. For the second phase
experiment, a single tunnel fan speed (263 rpm) is used,
corresponding to a mean tunnel wind speed of 6.6 m/s for this

FIGURE 6
Responses of the FB only controller (gray) and FB/FF controller
with nbuffer =11 (red) for a single gust at base wind speed 6.3 m/s from
the phase 1 experiment. The upper plots show the blade pitch angle
(control input) and the lower plots show the rotor speed (plant
output).

FIGURE 5
Input sequences used for experiment. The gray line shows the raw hot-wire anemometer measurement and the black line shows the output of the
moving average filter (advanced by the group delay ndelay to align the signals for plotting purposes). Each sequence was repeated 10 times for each
preview delay length. (A) Single instance of gust input sequence for phase 1, with a mean tunnel wind speed of 6.3 m/s. (B) Single instance of turbulence
input sequence for phase 2.
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input. Tested values of nbuffer are 7, 9, 11, 13, and 15, corresponding
to values of nprop of 34, 36, 38, 40, and 42. The control case (FB only
MPC) is also run. The testing matrix for the second phase is given in
Table 2.

4 Results

The controller’s primary objective is to regulate the rotor speed
to the rated speed of 480 rpm using the blade pitch angle. Figures 6, 7
provide demonstrative time series responses from the phase 1 and
phase 2 experiments, respectively. Note that the blade pitch angle
(control input) for the FB/FF controller slightly leads that of the FB
only case due to the wind speed disturbance preview, leading to
improved rotor speed regulation.

We quantify performance in terms of features of the rotor speed
response. For the phase 1 gust experiment, we look at the peak rotor
speed deviations away from the rated speed as the clearest indicator
of controller performance. For the phase 2 experiment, where there
are multiple peaks and troughs over the turbulent wind sequence,
the peak values do not convey useful information. Instead, we look at
the root-mean-square (RMS) rotor speed error from the rated speed
over the sequence to inform us of controller performance. It should
be noted that because the turbulent flow is a transitional wind
sequence containing both below-rated and above-rated operation,
there are extended periods when the blade pitch controller is inactive
and the torque controller takes over, which plays a significant role in
the reported RMS errors. Nonetheless, the FB/FF controller should
help to maintain above-rated operation and we still consider the
RMS error a reasonable metric for the phase 2 experiment.

The peaks of the rotor speed response for each of the ten gusts
for the phase 1 experiment are shown in Figure 8. The mean over the
ten peaks is shown as a circle, and is provided numerically in Tables
3, 4 for clarity. Similarly, the RMS rotor speed errors for the phase

2 experiment are given in Figure 9, with means reported in Table 5.
Along with the experimental results, we plot the (real-valued) choice
of buffer size predicted by the frozen turbulence hypothesis,
i.e., corresponding to M = 1.0 in the corrected model (2), as a
vertical black line. For exposition, we allow this choice to take non-
integer values.

5 Discussion

The results presented in Section 4 reinforce previous studies and
experiments showing that the inclusion of feedforward control
action can result in significant improvements in rotor speed
regulation in above-rated operation. Overshoots in particular are
dramatically reduced (Figure 8, as well as Figure 6). We now discuss
the results of the test in more detail.

5.1 Qualitative analysis

Considering the phase 1 experiment (repeated gusts at various
base wind speeds), several important trends are present besides the
clear improvement in overspeed performance using preview-
enabled control. First, the improvement in the minimum rotor
speeds for FB/FF over FB only is less apparent than the
improvement in maximum rotor speeds. This is again consistent
with our previous findings (Sinner et al., 2022), and may partly be
explained by the transition into below-rated operation during the
lull before and after the gust, which cause the blade pitch angle to
saturate at its low value of 0° and the rotor speed to drop. We
therefore focus mostly on the maximum rotor speeds in the
following.

Second, and perhaps most important, is an overall insensitivity
to the assumed propagation delay. Across all three wind speeds
tested, the FB/FF controller limits rotor overspeeds for all values of
nbuffer tested. Considering the range of test values, this result, while
somewhat surprising, is good news for preview-enabled wind
turbine control, as it suggests that controllers may be robust to
errors of 20% or more to the assumed propagation delay. In

TABLE 1 Testing matrix for the first phase. Tunnel wind speeds (and corresponding fan speeds) are listed in the left-most column, while values for nbuffer are listed
in the upper row. For each wind speed-nd combination, a test set consisting of a repetition of ten gusts similar to that shown in Figure 5A is run. The gray dots
denote the control case, which uses a feedback-only MPC that has no measurement of oncoming disturbances. The red cells denote the feedback/feedforward
cases (which use preview measurements), where the number in the cell represents the equivalent M from the induction-zone corrected model (2) for the given
wind speed-nd combination and the shade of the cell represents the relative magnitude of M.

FB only FB/FF, nbuffer = 5 FB/FF, nbuffer = 8 FB/FF, nbuffer = 11 FB/FF, nbuffer = 14 FB/FF, nbuffer = 17

6.3 m/s (225 rpm) • 0.75 0.82 0.89 0.96 1.03

6.8 m/s (239 rpm) • 0.81 0.881 0.96 1.04 1.11

7.2 m/s (253 rpm) • 0.86 0.94 1.02 1.10 1.18

TABLE 2 Testing matrix for the second phase. The tunnel base wind speed (and corresponding fan speed) is shown in the left-most column, while values for nbuffer
are listed in the upper row. For eachwind speed-nd combination, a test set consisting of a repetition of ten turbulent sequences similar to that shown in Figure 5B is
run. As in Table 1, the shades and values in the cells represent the equivalent M for each wind speed and nbuffer combination.

FB only FB/FF, nbuffer = 7 FB/FF, nbuffer = 9 FB/FF, nbuffer = 11 FB/FF, nbuffer = 13 FB/FF, nbuffer = 15

6.6 m/s (263 rpm) • 0.83 0.88 0.93 0.98 1.03

1 The combination nbuffer = 8, wind speed 6.8 m/s was run at a fan speed of
240 rpm rather than 239 rpm. This did not significantly change the tunnel
wind speed.
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FIGURE 7
Responses of the FB only controller (gray) and FB/FF controller with nbuffer =11 (red) for a single turbulent sequence from the phase 2 experiment.
The upper plots show the blade pitch angle (control input) and the lower plots show the rotor speed (plant output). The plots on the left show the
response over the entire sequence, whereas the plots on the right show a subset of the response for detail.

FIGURE 8
Peak rotor speed responses in the phase 1 experiment. The dotted line represents the rated rotor speed that the controller is targeting. Each point
above (resp. below) the dotted line represents the maximum (resp. minimum) rotor speed during one of the ten gusts. The circular marker ◦ denotes the
mean of the maximum or minimum over the ten gusts. The FB only control case is shown in gray, while FB/FF test cases are shown in red. The vertical
black line indicates the buffer size suggested by the frozen turbulence hypothesis. (A) 6.3 m/s. (B) 6.8 m/s. (C) 7.2 m/s.

TABLE 3 Mean value of the maximum rotor speeds over the ten gusts during the phase 1 experiment, for each value of nbuffer (including the FB only configuration)
and each tunnel wind speed.

FB only FB/FF FB/FF FB/FF FB/FF FB/FF

nbuffer = 5 nbuffer = 8 nbuffer = 11 nbuffer = 14 nbuffer = 17

6.3 m/s (225 rpm) 501.4 487.0 486.1 485.0 486.0 487.2

6.8 m/s (239 rpm) 500.1 488.0 487.9 488.1 488.0 488.0

7.2 m/s (253 rpm) 501.1 488.8 489.1 488.5 489.0 489.0
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particular, this means that the buffer length may not need to be reset
for small changes in the mean wind speed, making implementation
easier.

Finally, although small, there does appear to be some sensitivity
in the controller performance to the value of nbuffer for the FB/FF
cases (Figure 8A). At a base wind speed of 6.3 m/s, a buffer length of
nbuffer = 11 (corresponding to a number of propagation steps nprop =
38 and propagation time tprop = 0.38 s) appears to be best for limiting
rotor overspeed. This is in fact slightly shorter than the 0.43 s that the
frozen turbulence hypothesis (1) would suggest at 6.3 m/s and 2.7 m
separation, i.e., suggesting a valueM = 0.9 < 1 in the induction-zone
corrected model (2). This result is surprising, as the correction
applied should account for a slow-down (M > 1), rather than a
speed-up (M < 1) in the flow (Dunne et al., 2014). Performance

appears to degrade steadily, though not strongly, for buffer lengths
above and below nbuffer = 11. For the higher wind speed cases (6.8 m/
s and 7.2 m/s, Figures 8B, C, respectively), the only apparent
differences with buffer length are in the minimum rotor speed
values. As mentioned above, the minimum rotor speed responses
are less clearly indicative of the feedforward control action, and we
refrain from making analyses based on differences in the minimum
rotor speeds alone.

We do not suggest that a value of M < 1 is physically
representative of the true propagation time of the disturbance;
instead, we consider the value seen as an indication that the best
choice of buffer time for feedforward control of wind turbines is not
simply that which best predicts the arrival of the gust. For instance,
measurement and unmodeled actuation delays may mean it is best
to provide the disturbance to the feedforward controller slightly in
advance of the anticipated arrival time; and the best buffer length
may be controller dependent and require testing various values to
identify. It is also important to note that both the standard (1) and
corrected (2) hypotheses assume that the large turbulent structures
do not deform as they propagate downstream. While this may be
true in the atmosphere, the presence of boundaries in the wind
tunnel testbed and limitations in achievable flows with the active
grid leads to some deformation of the flow. In particular, the gust
profile (Figure 5A) may tilt somewhat as it propagates towards the
turbine, with the higher wind speeds at the peak of the gust arriving
more quickly than the lower wind speeds in the troughs. While the
deformation appears to be minor over the tunnel test section
between the hot-wire anemometer and MoWiTO (Neuhaus et al.,
2021, esp. supplementary material), this may effectively shorten the
best buffer length for the controller in the gust tests.

The phase 2 experiment (with repeated turbulent inflow, see
Figure 5B) was run to provide the controller with a more
challenging, variable inflow. This results in many transitions
between below- and above-rated operation over the sequence
(Figure 7). As mentioned in Section 4, the periods of operation
below rated speed contribute significantly to the RMS rotor speed
error values reported in Figure 9; Table 5, and the benefit of
feedforward action in this case appears smaller. However,

TABLE 4 Mean value of the minimum rotor speeds over the ten gusts during the phase 1 experiment, for each value of nbuffer (including the FB only configuration)
and each tunnel wind speed.

FB only FB/FF FB/FF FB/FF FB/FF FB/FF

nbuffer = 5 nbuffer = 8 nbuffer = 11 nbuffer = 14 nbuffer = 17

6.3 m/s (225 rpm) 448.5 449.1 448.9 450.5 450.4 448.1

6.8 m/s (239 rpm) 463.0 466.7 466.3 464.8 465.1 463.6

7.2 m/s (253 rpm) 464.7 462.6 462.3 463.2 460.3 461.2

FIGURE 9
RMS rotor speed errors in the phase 2 experiment. Each point
represents RMS rotor speed error during one of the ten gusts. The
circular marker ◦ denotes the mean RMS error over the ten gusts. The
FB only control case is shown in gray, while FB/FF test cases are
shown in red. The vertical black line indicates the buffer size suggested
by the frozen turbulence hypothesis.

TABLE 5 Mean value of the RMS error over the ten repetitions of the turbulent sequence in the phase 2 experiment, for each value of nbuffer (including the FB only
configuration).

FB only FB/FF FB/FF FB/FF FB/FF FB/FF

nbuffer = 7 nbuffer = 9 nbuffer = 11 nbuffer = 13 nbuffer = 15

6.6 m/s (263 rpm) 18.5 18.2 17.9 17.8 16.9 17.0
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considering Figure 7, the FB/FF controller is still performing well in
terms of reducing overshoots of the rated rotor speed. The FB/FF
controller again shows some performance sensitivity to buffer
length, with nbuffer = 13 appearing best. This corresponds to a
propagation time of tprop = 40 s, which at the 6.6 m/s base wind
speed is in good agreement with the uncorrected frozen turbulence
hypothesis (M = 1.0 in the corrected hypothesis (2)).

5.2 Statistical tests

The experiments conducted in this study were not designed to
achieve a certain level of statistical significance. Nonetheless, it is
informative to examine statistical significance through p-value
testing to indicate whether there is indeed a change in
performance with buffer length. For the sake of this discussion,
we use a 95% confidence level to test the null hypotheses. We first
test whether, at each wind speed for the phase 1 experiment, there is
a difference in the median value of the maximum rotor speed across
all buffer length cases (groups), including the FB only case. Given the
small sample size, we use the Kruskal-Wallis H-test, with the null
hypothesis that all groups come from populations with equal
medians (Corder and Foreman, 2009, ch. 6). Similarly for the
phase 2 experiment, we test whether there is a difference in the
median RMS error across all groups. p-values for each wind speed
are reported in the first line of Table 6. In all cases, we see p-values
less than 0.001 and can reject the null hypothesis.

We next exclude the FB only group and rerun the H-tests to
investigate whether there is a statistically significant difference
across FB/FF controllers with different values of nbuffer. The
p-values for these tests are given in the second line of Table 6.
Consistent with the trends visually evident in Figures 8, 9, the
p-values are sufficient to reject the null hypothesis of equal medians
for the 6.3 m/s gust (from phase 1) and 6.6 m/s turbulence (phase 2).
We fail to reject the null hypothesis for the 6.8 m/s and 7.2 m/s gusts.

The second row of Table 6 identifies significant differences in the
median performance scores for the 6.3 m/s gust and the 6.6 m/s
turbulence. To investigate these cases further, we test whether there
is a statistically significant pairwise difference between the group
with the best mean performance and the other groups for both cases.
For the 6.3 m/s gust, the best performer is nbuffer = 11, while for the
6.6 m/s turbulence, the best performer is nbuffer = 13. We run a
Mann-Whitney U-test, with the null hypothesis that the two groups
are drawn from the same distribution (Corder and Foreman, 2009,
ch. 4), for each pair; p-values are reported in Tables 7, 8. With
multiple pairwise comparisons such as this, we increase the
probability that one of the null hypotheses is incorrectly rejected
(type 1 error). To counterbalance this effect, we make the
(conservative) Bonferroni correction to our confidence level
(Corder and Foreman, 2009), and require a new confidence level

of 100–5/4 = 98.8% to reject the null hypothesis. The pairwise
comparisons of nbuffer = 11 to nbuffer = 5 and nbuffer = 17 in the 6.3 m/s
gust case and nbuffer = 13 to nbuffer = 7 and nbuffer = 9 succeed in
rejecting the null hypothesis at this confidence level, indicating
statistically significant differences between the distributions.

5.3 Simulated response

Finally, to support the evidence of insensitivity to the assumed
propagation delay from the phase 1 and phase 2 wind tunnel tests,
we ran computer simulations of the MoWiTO using the 10-gust
input wind sequence at a mean wind speed of 7.2 m/s. This setup
corresponds to the results presented in Figure 8C. We ran the
simulations with all integer values of buffer size in the range [1, 30],
and forced the “true” buffer size to nbuffer = 11 by providing a
propagation time of tprop = 0.38 s between the measured sequence
and the sequence impacting the turbine. Random noise was added to
the measured sequence to simulate electrical noise (which is then
mostly removed by the moving average filter). No induction zone
model is included (i.e., M = 1.0), and no wind evolution is modeled
(i.e., the gust retains its shape between the measurement location
and the wind turbine). Simulations were run in two configurations.
In the first, the MoWiTO is modeled by a medium-fidelity nonlinear
FASTmodel (Jonkman and Buhl Jr., 2005; Berger et al., 2018). In the
second, the MoWiTO is modeled as a first-order linear system,
which matches the model used by the controller perfectly. Minimum
and maximum rotor speeds results analogous to those presented in
Figure 8C are given in Figure 10.

We note a few important differences between the simulated
response and the wind tunnel experiments. First, the minimum
rotor speeds for the FAST model are significantly lower. This is
because the simulations do not include the MoWiTO’s torque
controller, and instead the torque is kept at its maximum value
throughout the simulations. The minimum speeds should therefore
be ignored. The linear model does not have a torque model per se,

TABLE 6 p-values for Kruskal-Wallis H-tests.

6.3 m/s gust maximums 6.8 m/s gust maximums 7.2 m/s gust maximums 6.6 m/s turbulence RMS errors

FB only group included < 0.001 < 0.001 < 0.001 < 0.001

FB only group excluded 0.007 0.997 0.238 0.001

TABLE 7 p-values for pairwise Mann-Whitney U-tests for the 6.3 m/s gust
maximum rotor speeds.

Pair nbuffer = 5 nbuffer = 8 nbuffer = 14 nbuffer = 17

nbuffer = 11 0.001 0.064 0.22 0.003

TABLE 8 p-values for pairwise Mann-Whitney U-tests for the 6.6 m/s turbulence
RMS errors.

Pair nbuffer = 7 nbuffer = 9 nbuffer = 11 nbuffer = 15

nbuffer = 13 0.001 0.003 0.038 0.850
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and so does not suffer from this effect. Second, the maximum rotor
speeds for the FB only case with the linear model, which had a mean
value of 519 rpm, are not shown in the figure to allow us to focus on
the trends in the FB/FF cases. We believe that the reason the peak
overshoot is much higher for the linear model FB only case is that
the linear model does not account for the increase in rotor speed
sensitivity to blade pitch at higher blade pitch angles. This nonlinear
effect tends to help prevent overshoot.

With these differences aside, the simulated responses strongly
support the tunnel test results. In particular, the magnitudes of the
maximum rotor speeds for the FAST model (plotted in brown)
agree well with the tests (with slightly lower maximums in
simulation than the wind tunnel experiment), and we again see
that the maximum rotor speed is largely insensitive to the buffer size
nbuffer. Increasing the buffer size to values about nbuffer = 20 (greater
than a 20% error in the assumed propagation time), performance of
the FB/FF controller starts to degrade noticeably, but does not
approach the FB only controller’s performance until values around
nbuffer = 30 (corresponding to a 50% error in the assumed
propagation time). The response of the linear model (plotted in
blue) is slightly less noisy because all modeling error is removed.
Here, the trend is somewhat clearer due to reduced noise, with the
best performance appearing at the expected value of nbuffer = 11 and
a slow degradation in performance for lower and higher values of
nbuffer. However, again, the overall performance sensitivity to the
buffer size is low, reinforcing the results obtained in the wind tunnel
experiments.

6 Conclusion and future prospects

In this paper, we investigated the sensitivity of a preview-enabled
wind turbine blade pitch controller, utilizing upstream wind speed
measurements, to the assumed propagation time for the wind speed
disturbance. Experiments were conducted using a scaled model

wind turbine operating in a wind tunnel testbed using a range of
repeated test sequences and a range of assumed propagation delays.
Our major conclusions from this study are as follows.

• The preview-enabled controller’s performance was rather
insensitive to the assumed propagation delay, meaning that
the controller has some degree of robustness. This is
convenient for practical deployment of preview-enabled
wind turbine controllers, as the assumed propagation delay
may not need to be finely tuned to achieve the desired benefits
of preview-enabled control.

• Although performance differences between the different
assumed propagation times for the FB/FF case are relatively
small, the preview-enabled controller performed best when the
assumed propagation time was equal to or slightly less than the
commonly-used frozen turbulence assumption, even though
we would expect the induction zone in front of the turbine to
slightly slow the flow. The reason may be that the delays due to
pitch actuator dynamics, or model mismatch in the controller,
mean that acting slightly early produced the best performance
on sum. If so, the ideal propagation time may be turbine and
controller dependent, and a testing period may always be
needed to identify the best propagation delay.

Future prospects for assessing the role of assumed propagation
time in preview-enabled wind turbine controllers’ performance
include running similar experiments with different feedforward
control architectures. This could help to determine whether the
relative robustness of the FB/FF controller to the assumed
propagation time is particularly strong in MPC or holds across a
range of preview-enabled controllers. Moreover, similar
experiments on an operational, utility-scale wind turbine using a
lidar scanner instead of hot-wire anemometer would help to
determine which, if any, of the effects seen in this study are
particular to the wind tunnel experimental test bed.

FIGURE 10
Simulated peak responses of the MoWiTO turbine for the 7.2 m/s phase 1 wind sequence. The brown data are produced using a medium-fidelity
FASTmodel of the turbine whereas the blue data are produced using a linearizedmodel that perfectly matches that used by the controller. The red (FB/FF)
and gray (FB only) circles are the means from the corresponding wind tunnel test (see Figure 8C). The vertical black line indicates the “true” buffer sized
used to run the simulation.
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