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Pele project Overview
The Pele project provides a simulation capability for first-principles 
and near first-principles continuum modeling of practical combustion 
devices.
• Fundamental turbulence-chemistry interactions
• Exploration of processes leading to higher efficiency,  reduced 

pollutant formation, and operational flexibility
• Sufficient model realism to account for design and  

operational variations
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PeleC Timestep PeleLMeX Timestep
PeleC
• Time-explicit, subcycled AMR
• Second-order discretizations
• Explicitly coupled to chemistry and

Lagrangian spray fuel particles
• Ideal and real gas mixture EOS

PeleLMeX
• Semi-implicit, SDC-based iterative 

non-subcycled time step
• Implicitly coupled to chemistry and

Lagrangian spray fuel particles
• Ideal gas mixture EOS

Both
• CEPTR Python-based code generator for 

thermodynamics, mixture-averaged 
transport, EOS

• PeleMP – multiphysics coupling for 
sprays, soot and radiation transport

Reduced-Order Manifold Turbulent Combustion Models in PeleLMeX

Manifold-based models: lower simulation cost by transporting a reduced set of 
variables  from which thedetailed thermochemical state can be approximately 
reconstructed

Implemented in PeleLMeX through the PelePhysics library: supports both physics-
based approaches that use lookup tables (e.g., Flamelet Generated Manifolds) 
and machine learning approaches (e.g., Principal Component Analysis, Co-
optimized Machine-Learned Manifolds) with neural networks

Flame Sheet Case:
~8x speedup vs. 

detailed chemistry

Runtime for NNs is 
independent of manifold 

dimensionality. More 
performance benefit when 

reducing larger chemical 
mechanisms

• Code Development Complete

• Low Temperature Alkane Oxidation
• with Curran (NUI Galway); in progress
• 2400 Species; RO2, QOOH, O2QOOH, P(OOH)2, KHP, 
alkoxy radicals, cyclic ethers
• Linear/Branched – C5, C6, C7, C8 ; 12 heavy atoms
• CBH2(B2PLYPD3 -> ANL0) energies (2𝝈𝝈 unc. < 1.0 kcal/mol)

• Dual Fuel – n-dodecane/iso-octane
1. > 100,000 reactions in full mechanism
2. A priori thermo (1340 species_ rates (4850 reactions)
3. Isooctane – good; n-dodecane – some science challenge

• Improve Quality of Theory Predictions

150,000 ⍵B97XD/6-31g* Hessians; species with up to 16 heavy atoms 

Predictive Automated Combustion Chemistry and Model Reduction

Radiation simulation of an ethylene-air jet flame on Crusher
T (K) Volume fraction of soot

Radiation Emission (W/m3) Absorption coefficient (m-1)

On-Node Performance (in sec) of the P1 radiation solver on Summit and Crusher

Cost per timestep (in sec) of PeleLMeX comparing composite and level-by-level solution methods 
(left), and weak scaling results (right), for a burner case on Crusher

Pele’s Radiation Module

• The radiation module is now coupled to PeleC and 
PeleLMeX

• The performances are benchmarked on Summit and 
Crusher

• Improvement of robustness to enable practical 3-D 
simulations

Reduced QSSA performance on Crusher
Flame sheet test, 6.5M cells on 8 GCD
SK53 - 53 species skeletal mechanism

Red35 - 35 species reduced mechanism

High dimensional sampling strategy comparisonIterative algorithm for instance 
selection. Given a large dataset, 
estimate the probability density 
function of the data, and devise a 
sampling probability to uniformly 
distribute downsampled data in 
phase space. The density estimation 
can use a subset of the full dataset. 
An iterative procedure can be used 
to compensate for the small dataset 
used.

CEPTR Code Generation in PelePhysics: Quasi-steady Model Reduction

Efficient High-Dimensional Sampling

Pele Capabilities Added in 2022
2017 2018 2019 2020 2021 2022 2023

PeleLM weak scaling PMF (2018) PeleC weak scaling PMF (2018)

Pele codes show good scaling on Cori (NERSC) CPU-based system

Upon creation of PeleC and PeleLM (from LMC) in 2017, initial effort 
concentrated on multicore CPUs (e.g. Intel Xeon Phi) using MPI+OMP:

• Code base consists of C++ top-level functions with Fortran compute-
intensive kernels

• Chemistry integrated point-wise with DVODE (PeleLM) or in-house RK 
scheme (PeleC)

AMReX logical 
tiling using 
MPI+OMP

PeleC weak scaling PMF-DRM19 on 
Summit (2021)

PeleLMeX weak scaling PMF-DOD35 on 
Crusher (2022)

From Q3 2018 onwards, focus on GPUs, initially Nvidia (2019) then AMD/Intel (2021):

• Extensive re-write of both codes, replacing Fortran kernels by C++ lambdas, removing 
managed memory usage

• Coupling the Pele codes with Sundials
• Both codes show 2x speed-on CPU introducing C++ lambda kernels
• CPU to GPU speed-up on a node basis ranging from 5x to 20x depending on the case/platform

Both codes show good weak scaling capabilities on Nvidia/AMD platforms:
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Limited strong scaling ability for PeleLM(eX) due to communication-intensive linear solves

PeleC strong scaling KPP2 on Crusher 
(2022)

PeleLMeX strong scaling KPP2 on Crusher 
(2022)

Performance bottleneck identified and currently under investigation
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PeleC bottleneck data-movement routine identified 
using AMReX profiler while weak scaling

Pele Performance as of 2022

GitHub: https://github.com/AMReX-Combustion

7.5x speed-up on a node basis from CPU to GPU

PeleLMeX on CPU and GPU: Chemistry solver dominates execution

Initial MPI + X port of Pele codes

Pele Development
Timeline Under ECP

Pele Applications
Pele code initially limited to simple 
configurations (periodic boxes, jets, …):

Introducing EB allowed more complex & relevant cases:

Cavity flame-holder with PeleC - 2020

Rotating detonation engine with PeleC - 2022

ECP KPP2 Challenge Problem 
with PeleLMeX (left) and PeleC

(bottom) – 2022/2023

Simulation of SAF in a swirled liquid 
fueled burner in PeleLMeX - 2022

Simulation of a spray jet flame in 
PeleLMeX - 2022

Plasma-assisted combustion with 
PeleC - 2022

Pele Suite of codes is the leading ExaScale-ready standard for the 
combustion community:
• Used by National Labs. to tackle upcoming reactive flow challenges
• Used by out academic partners in the US (UCI, UTAustin, USD) and 

abroad (Montreal (Canada), UNSW (Australia), SINTEF (Norway)
• Github repositories gather the growing community of Pele users

Turbulent puffing helium 
plume with PeleLM - 2018

Turbulent U-turn gas turbine component- 2020
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