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Executive Summary  
The research objective for the Atmosphere to Electrons to the Grid (A2e2g) project was to 
design a platform that merges forecasting tools with aerodynamic and economic models. The 
value proposition is that expanding wind power plant operation to include grid services allows 
those plants to operate in markets for grid services as well as energy markets, increasing revenue 
streams for wind plant operators while contributing to reliable grid operation.  

The A2e2g project comprises a platform that integrates forecasting tools to account for weather 
uncertainty, aerodynamic wind plant models to account for wake dynamics and wind plant 
operation, and economic models to advise on operation for a wind power plant that offers grid 
services in addition to energy, as shown in Figure ES-1. 

 
Figure ES-1. The A2e2g integrated platform 

The A2e2g platform is a holistic tool with modules that can be run to advise on market 
participation and control and operate a wind power plant in real time. Figure ES-2 shows the 
different components of the platform. The A2e2g platform assumes two stages: the first is day 
ahead, with a focus on managing uncertainty, and the second is real time, with a focus on 
managing variability. Detailed descriptions of each component can be found in Sections 4–6. 
The different components have models written and developed in the Python programming 
language. The code is assembled into a Python package and can be easily downloaded and 
installed from the A2e2g repository.1 The code is open source and free to the public.  

 
 

1 https://github.com/NREL/a2e2g 

https://github.com/NREL/a2e2g
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Figure ES-2. A2e2g platform showing market participation (first stage) and real-time control 
(second stage) 

 

The A2e2g platform can be used as a high-level controller for a wind plant for market 
participation and real-time wind plant control. The A2e2g controller operates at the 4-second and 
longer time frame and does not include communication to inverter-based wind plant controls at 
the second and subsecond time frame. The 4-second time frame corresponds to the supervisory 
control and data acquisition (SCADA) operations of wind plants, and the A2e2g platform can be 
used to respond to grid service communications from power system operators for regulation and 
other slower grid services.  

Operational responses of wind plants to grid frequency events in the second and subsecond time 
frames, such as primary frequency response, are not included in the A2e2g controller as those 
events would be immediately sensed by the wind plant inverter-based control system. Figure ES-
3 gives an overview of the different grid services. Energy and capacity services are included in 
one category, with the remaining services in an “essential reliability service” category, a term for 
grid services that has recently been used to include additional grid services beyond those covered 
by “ancillary services” (the terms used for grid services are not always consistent across different 
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power system operators). Essential reliability services are further subdivided into operating 
reserves and other services. The A2e2g platform could be used for providing energy and capacity 
and regulating and ramping reserves, as shown in Figure ES-3.  
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Figure ES-3. Overview of grid services 

The project demonstrated the control functionality and communication of the A2e2g platform 
with the GE 1.5-megawatt wind turbine operating at the National Renewable Energy 
Laboratory’s Flatirons Campus at the 4-second SCADA time frame, but it was not implemented 
on a wind plant.  

Market participation. The A2e2g platform can be used to model different market participation 
scenarios for wind plants providing grid services. In this project, we focused on regulation as a 
grid service, as regulating reserves are generally more valuable and have current markets, require 
fast response, and are deployed in short time frames. However, the A2e2g platform demonstrated 
in this report can be expanded to include other grid services, including potential future grid 
services for which markets do not currently exist. We developed the A2e2g platform for both 
wind only and wind plus energy storage.  

The development of the A2e2g analytical formulation for market participation required a detailed 
understanding of how wind plants participate in energy and ancillary services markets. In this 
project, we consider uncertainty in the wind resource, because in the majority of organized 
markets in the United States, a high volume of reserves is traded day ahead. In developing the 
A2e2g platform for market participation for regulation, we considered how variable energy 
resources consider independent system operator/regional transmission organization performance 
targets with respect to the delivery of regulation capacity to decide the regulation capacity to 
offer. We also evaluated adjustments to resource revenues for imperfect delivery of regulation 
capacity and how that could affect the opportunity costs the variable resource faces when it 
offers regulation. We provide case studies in Section 5.3 that illustrate the advantage of offering 
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regulation with the A2e2g platform, the economic attractiveness of the regulation product, and 
how co-locating wind and energy storage could allow the wind-plus-storage facility to meet 
delivery targets not only for regulation but also for energy. Note that these case studies depend 
on the power system market rules, historical prices, wind resource for the time period under 
study, and related parameters, and would vary for other case studies. 

Real-time control. In addition to the market participation component described earlier, the 
A2e2g platform also includes a wind-plant-level active power controller. A closed-loop power 
tracking controller is needed to enable wind power plants to respond to active generation control 
signals from the grid operator in real time (i.e., 4-second SCADA time frame). The controller 
takes the current power set point being sent by the grid operator and produces individual power 
reference signals for the wind turbines within the plant. The controller can account for important 
aerodynamic interactions between the turbines, which occur in a seconds-to-minutes timescale as 
turbine wakes propagate through the plant (note the similarity to the shortest timescale for A2e2g 
market participation). To increase the flexibility of a wind plant providing grid services, we 
include in A2e2g a battery providing short-term energy shifting, which helps to relieve 
curtailment and provide a faster active power response.  

The A2e2g platform represents an important step toward developing “near-firm” power for a 
wind plant. A near-firm wind plant will be able to deliver on its day-ahead bids for power 
provision with high reliability. Advanced control of wind power plants with energy storage will 
provide firm and flexible day-ahead dispatchable power and pave the way for other renewable 
energy sources to do the same. Figure ES-4 summarizes some of the features and impacts of the 
A2e2g platform, along with the key takeaways from this report and the wind plant stakeholders 
who could benefit. 
 

 
Figure ES-4. The A2e2g platform features and impacts 
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1 Project Overview 
1.1 Background  
For a wind power plant, the resource inputs are driven by the planetary boundary layer flow via 
the atmosphere and the downscaling of that flow into the complex flow within the wind plant. 
The plant efficiency is a result of complex interactions between plant inflow, mechanical and 
power system controls for wind turbines and the plant, and power flow based on grid dynamics 
and power system operation and value streams. The energy capture and performance of a wind 
plant are driven by multiscale physical processes over different timescales including 
electromechanical and power system dynamics. Figure 1 shows a breakdown of the timescales 
for power system operation and how they relate to mesoscale modeling, wind plant operation, 
and wind turbine controls.  

Wind plant cost and performance are considered the primary drivers for sustainable wind energy 
development and deployment, with a focus on optimizing wind plant technology to achieve 
future high wind penetration levels by lowering the levelized cost of energy and mitigating 
technical barriers to deployment. Although individual wind turbine technology has been well-
optimized by original equipment manufacturers to meet commercial market demands, wind 
power plants have not received the same rigorous performance analyses. It is now necessary to 
examine the cost and performance of the entire wind plant for opportunities to increase the value 
per megawatt. To capture additional revenue, the wind power plant should meet power system 
operators’ performance criteria for supply of additional services. 
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Figure 1. Spatial and temporal scales for a wind plant system. Image by Besiki Kazaishvili, 

National Renewable Energy Laboratory (NREL)  

 

1.2 Grid Services  
As the percentage of wind energy grows, there is an increasing need for wind plants to provide 
“essential reliability services,” also known as ancillary services, to maintain the reliability and 
stability of the power grid. Historically, these services were provided by larger synchronous 
generators such as fossil-fuel or hydroelectric generators. 

In addition to supplying energy, wind power plants currently supply some grid services as 
required in several operating areas as well as by many market operators. In some cases, when the 
provision of certain grid services is a requirement, the wind plant may or may not get explicitly 
get paid for this service. For example, in the Public Service of Colorado operating region, wind 
plants must supply regulation down reserves through active power control (APC), which means 
operating the wind turbines to achieve a set power output. In the Electric Reliability Council of 
Texas (ERCOT), wind plants may provide ancillary services, but only a handful of wind 
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generators have opted to qualify for this provision and their participation in regulation markets is 
currently minimal. 

As the use of renewable energy increases, the need for grid services will likely increase, and as a 
result, so will the value of providing grid services. The research highlighted in this report is 
focused on the future, with the goal of developing tools that can help wind plant operators make 
informed decisions when providing these additional services. 

As future electricity systems integrate higher amounts of variable energy resources, there will be 
fewer traditional resources that can supply services, thereby driving up the price of service 
provision. Hence, it would not be surprising if the wind plant of the future operates more like a 
dispatchable conventional generator, which actively manages the uncertainty and variability of 
its electric output. For example, the California Independent System Operator (CAISO) is 
currently designing an imbalance reserve product that will help operators manage uncertainty 
between the day-ahead and 15-minute market, and in their latest deliberations they added 
variable energy resources as eligible suppliers.  

The Atmosphere to Electrons to the Grid (A2e2g) platform can be used as a high-level controller 
for a wind plant for market participation and real-time wind plant control. A2e2g operates at the 
4-second and longer time frame. The 4-second time frame corresponds to the supervisory control 
and data acquisition (SCADA) operations of wind plants, and A2e2g can be used to respond to 
grid service communications from power system operators for regulation and other slower grid 
services.  

Operational responses of wind plants to grid frequency events in the second and subsecond time 
frames, such as primary frequency response, are not included in A2e2g, as those events would be 
immediately sensed by the wind plant inverter-based control system. Figure 2 gives an overview 
of the different grid services. Energy and capacity services are included in one category, with the 
remaining services in an essential reliability service category (note the terms for grid services are 
not always consistent across different power system operators). Essential reliability services are 
further subdivided into operating reserves and other services. The A2e2g platform could be used 
for energy and capacity and regulating and ramping reserves, as shown in Figure 2.  
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Figure 2. Essential reliability services 

1.3 Summary and Project Timeline  
The research objective for the A2e2g project was to design a platform that merges forecasting 
tools with aerodynamic and economic models to maximize a wind power plant’s value streams 
for energy and grid services. The value proposition is that expanding wind plant operation to 
include grid services allows them to operate in both grid service and energy markets, potentially 
increasing revenue while contributing to reliable grid operation.  

During the first year of the project, we developed a modeling platform for A2e2 to support 
design optimization and controls development. In that same year, we implemented the A2e2g 
platform in a LabVIEW controller at the National Renewable Energy’s (NREL’s) Flatirons 
Campus for the GE 1.5-megawatt (MW) wind turbine to demonstrate the control of an individual 
wind turbine and demonstrate the communications with a FLOw Redirection and Induction in 
Steady State (FLORIS) simulation model.2 The A2e2g platform was also simulated for a 110-
MW wind plant using ERCOT market data to simulate the full wind plant control for the 
different timescales and the interaction with energy and grid service markets. 
 
Work in the second year included developing probabilistic, dynamic forecasting approaches 
using the FLORIS model to account for plant aerodynamics in power forecasts, including 
capturing the value of wake steering for real-time control. The A2e2g advisory module for 
market participation was developed to yield offers for regulating reserves that consider 
probabilistic forecasts for wind power, expected imbalance costs, and compliance performance 
targets (see Section 3) for grid services for a given market footprint (e.g., ERCOT). The 
forecasting of weather variables included new probabilistic forecasts using state-of-the-art 

 
 
2 https://www.nrel.gov/wind/floris.html 

https://www.nrel.gov/wind/floris.html
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methods (see Section 4) developed in the second year. This work was integrated into a novel 
wind plant scheduling and control platform (referred to as the “scheduler”) that provides for the 
maximum value of energy and full grid services under historical prices for any aerodynamic 
conditions, as shown in Figure 3.  

 
Figure 3. A2e2g integrated platform 

 
Work in the third year included making further improvements to the scheduler, such as:  

• Adding energy storage  

• Refining the Python code  

• Integrating aerodynamic and grid controls  

• Developing use case examples including a full end-to-end wind power plant simulation 
for the ERCOT market area 

• Developing and implementing scheduler equations for energy storage 

• Comparing the FLORIS day-ahead and real-time models 

• Integrating battery state information into the aerodynamic controller. 

1.4 Key Contributions  
The A2e2g platform represents an important step toward developing “near-firm power” for a 
wind plant, as shown in Figure 4. A near-firm wind plant will be able to deliver on its day-ahead 
bids for power provision with high reliability. Advanced control of wind plants with energy 
storage can provide firm and flexible day-ahead dispatchable power and pave the way for other 
renewable energy sources to do the same. The major components of A2e2g include the wind 
plant aerodynamic controller, which manages variability and operates in real time at the wind 
plant level, and the market participation advisor, which manages uncertainty in the minutes-to-
day-ahead time frame and allows the wind power plant operator to consider system signals, such 
as market prices for energy and grid services.  
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Figure 4. General timeline of advanced wind power plant control 
 

 
Figure 5 summarizes some of the features and impacts of the A2e2g platform, along with the key 
take-aways from this report and the intended wind plant stakeholders that could benefit. 
 
 

  
Figure 5. The A2e2g platform features and benefits 
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1.5 Report Structure 
The rest of this report is structured as follows. In Section 2, we give a high-level description of 
the A2e2g platform, including its modules and code implementation. This section should be most 
useful to those with a systems viewpoint and those desiring a more general background of the 
project. Section 3 provides background on regulating reserves disqualification and settlement 
practices for major U.S. system operators. In Sections 4–6, we provide detailed descriptions of 
the A2e2g modules as well as results where appropriate. Section 4 describes atmospheric and 
power forecasting; Section 5 explains how the wind plant participates in energy and ancillary 
services markets; and Section 6 covers the operation of the wind plant to respond to power set 
points received from the system operator. Section 7 concludes this report. 
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2 Architecture of the A2e2g Platform 
2.1 A2e2g Overview and Diagram 
The A2e2g project developed a platform that integrates forecasting tools to account for weather 
uncertainty with aerodynamic models to account for wake dynamics and wind plant operation, 
and economic models to advise on operation for a wind power plant that offers grid services in 
addition to energy.  

The A2e2g platform is a holistic Python tool with modules that can be run to advise on market 
participation and control and operate a wind power plant in real time. Figure 6 shows the 
platform components. The purpose of each component will be described briefly in the next 
subsection, with detailed descriptions that follow. 

 

Figure 6. A2e2g platform showing market participation (first stage) and real-time control (second 
stage) 

The current structure of the platform assumes two stages: the first is in day ahead and the second 
is in real time. We assume that managing uncertainty (i.e., errors of the wind power forecast due 
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to imperfect forecast of weather variables such as wind speed and wind direction) is key in the 
first stage and managing wind speed and wind direction variability is key in the second stage.  

For that reason, the first stage modules comprise probabilistic forecasting of wind power and 
offering of energy and regulating reserves. Note that the first stage (Figure 6) includes a module 
to simulate the day-ahead market. In this application, the day-ahead market module reflects the 
day-ahead market problem the system operator would solve in practice.3 For this report, we 
conducted price-taker analyses that assume historical prices would be observed even if the wind 
power plant used the advisory offering module to participate in the market. In other words, the 
price-taker analyses assume that the change in the offering approach of a single participant (here, 
a wind power plant) would not affect the historical prices observed. For future work or follow-up 
studies that investigate the impact of an updated offering by multiple power plants at the same 
time, detailed production cost models could be used as day-ahead modules. The second stage 
modules reflect the participation of the power plant in real-time operations and controls at the 
system level and a module that controls the wind power plant so that it can follow the 
“basepoint” signal (i.e., the active power output the plant is instructed to follow by the load 
frequency control system). 

2.2 Platform Components 

2.2.1 Day-Ahead Atmospheric Forecasting 
The first step for a wind power plant operator to participate in day-ahead energy and service 
markets is to obtain a forecast of the atmospheric conditions at the plant. The A2e2g platform 
provides a location-specific forecast based on readily available numerical weather prediction 
(NWP) model data. The forecast includes wind speed, wind direction, and turbulence intensity, 
which can each affect the wind plant’s power output.  

The atmospheric forecasts generated are probabilistic, including both an expectation and 
standard deviation (assuming a Gaussian distribution for each forecast component). As a result, 
we can provide a probabilistic treatment of the plant power forecast and finally plant operator 
bids into day-ahead markets. 

2.2.2 Probabilistic Forecast for a Plant’s Potential Upper Operating Limit 
Next, probabilistic forecasts of the plant’s power are generated. This step takes the probabilistic 
wind speed and direction forecasts as input and, using a steady-state flow model of the wind 
plants, produces a probability distribution for the power produced by the wind plant at 5-minute 
intervals. The use of a flow model in the power forecasting step, as well as wind direction input 
information, ensures that wake interactions between wind turbines are captured when generating 
the wind plant power estimate. The mean and standard deviation of the distributions (along with 
an assumption for a Gaussian distribution) are then returned to be used in the day-ahead offering 
module. 

 
 
3 A sophisticated participant could choose to simulate multiple day-ahead market outcomes using production cost 
models with different assumptions. Using the outputs of the production cost model, the participant could submit an 
offer that considers overall system conditions.  
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2.2.3 Day-Ahead Offering  
This module estimates the maximum capacity the wind power plant could offer for the ancillary 
service in question: regulating reserves. Although the actual module for this platform component 
is straightforward (a single formula), we took multiple steps to derive this formula, starting with 
the power system operator’s performance requirements for delivering regulating reserves. The 
performance requirements are described in the tariff of each power system operator and are used 
to decide if resources should disqualify from providing regulating reserves. It is worth noting 
that this module is specific to the power system operator and aspects such as the length of the 
performance assessment period along with the plant’s ramp rate affect the capacity that can be 
offered. In practice, a wind power plant operator could extend this module to consider any price 
forecasts that would help them optimize the objective function of its choice (e.g., the wind power 
plant’s expected profit). 

2.2.4 Day-Ahead Market  
This module is a price-taker dispatch model that uses historical prices as inputs to maximize the 
profit of the wind power plant generated from supplying energy and regulating reserves. The 
price-taker model assumes that the change in the offering of a single wind power plant would not 
affect the prices observed. However, if the offering of multiple wind power plants changes, 
future studies could consider using a production cost model in place of this module. For 
example, NREL’s Scalable Integrated Infrastructure Planning Model (NREL undated) is a tool 
that could be used for more detailed simulations of day-ahead markets. 

2.2.5 Short-Term Atmospheric and Power Forecasting 
Forecasts are regenerated for balancing in the real-time markets. A deterministic short-term 
atmospheric forecast is generated 5 or 10 minutes ahead based on persistence of the current wind 
conditions. The wind plant model is evaluated based on the short-term atmospheric forecast to 
produce a plant power forecast accounting for waking interactions. This power forecast is 
provided to the real-time offering module.  

2.2.6 Real-Time Offering  
For most of the case studies we conducted, the module is simplified so that the wind power plant 
is not coupled with storage. Hence, the module compares the day-ahead energy award to the real-
time available power and offers to buy or sell energy in case of over- or underforecasting, 
respectively.  

2.2.7 Real-Time Market and Signal Generation  
Similar to the day-ahead market module, this module could also be replaced by an open-source 
tool that could simulate real-time market operations and automatic generation control (AGC). 
Here, we use a price-taker dispatch module to yield the real-time awards and historical AGC 
signals to derive power reference signals with a 4-second resolution that the wind power plant 
controller must follow. 

2.2.8 Wind Power Plant Aerodynamic Control 
The wind plant’s ability to generate active power at the level requested by the system operator 
depends on its real-time control system. Therefore, we provide a wind-plant-level aerodynamic 
controller for the real-time operation of the plant. The controller provides individual power 
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references to each wind turbine in the plant and balances the references to ensure that the total 
power being generated tracks the requested active power level. This balancing is needed to 
account for wake interactions between turbines, which alter the wind resource available to each 
turbine in the farm and may mean that some turbines may not be able to generate their “share” of 
the power request. The individual wind turbine controllers track their references using a turbine-
level active power controller, which is assumed to use blade pitch control for demonstrative 
purposes. 

The control module also includes operating logic for managing an energy-shifting battery. The 
operating logic is designed to help the wind power plant in regulating its active power output 
while minimizing the need for dynamic curtailment of the plant. 

2.2.9 Aerodynamic Simulations 
We also include a module to mimic the aerodynamic interactions in a real wind power plant 
using a medium-fidelity aerodynamic model. This model allows us to simulate a wind plant’s 
response to power set points using the real-time aerodynamic controller. The simulation replaces 
a real wind plant to validate the controller’s handling of unknown disturbances and complex 
flows. It is suitable for short-term simulations (on the order of 1 hour to 1 day of operation) and 
can be driven using actual site-measured wind conditions and actual system operator active 
power signals, or synthetically generated conditions and signals. This module allows control 
system engineers to evaluate and compare competing control system designs prior to deployment 
on an actual wind power plant. If deploying the A2e2g platform on an operational wind power 
plant, this module would be replaced by the real wind plant. 

The aerodynamic simulator is a code that approximates wake propagation dynamics as well as 
wind turbine and flow responses to changes in turbine set points while being relatively 
lightweight (operable on a personal computer) and user-friendly for those familiar with FLORIS. 
Users can extract the error between the system operator’s power signal and the actual dynamic 
power produced by the plant, which could be used for further analysis of control system 
performance. 

2.3 A2e2g Code 
All the models discussed in this report were written and developed in the Python programming 
language. The code is assembled into a Python package and can be easily downloaded and 
installed from the A2e2g repository (https://github.com/NREL/a2e2g). The code is open source 
and free to use. To enable modularity and debugging of the code, each of the modules are coded 
individually so that they can be swapped in or out of the overall simulation, allowing for use of 
the models or actual data for each operation. This approach also allows for the effective testing 
of the code through clear divisions, as well as the future use of different models within each 
section.  

The main operational code is divided into five separate submodules: forecast, power_forecast, 
market, control, and simulation. The forecast, power_forecast, and market submodules contain 
the models that produce the weather forecasts, power forecasts, and market signals, respectively. 
The control submodule contains the various plant-level, real-time aerodynamic control strategies 
for following power set points from the system operator. Finally, the control_simulation 
submodule provides tools for testing the aerodynamic controllers interacting with a simulated 

https://github.com/NREL/a2e2g
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wind plant. This submodule stands in for a real wind power plant in simulation and would not be 
used for actual deployment on a real plant. Significant work was also done so that the code can 
be used in high-performance computing environments, which can be useful when looking at 
several long simulations across many different configurations. 

  



13 
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications. 

3 Background on Delivery Targets for Regulating 
Reserves 

In addition to energy and capacity, there are multiple essential reliability services that wind 
power plants could provide (Denholm et al. 2019). As a result, we decided to focus on regulating 
reserves because they are generally more valuable, require fast response, and are deployed in 
short time frames (Ela et al. 2019; Kahrl et al. 2021). We also considered the possibility of 
imperfect delivery of regulating reserves due to forecast errors at the time of offering. Our 
literature review revealed that reports that consider supply of ancillary services in U.S. markets 
generally ignore uncertainty (Kahrl et al. 2021; Loutan et al. 2020; Loutan et al. 2017), whereas 
academic papers usually consider uncertainty but in a profit-maximizing paradigm accounting 
only for hypothetical penalties that plants would incur if they did not deliver (Soares et al. 2017; 
Liang et al. 2011). To address this literature gap, we reviewed targets for delivery of regulating 
reserves and adjustments to settlements as a result of imperfect delivery and in Section 5 we 
discuss the implications of our findings for wind power plants participating in regulation 
markets. We provide a detailed discussion of current (as of April 2021) practices in Syprou et al. 
(2022) and here we summarize key take-aways from the review of publicly available documents 
(Southwest Power Pool 2020; New York Independent System Operator [NYISO] Operations 
Engineering 2020; California Independent System Operator Corporation 2020; NYISO Customer 
Settlements 2020; NYISO 2021; Midcontinent Independent System Operator [MISO] 2019; 
California Independent System Operator Corporation 2019; PJM 2016; PJM 2020a; Southwest 
Power Pool 2015; ERCOT 2020; ISO New England 2015; Henson 2015; MISO 2018; Reedy 
2018; PJM 2020b). Our summary is based on a review of publicly available documents, and it 
has not yet been reviewed by power system operators. 

3.1 Performance Targets  
Before offering regulating reserves to the market, a resource must qualify as a supplier by 
undergoing a test. Once the resource is qualified, its performance with respect to delivery of 
regulating reserves is monitored and decisions on its disqualification are made on a regular basis 
(e.g., every month), on a case-by-case basis or after completing unannounced tests. In the case of 
periodic calculation of performance metrics, the wind power plants would aim to offer regulating 
reserves at a level that would keep them from being disqualified.   

Our literature review suggests that system operators who periodically monitor delivery of 
regulating reserves use two types of metrics. The first type of metric (Type I) assesses how 
frequently over the assessment period the accuracy of delivery of regulating reserves was worse 
than a specified tolerance. If the frequency of “unacceptable delivery” is higher than operator-
determined target frequency, 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, the plant is disqualified.  The second type of metric (Type 
II) estimates the average realization rate (i.e., the capacity of regulating reserves delivered vs. 
requested or contracted). If the average realization rate or precision during an assessment period 
is less than the operator-determined target score, 𝑠𝑠𝑇𝑇, the resource is disqualified. Note that the 
performance score could be an aggregate score that tracks, in addition to precision, time delays. 
For managing uncertainty, the precision score is more relevant. We hereafter refer to metrics that 
estimate average precision as Type II. Table 1 summarizes the performance metrics and rules for 
resource disqualification when the current practice involves periodic calculations of performance 
metrics.  
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Table 1. Performance Metrics and Rules for the Disqualification of Regulation Providers Used by 
Five U.S. Independent System Operators/Regional Transmission Organizations That Periodically 

Estimate Performance Metrics 

 Metric Name or Short 
Description 

Assessment Period Disqualification Rule 

ERCOT 
(Type I) 

Number of 5-min 
intervals with 
generation resource 
energy deployment 
performance within 
tolerance  

Calendar month Metric is below 85% 
of intervals with 
regulation awards 

New York 
Independent System 
Operator 
(Type II) 

Regulation 
performance index  

Calendar month Metric is below 0.85  

Southwest Power 
Pool 
(Type II) 

Compliance rating Calendar month or 5 
best tests 

Metric is below 75%  

CAISO 
(Type II) 

Historical regulation 
performance accuracy 

Calendar month Metric is below 25% 

PJM Interconnection 
(Type II) 

Performance score 
(delay, correlation, 
precision) 

100 hours Metric is below 40%  

3.2 Settlement Schemes  
The supplier of regulating reserves is commonly paid a price for regulation, which is an output of 
an optimization problem solved by the power system operator. For co-optimization of energy and 
reserves, this price considers opportunity costs that suppliers might face when they are asked to 
supply regulation instead of energy. The regulation price is multiplied by the capacity that the 
participant is asked to reserve for regulating reserves to yield the payment for the participant. In 
the case of CAISO, in addition to capacity payments, there could be payments associated with 
mileage. When regulation is being deployed, adjustments to energy payments are common. For 
example, regarding regulation down deployment, the generator produces less energy than the 
market rewarded them for, and the energy revenues are adjusted accordingly. The adjustments to 
the energy payments could be considered by wind power plants when they offer regulating 
reserves. More importantly, in this project, we aim to understand the impact of imperfect 
delivery of regulating reserves on settlements.  

Based on our review, it is clear that in all seven U.S. independent system operators 
(ISOs)/regional transmission organizations (RTOs) payments are adjusted when the delivery of 
regulating reserves is imperfect. In summary, there are at least four ways in which the 
settlements are adjusted. Under the first scheme, the payment for regulating reserves is 
calculated upon delivery and is proportional to the delivery performance or availability. Under 
the second scheme, the payments for regulating reserves are fully rescinded when the delivery is 
below an acceptable threshold. The third scheme combines the first two because it fully rescinds 
payments when performance is below a threshold and pays proportional to the performance score 
when performance is above a threshold. Lastly, under the fourth scheme, the credit for providing 
regulating reserves is not adjusted. However, the suppliers are subject to over-/undergeneration 
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penalties with stricter tolerances compared to energy-only resources. In Table 2, we summarize 
our observations and further consider the implications of the different schemes for offering of 
regulating reserves by wind power plants in Section 5.2.  

Table 2. Credits and Penalties for Regulation Settlement Schemes Across All U.S. ISOs/RTOs 

 Award Credit Penalty 
ERCOT 
(Scheme 4) 

At market prices  Under-/over-generation penalty 
with stricter tolerance than for 
energy resources 

New York Independent System 
Operator 
(Scheme 1) 

Regulation performance index—
adjusted 

Undergeneration penalty with 
different penalty than for energy 
resources 

Southwest Power Pool 
(Scheme 2) 

At market prices Rescission of award credits if 
outside tolerance for uninstructed 
deviations 

CAISO 
(Scheme 1) 

Adjusted for unavailable capacity 
(CAISO 2009), (CAISO 2012) 

[The penalty is implicit because the 
credit is adjusted based on 
availability] 

PJM Interconnection 
(Scheme 3) 
 

Performance score adjusted No credit if score is below 25% 

ISO-New England 
(Scheme 3) 

Performance adjusted No credit if automatic response 
rate or regulation capacity deviates 
more than 20% or 15%, 
respectively 

Midcontinent Independent System 
Operator 
(Scheme 2) 

At market prices Rescission of awards and prorated 
share of regulation market cost if 
unit fails to follow the set point or 
provide acceptable mileage for 
four consecutive intervals of 1 hour 
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4 Forecasting 
Forecasts are needed for the power plant operator to bid into day-ahead and real-time markets. 
The forecast module in the A2e2g platform provides atmospheric and power forecasts to meet 
this requirement. 

4.1 Day-Ahead Atmospheric Forecasting 

4.1.1 Meteorological Data 
Before a forecast can be made and deemed “accurate,” observations are needed to validate the 
forecast. For meteorological variables at hub height, tall-tower measurements are often the best 
observations available to validate a forecast. Unfortunately, these measurements are hard to 
come by, and users are often left to verify the observations based on scarce metadata. Despite 
this, multiple efforts were made to find a data set worthy of inclusion in this study, and we 
ultimately decided on the high-frequency measurements of the 200-meter (m) meteorological 
tower at the National Wind Institute at Texas Tech University (Kelley and Ennis 2016), as shown 
in Figure 7. Observations were obtained at two heights (75 and 116 m) at a frequency of 50 
hertz. We performed quality control on these data after acquisition based on Kelley and Ennis 
(2016) and resampled to 1-minute resolution for the period of August 1, 2019, to July 27, 2020. 
The primary variables of interest are wind speed, wind direction, and turbulence intensity. 

Data for the day-ahead forecast comes from the High-Resolution Rapid Refresh (HRRR) 
numerical weather prediction model (Benjamin et al. 2016). At the time of this study, the HRRR 
model had a spatial resolution of 3 kilometers and a temporal resolution of 1 hour, with the 
forecast horizon extending to 36 hours. The HRRR is run hourly, with 36-hour forecasts made 
four times a day (00, 06, 12, and 18 Coordinated Universal Time [UTC]), and 18-hour forecasts 
at all other times. Because of the requirement of a day-ahead forecast by a particular time each 
day for this project, the forecast run of 12 UTC is obtained. Once the HRRR is downloaded, the 
forecasts are cubically interpolated to 5-minute resolution to better align with observations and 
power forecast requirements. 
  

 
Figure 7. Example wind speed data from the 200-m meteorological tower at the National Wind 

Institute 
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4.1.2 Forecasting Method 
For forecasting on the day-ahead timescale (and longer), NWP is the go-to method. In the last 
5−10 years, NWP has been combined with a variety of postprocessing methods, such as machine 
learning and other statistical methods to further improve upon the NWP forecast (Foley et al. 
2012; Giebel and Kariniotakis 2017). Here, we use the well-tested method of analog ensemble 
forecasting (Monache et al. 2013; Kumler and Lundquist 2021; Monache et al. 2011). The 
analog ensemble technique leverages past observations and historical forecasts to create a library 
of validation data. Once a new forecast is made, the technique analyzes the historical forecasts 
and their corresponding observations. The 10 best historical analogs (five historical forecasts and 
their corresponding observations, for a total of 10) are selected similar to the metric introduced in 
Monache et al. (Monache et al. 2013), and the average of the 10 analogs is taken for a 6-hour 
period. This process is continued until the entire day-ahead forecast is made. A probabilistic 
forecast is generated by taking the standard deviation of the 10 analogs for each time stamp. 

Due to the forecast-horizon limitation of 36 hours, and the need to download the 12 UTC model 
run, the entire day-ahead forecast cannot be obtained for the Texas site. Despite this, we can 
leverage the strengths of the analog ensemble technique to fill the gap in the forecast by 
analyzing the analogs for the entire day ahead. Based on these results, the remaining 6 hours are 
filled, and proven to be accurate despite the absolute absence of an NWP forecast as shown in 
Figure 8. 

  

 
Figure 8. Example day-ahead forecast for the 80-m wind speed using the analog ensemble 

technique (the dark purple region represents one standard deviation while the lighter purple 
represents two standard deviations) 

 

4.2 Probabilistic Plant Capacity Forecast 
With the wind speed and direction forecasts generated as described in Section 4.1, we proceed to 
generating the day-ahead forecast for the power output of the wind plant. To do so, we used 
FLORIS (NREL 2020). FLORIS is a wind power plant flow modeling tool that is 
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computationally efficient and can be used for making real-time controls decisions. FLORIS 
models time-averaged turbine-to-turbine waking interactions and their effect on the power output 
of the plant via velocity deficits at the wind turbine locations. Additionally, FLORIS models the 
effects of turbine yawing (the rotational motion of the wind turbine around a vertical axis, used 
to align the turbine rotor with the oncoming wind) both on turbine power and wake propagation. 
This is useful if wake steering (Fleming et al. 2017) is implemented at the plant.  
 
To generate wind plant power forecasts from the probabilistic atmospheric forecast, we use a 
pregenerated “wind plant power curve.” The FLORIS model of the wind plant is evaluated for a 
full sweep of operational wind speeds and wind directions, generating a lookup table for the 
power output of the farm in any given atmospheric condition. An example of such a wind plant 
power curve is provided in Figure 9. The figure demonstrates the plant power (on the y-axis) as a 
function of both wind speed (plotted on the main x-axis) and wind direction (which varies from 0 
to 360 degrees for each 0.4-meter-per-second step in wind speed), highlighted in the inset. Wind 
speed is the main factor in determining plant power output, but wind direction also plays an 
important role due to wind-turbine-to-turbine waking, as demonstrated in Figure 9. 
 

 
Figure 9. Power curve for a 50-MW wind power plant accounting for both wind speed and wind 

direction with wake steering active (blue line) and inactive (black line) 

 
This wind plant power curve is used to generate a probabilistic plant power forecast as follows. 
We assume that the wind speed and wind direction can be represented as independent Gaussian 
random variables, and for each 5-minute time step in the day-ahead atmospheric forecast, 
probabilities are assigned to each of the pairs of lookup table inputs (wind speed and direction) 
according to how likely each condition is based on the forecasted wind condition. The 
independent Gaussian assumption is a simplification, but if a forecast with a higher degree of 
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accuracy (such as wind speed/wind direction correlation information) is available, the assigned 
probabilities can be replaced with those from an arbitrary distribution.  
 
The mean wind plant power, 𝜇𝜇𝑃𝑃, and the power standard deviation, 𝜎𝜎𝑃𝑃, are then computed 
according to the following canonical expressions, where 𝒲𝒲 is the set of wind conditions used to 
generate the plant power curve (so that 𝑤𝑤 ∈ 𝒲𝒲 is a wind speed, wind direction pair); 𝑝𝑝(𝑤𝑤) is the 
probability of that pair occurring given the atmospheric forecast distribution (after normalizing 
the total probability to 1), and 𝑃𝑃(𝑤𝑤) is the FLORIS-modeled power output of the farm for that 
wind condition. 
 
 𝜇𝜇𝑃𝑃 =  𝐸𝐸[𝑃𝑃(𝑤𝑤)] = ∑ 𝑃𝑃(𝑤𝑤)𝑝𝑝(𝑤𝑤)𝑤𝑤∈𝒲𝒲          (1) 

 
 
𝜎𝜎𝑃𝑃2 =  𝐸𝐸[(𝑃𝑃(𝑤𝑤) − 𝜇𝜇𝑃𝑃)2] = ∑ (𝑃𝑃(𝑤𝑤) − 𝜇𝜇𝑃𝑃)2𝑝𝑝(𝑤𝑤)𝑤𝑤∈𝒲𝒲       (2) 
 

This approach is repeated at every time step to obtain a mean power and standard deviation in 
power at 5-minute intervals for the following day to be used in day-ahead bidding. 

Note that the approach we present here is based on a power curve that is computed offline. This 
approach allows for fast online implementation by simply multiplying the pregenerated powers, 
𝑃𝑃(𝑤𝑤), by their probability of occurring. We provide the pregenerated power curve both with and 
without wake steering activated (see Figure 9) to account for both operational scenarios. 
However, these pregenerated curves cannot account for unforeseen changes in the plant, such as 
a wind turbine being shut off for maintenance. An alternative would be to apply the mean and 
standard deviation calculations mentioned earlier to powers computed online. In this paradigm, 
the FLORIS model is updated based on the status of all turbines; wind condition pairs, 𝑤𝑤, are 
sampled from the distribution provided by the atmospheric forecast; the power of the plant for 
each sample, 𝑃𝑃(𝑤𝑤), is found by evaluating the updated FLORIS model; and the power samples 
are collected to find an empirical mean and standard deviation. Although we ensured that the 
A2e2g platform can handle this approach, we have not fully implemented it because the 
computational time needed to evaluate FLORIS online at each sample time is prohibitive. We 
consider this an area for future investigation. 

An alternative to the model-based power forecasting described here is to use a surrogate model 
to provide the mean power and standard deviation. This surrogate model method is included in 
the A2e2g platform for interested users but is not our main approach; details are provided in 
Appendix A.1.  
 

4.3 Short-Term Atmospheric and Power Forecasting 
Real-time markets require a short-term forecast of power for the wind plant. In this context, 
“short term” refers to a 10- or 5-minute-ahead forecast of the power production. Within A2e2g, 
we provide a persistence-based, deterministic short-term forecast using atmospheric conditions. 
For the purpose of this description, we will assume a real-time market update period of 5 
minutes. At any given real-time market, the x and y components of wind speed are averaged over 
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the last 5 minutes and these averages are used as a prediction of the wind speed and wind 
direction 5 minutes in the future. The deterministic wind speed and wind direction predictions 
are passed through the FLORIS plant model to produce a power estimate 5 minutes ahead of real 
time. The advantage of using the atmospheric conditions and FLORIS model, as opposed to 
simply applying persistence to the current wind power plant output itself, is that the FLORIS 
model inherently provides an expected power condition, whereas the plant output may contain 
dynamic effects that will have changed by the time the 5-minute-ahead forecast comes to bear. 
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5 Market Participation  
Several articles studied the offering of regulating reserves by wind power plants, anticipating 
benefits for plant and power system operators (Nock et al. 2014; Soares et al. 2017; Kahrl et al. 
2021). For plant operators, benefits are anticipated because of an increase in the value streams 
the plants have access to. For system operators, benefits are anticipated because of an increase in 
the number of suppliers for regulating reserves, a product essential to grid reliability. In 
particular, in simulations of forward-looking systems with high integration of variable renewable 
energy, researchers observe that prices for ancillary services are higher than today when variable 
energy resources are not supplying ancillary services (Seel et al. 2018). Therefore, including 
variable energy resources as suppliers could potentially lower prices for ancillary services in 
systems with high integration of variable energy resources (Kahrl et al. 2021).    

However, to the best of our understanding, there is a research gap, as a limited number of papers 
consider the real-time availability of reserves offered by wind power plants in day-ahead markets 
(Hosseini et al. 2020) and no article has studied how existing U.S. ISOs/RTOs performance 
targets and settlement schemes affect the participation of variable energy resources with 
uncertain output in regulation markets. Therefore, in this work, we consider the delivery targets 
outlined in Section 3.  

For reference, the nomenclature used in this section is as follows: 

𝜋𝜋𝑃𝑃  Penalty for undergeneration of energy   
𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃  Out-of-market payments (e.g., from power purchase agreements that credit 

electricity production at a price, or a production tax credit) 
𝐸𝐸(𝑠𝑠)  Expected value for performance score 𝑠𝑠 
𝐹𝐹𝑔𝑔 Probabilistic forecast (cumulative distribution function) of wind power plant 

electric output 
𝑓𝑓𝑔𝑔 Probabilistic forecast (probability mass function) of wind power plant electric 

output 
𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 Operator-determined minimum frequency of acceptable precision (% of time 

intervals during which the plant output deviates within acceptable tolerances from 
the instructed by the AGC output) 

𝑝𝑝𝐸𝐸𝐸𝐸 Energy price 
𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅 Regulation price 
𝑞𝑞𝑂𝑂  Upper operating limit 
𝑞𝑞𝐸𝐸𝐸𝐸  Energy award 
𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅  Regulation award 
𝑠𝑠𝑇𝑇   Operator-determined target precision score  
𝑇𝑇  Operator-determined target precision score 
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5.1 Quantity 
Under assumptions discussed in Spyrou et al. (2022), we show that a wind power plant that aims 
to achieve ISO/RTO performance targets of Type I/II (see Section 3.1) could submit a specific 
forecasted percentile as its upper operating limit or its total regulation capacity in both an upward 
and downward direction. The exact percentile is determined by the performance targets 
ISOs/RTOs use for disqualifying regulation suppliers. Eq. (3) and (4) show the exact formula for 
a conservative bound of the upper operating limit for performance targets of Type I and II, 
respectively. Performance targets of Type I require a minimum frequency of intervals, 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, 
with acceptable performance during an assessment period. Similarly, performance targets of 
Type II require a minimum average performance score, 𝑠𝑠𝑇𝑇 , during an assessment period. For all 
targets reported in Table 1 of Section 3.1, Eq. (3) and (4) yield a percentile lower than the 
median. 

𝑭𝑭𝒈𝒈−𝟏𝟏(𝟏𝟏 − 𝑭𝑭𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻)           (3) 

    𝑭𝑭𝒈𝒈−𝟏𝟏(𝟏𝟏 − 𝒔𝒔𝑻𝑻)          (4) 

One of the assumptions underpinning Eq. (3) and (4) is that the assessment period over which the 
performance metrics are calculated is large enough for the histogram of observed wind power 
potential capacity to converge to the probabilistic forecast. However, in practice, the assessment 
period is finite and includes 𝑛𝑛 time intervals. If the wind power plant operator aims to meet the 
performance target with probability, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃, then they can solve the inequality (5) to obtain the 
upper operating limit.  

 
Calculation considering length of assessment period 

∑ �𝑛𝑛𝑖𝑖 � ∗ 𝐹𝐹𝑔𝑔(𝑞𝑞𝑂𝑂)𝑖𝑖𝑖𝑖=0:𝑥𝑥 ∗ �1 − 𝐹𝐹𝑔𝑔(𝑞𝑞𝑂𝑂)�
𝑛𝑛−𝑖𝑖

≥ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                                                                                           (5) 

Where: 𝑥𝑥 = 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓((1 − 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) ∗ 𝑛𝑛) 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓((1 − 𝑠𝑠𝑇𝑇) ∗ 𝑛𝑛) 

For Type I target For Type II target 

 
Applying Eq. (5) for different choices of 𝑛𝑛 and 𝑠𝑠𝑇𝑇, we obtain several insights. For example, we 
obtain the forecasted percentile that can be submitted as 𝑞𝑞𝑂𝑂 for three values of 𝑛𝑛 (8, 96, 720) and 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 0.97. In Figure 10, we show the percentiles for 𝑠𝑠𝑇𝑇 = 0.85 and 0.75, respectively. By 
applying Eq. (3) and (4) for 𝑠𝑠𝑇𝑇 = 0.85 and 0.75, we obtain the two lines shown in Figure 10. In 
summary, we observe that the longer the assessment period (higher values of 𝑛𝑛), the higher the 
percentile, 𝐹𝐹𝑔𝑔(𝑞𝑞𝑂𝑂), thereby the higher the upper operating limit, 𝑞𝑞𝑂𝑂, the variable resource can 
offer. For large 𝑛𝑛, the percentile from Eq. (5) converges to the percentile from Eq. (4). In 
addition, we observe that the lower the threshold the performance score must exceed (𝑠𝑠𝑇𝑇 = 0.75 
vs. 0.85), the higher the upper operating limit the variable resource can offer for the same length 
of the assessment period. In other words, the longer the performance assessment period, the 
easier it is for the wind power plant to offer higher capacity for regulating reserves. 
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Figure 10. Percentile of the upper operating limit for different performance targets and number of 

intervals in the assessment period 

5.2 Price 
We assumed that the wind power plant incurs no additional wear and tear costs to provide 
regulating reserves. Hence, the wind power plant is facing: lost opportunity costs for any energy 
revenues it foregoes by offering regulating reserves, and penalties for imperfect delivery of 
regulation. Lost opportunity costs related to energy revenues associated with a power purchase 
agreement appear in all schemes (see Section 3.2). However, penalties vary by scheme. For 
example, in Scheme 1, resources are penalized by rescinding a portion of their regulation award 
payments. Similarly, in Scheme 2, resources are penalized by rescinding their regulation award 
payments when the delivery of regulation is below a threshold. In Scheme 4, resources pay over-
/undergeneration penalties based on the deviation of their actual output and the requested output 
(i.e., the basepoint signal of the AGC system).   

Table 3. Credits and Penalties Under Various Settlement Schemes 

Scheme  Resources With Regulation Awards 
1 Receive credits proportional to a score that depends 

on availability or performance 
2 Receive credits only if performance exceeds a 

threshold 
3 Receive credits proportional to a score when the 

performance score exceeds a threshold 
4 Incurs over-/undergeneration penalties with stricter 

tolerances than energy-only resources 
 

Both types of costs could be reflected as terms in the formula for the offer price of regulating 
reserves (second column of Table 4). There is a term for foregone energy revenues in all 
schemes. However, the term for penalties appears only in Scheme 4 because in Schemes 1−3, the 
penalties to suppliers are not expected to exceed the revenues for regulating reserve awards.  
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Table 4. Lower Bounds for Offer Prices of Energy and Regulation Under the Four Settlement 
Schemes. (The first and second columns provide the offer prices for energy and regulation without 
considering that the variable energy resource might be scheduled to provide energy and regulation 
awards equal to the upper operating limit. The third column provides the offer price for regulation 

considering that the total awards from the resource might equal its upper operating limit (Spyrou et al. 
2022). 

 
 

In the third column of Table 4 we show the regulation price that the wind power plant would be 
willing to accept considering that curtailment leads to foregoing revenues in the energy market. 
Co-optimization of energy and regulating reserves in the market would yield a regulation price 
that is equal to 𝑝𝑝𝐸𝐸𝐸𝐸 − 𝑐𝑐𝐸𝐸𝐸𝐸 + 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅 .  This price would be equal to the one yielded by the third 
column of Table 4 if the delivery of regulation is perfect (i.e., 𝐸𝐸(𝑠𝑠) = 1 𝑜𝑜𝑜𝑜 𝑞𝑞 ≥ 𝑞𝑞𝑂𝑂). However, 
with imperfect delivery of regulation, the opportunity cost that the wind power plant faces is 
higher than the one endogenously considered in the co-optimization because when delivery is 
imperfect, the wind power plant returns at least part of the regulation award payment (Schemes 
1-3) and the wind power plant has to pay under- or overgeneration penalties (Scheme 4).  
Wind power plants that prefer to offer regulation considering ahead of time the impact of 
imperfect delivery on settlements have at least two options. First, they could forecast energy 
prices and embed their opportunity costs in the regulation offer price. Second, they could offer 
regulation capacity they can deliver almost perfectly, thereby ensuring that 𝑝𝑝𝐸𝐸𝐸𝐸 − 𝑐𝑐𝐸𝐸𝐸𝐸 +
𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅  would adequately reflect their opportunity costs. Additional analytical formulations for this 
section can be found in Spyrou et al. (2022).  

5.3 Case Studies 
We now provide numerical examples to illustrate how the equations derived in Sections 5.1 and 
0 could inform the supply of regulating reserves by wind power plants to  discuss the economic 
attractiveness of providing regulation and new capabilities enabled by co-locating wind with 
storage. In Section 5.3.1, we compare the delivery of regulation when a plant offers regulation 
based on Section 5.1 vs. an approach similar to offering a fixed percentage of nameplate capacity 
(Rebello et al. 2019). In Section 5.3.2, we estimate how often it would be profitable for a wind 
power plant to provide regulating reserves in ERCOT over different years. Last, in Section 5.3.3, 
we present a general case where a wind power plant is concerned about the delivery of capacity 
awarded in the day-ahead market; this is why a battery is co-located with the wind power plant.  
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5.3.1 Case Study on Delivery of Regulation Capacity 
In this case study, we analyze the performance of an offering approach following equations from 
Section 5.1 and compare it with another offering approach that consistently offers a fixed 
percentage (e.g., 10%) of the nameplate capacity for regulating reserves (Rebello et al. 2019). 

The hypothetical wind power plant is an aggregate representation of ERCOT’s Northern zone. 
The 20th and 50th percentile of the forecast is publicly available (ERCOT Market Information 
System undated) and we assume that the forecast follows a normal distribution to estimate other 
percentiles. We call the approach following equations of Section 5.1 “performance-driven.” This 
approach offers the lower of the 9th percentile and 10% of the installed capacity. Applying Eq. 
(5), we are 96% and 97% confident (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃), respectively, that offering the 9th percentile helps us 
meet either of two performance targets: 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 85% over a month4 or 𝑠𝑠𝑇𝑇 = 75% over 100 
hours5 (see Figure 10). We call the reference offering approaches “5%” and “10%” because they 
offer the lower of the 50th percentile and 5% or 10% of the installed capacity, respectively.  

According to results reported in Table 5, for 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 85% over a month, the performance-driven 
approach never disqualifies, whereas the 10% approach would disqualify in 8 months and the 5% 
approach only in 1 month.  Similarly, when the performance target requires an 𝑠𝑠𝑇𝑇 of 75% over 
100 hours, only the 10% approach could potentially lead to disqualification of the wind power 
plant as a regulation provider (see Table 6).  

Table 5. Monthly Frequency of Underperformance (Metric Type I) in 2019 for Three Offering 
approaches: “performance-driven”, proposed here, 10%, and 5%. (Given that the performance 

target, 𝑭𝑭𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻, is 0.85 in our example, we highlight in red all months when the performance target is less 
than 0.85 [i.e., the frequency of underperformance is greater than 15% of hours with positive regulation 

awards]). 

Month  Performance 
Driven 

10% 5% Month  Performance 
Driven 

10% 5% 

January 0.04  0.21  0.13  Jul 0.02  0.18  0.09  
February 0.04  0.15 0.08 Aug 0.05  0.22  0.14  
March 0.03  0.16  0.11  Sep 0.02  0.18  0.11  
April 0.04  0.12  0.06  Oct 0.01  0.14  0.08  
May 0.02  0.15  0.09  Nov 0.05  0.22  0.14  
June 0.11  0.24  0.16  Dec 0.04  0.17  0.13  

 

 
 

4Assuming that a month includes at least 60 independent hours. 
5 Assuming that at least eight independent observations are included in 100 hours. 
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Table 6. Number of Hours in 2019 With Scores Calculated Using the Most Recent 100 Hours With 
Positive Offers (Metric Type II) Under Three Offering Approaches. (Considering that the performance 

target, 𝒔𝒔𝑻𝑻, is 0.75, we highlight in red the hours with rolling scores less than 0.75). 

 Performance-Driven 10%  5% 
(0,0.745] 0 151  0 

(0.745,0.8] 0 523  251 
(0.8,0.9] 200 2,734  1,442 
(0.9,1] 8,437 5,234  6,949 

 

Besides the performance with respect to 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 or 𝑠𝑠𝑇𝑇, it is worth noting the average capacity 
each offering approach yields. Overall, the 10% approach appears to be offering the highest 
capacity and the 5% approach the lowest capacity (see Table 7).  

Table 7. Average Capacity Under Three Regulation Offering Approaches 

Approach Name Average Regulation 
Capacity Offer in MW 

Performance-driven 109 
10% 138 
5% 72 

 
In conclusion, the performance-driven approach clearly dominates the 5% approach because it 
offers more regulation capacity and disqualifies in fewer months. However, when the 
performance-driven approach is compared to the 10% approach, there is a trade-off between 
achieving the performance targets and offering higher amounts of regulation capacity. 

5.3.2 Case Study on Economic Supply of Regulation Capacity  
In this example, we study the same hypothetical wind power plant as in Section 5.3.1. We further 
assume that the wind power plant is a price-taker (i.e., the supply of reserves by the hypothetical 
wind power plant does not impact the prices observed in the ERCOT market for regulation). 
ERCOT procures regulation separately in the upward (increase generation/reduce load) and 
downward (reduce generation/increase load) directions. Hence, the historical prices are used as 
input in a stand-alone optimization model for the hypothetical wind power plant. The 
optimization model maximizes the bid surplus of the wind power plant (second column of Table 
8), which is calculated for Scheme 4 (see Table 8) with 𝜀𝜀 = 0,  𝜋𝜋𝑃𝑃 = max ( $20

𝑀𝑀𝑀𝑀ℎ
, 𝑝𝑝𝐸𝐸𝐸𝐸) and 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 0.25. We chose 𝜋𝜋𝑃𝑃 = max ( $20
𝑀𝑀𝑀𝑀ℎ

,𝑝𝑝𝐸𝐸𝐸𝐸) to align with ERCOT’s over- and 
undergeneration penalties (ERCOT Market Education 2020). To estimate the impact of 
regulation capacity on energy, we follow a common assumption, explained in detail in Kahrl et 
al. (2021), wherein a resource provides energy that is on average equal to 25% of its regulation 
capacity award. The bid surplus reflects the net profit the wind power plant would yield 
considering only payments from the organized wholesale markets.  
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Table 8. Formulas for Offer Price, Marginal Bid Surplus, and Settlements Considered in the 
Numerical Example 

 Offered Price Marginal Bid Surplus Settlements 
Energy 𝑐𝑐𝐸𝐸𝐸𝐸

= 𝜋𝜋𝑃𝑃
∗ 𝐹𝐹𝑔𝑔(𝑞𝑞𝐸𝐸𝐸𝐸 + 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅) 
−𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃 ∗ (1
− 𝐹𝐹𝑔𝑔(𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑞𝑞𝐸𝐸𝐸𝐸)) 

𝑝𝑝𝐸𝐸𝐸𝐸 − 𝑐𝑐𝐸𝐸𝐸𝐸 (𝑝𝑝𝐸𝐸𝐸𝐸 + 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃) ∙ max (0, 𝑞𝑞𝑂𝑂,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) 

Regulation down 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
= (𝑝𝑝𝐸𝐸𝐸𝐸 + 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃)
∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 

∙ � 𝑓𝑓𝑔𝑔(𝑔𝑔)𝑑𝑑𝑑𝑑
∞

𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 

𝑝𝑝𝐸𝐸𝐸𝐸 − 𝑐𝑐𝐸𝐸𝐸𝐸 + 𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
− 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 

𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∙ 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝜋𝜋𝑃𝑃 ∙ max (0, 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 −
𝑞𝑞𝑂𝑂,𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝐴𝐴𝐴𝐴) − (𝑝𝑝𝐸𝐸𝐸𝐸 + 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃) ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∙
 min (𝑞𝑞𝑂𝑂,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴,𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)  

Regulation up 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
= 𝜋𝜋𝑃𝑃
∗ 𝐹𝐹𝑔𝑔(𝑞𝑞𝐸𝐸𝐸𝐸 + 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅) 
−(𝑝𝑝𝐸𝐸𝐸𝐸 + 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃)
∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 

∙ � 𝑓𝑓𝑔𝑔(𝑔𝑔)𝑑𝑑𝑑𝑑
∞

𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 

𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 − 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∙ 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝜋𝜋𝑃𝑃 ∙ max (0, 𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 −
𝑞𝑞𝑂𝑂,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) + (𝑝𝑝𝐸𝐸𝐸𝐸 + 𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃) ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∙
min (𝑞𝑞𝑂𝑂,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴,𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)  

 
Finding 1: For a subset of hours, supply of regulation capacity is more economically attractive 
than supply of energy. The number of hours over which supply of regulation capacity by wind 
power plants is economic and the incremental value a hypothetical wind power plant captures 
varies from year to year.  
As Table 9 shows, the wind power plant would find the supply of “regulation up” capacity 
economic for a few hundred to a thousand hours in a year and the supply of “regulation down” 
capacity economic for 20%−50% of the year. The reason for this result is that when the wind 
power plant provides regulation down capacity, it does not need to precurtail energy compared to 
its wind resource capacity potential and it can supply energy as usual. On the contrary, when the 
wind power plant provides regulation up capacity, it cannot supply energy up to its full potential 
because the capacity is reserved for regulation up deployment.  For example, if a 10-MW wind 
power plant provides capacity for regulation up or down 10 MW, then it could provide 0 or 10 
megawatt-hours (MWh) of energy, respectively, in the market. On average, the plant would 
expect to increase or reduce its energy by 2.5 MWh (25%*10 MWh) when regulation up or 
down is respectively deployed. Therefore, the plant would provide, on average, 2.5 MWh or 7.5 
MWh (10-2.5) of energy, respectively; and the plant would forego 25% or 75% of the revenue it 
could yield by offering the regulation down or up capacity as energy, respectively. The 
incremental value that the wind power plant captures by offering regulating reserves in addition 
to energy also varies throughout the years, increasing the revenues by ~2%-9% compared to a 
case that the wind power plant only provides energy. 
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Table 9. Monetary Metrics and Number of Hours With Regulation Awards Over Multiple Years 
Using HB_NORTH prices. (We report results for two cases: when the plant provides both energy and 

regulation [left of “/”] and when the plant provides only energy [right of “/”]). 

 Total (Energy 
+ Regulation) 
Settlements 
($ million) 

Regulation 
Settlements 
($ million) 

Number of 
Hours With 
Regulation -
Up Awards 

Number of 
Hours With 
Regulation -

Down 
Awards 

Hours 
Analyzed 

Share of 
Hours 
Where 

Available 
Capacity in 
Real Time 

Lower Than 
Offered in 
Day Ahead 

Actual 
Output Over 

Analysis 
Period 

(gigawatt-
hours 

[GWh]) 

September-
December 

2017 

22.54/21.64 1.41/0 109/0 915/0 2,928 13% 1,119 

2018 102.68/100.
45 

3.89/0 458/0 1,775/0 8,758 13% 4,217 

2019  108.49/99.4
1 

13.06/0 901/0 3,731/0 8,742 (17 
hours 

quantile 
crossing) 

11% 4,444 

2020 85.50/80.14 8.58/0 893/0 5,344/0 8,743 (40 
hours 

quantile 
crossing) 

6% 4,420  

2021 386.88/291.
51 

131.95/0 1,174/0 4,687/0 8,607 (152 
hours 

quantile 
crossing) 

2% 5,619 

2021 excl. 
February 

158.691/15
0.49 

12.42/0 973/0 4,471/0 8,070 2% 5,280 

January− 
August 2022 

282.29/276.
10 

11.17/0 355/0 1,867/0 5,674 (156 
quantile 
crossing) 

1.5%   
5,613 

  
Finding 2: The incremental value that a wind power plant could capture by providing 
regulating reserves varies not only per year, but per location and plant as well. 
 
As results for three hypothetical wind power plants from the Advanced Research Projects 
Agency – Energy (ARPA-E) Performance-based Energy Resource Feedback, Optimization, and 
Risk Management (PERFORM) data set (ARPA-E PERFORM Forecast Data undated) in Table 
10 show, the incremental value a wind power plant could capture varies even in the same year. It 
appears that the incremental value is higher for ERCOT’s West region. However, it is worth 
noting that ERCOT procures reserves at the system level and energy at a nodal level. Prices at 
ERCOT’s West hub are on average lower than the systemwide energy prices, suggesting that 
generators in ERCOT’s western region cannot deliver energy everywhere in the system because 
of transmission congestion. Also, reserves are procured without accounting for transmission 
constraints and as a result the reserve prices do not reflect any potential congestion issues. 
Hence, while the upside from providing regulation might seem higher in ERCOT’s West region, 
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it is possible that regulation provided by a wind power plant in this region might not be 
deliverable everywhere in the system at least for certain hours of the year. Therefore, the highest 
incremental value in ERCOT’s West region could be explained by the asymmetry in the 
formation of energy and reserve prices and it does not necessarily convey that the system finds 
more valuable provision of regulation in ERCOT’s West region.  

Table 10. Monetary Metrics and Number of Hours with Regulation Awards for Multiple 
Hypothetical Wind Power Plants in 2018. (We report results for two cases: when the plant provides 

both energy and regulation [left of “/”] and when the plant provides only energy [right of “/”]). 

Hypothetical 
Wind Power 

Plant 

Pricing 
Node 

Total (Energy 
Plus 

Regulation) 
Settlements 
($ million) 

Regulation 
Settlements 
($ million) 

Number of 
Hours With 
Regulation-
Up Awards 

Number of 
Hours With 
Regulation-

Down Awards 

Actual 
Output 

Over 
Analysis 
Period 
(GWh) 

Cedro Hill HB_NORTH 12.40/11.77  0.99 563 1,752 488 
Trent Mesa HB_SOUTH 13.65/13.12 0.87 593 1,707 571 

McAdoo HB_WEST 11.28/10.51 1.17 967 1,737 548 

Finding 3: Any out-of-market energy revenues the wind power plant receives affect the 
attractiveness to provide regulation. 

We studied the economic attractiveness of the regulation market ignoring any out-of-market 
energy payments. In practice, though, out-of-market energy payments wind power plants receive, 
such as production tax credits or energy payments determined by power purchase agreements, 
can be significant. That is why we further analyzed the supply of regulating reserves by wind 
power plants for 1 year with different levels of out-of-market energy prices. The results clearly 
show that out-of-market energy payments greatly influence the supply of regulating reserves by 
wind power plants. For example, the number of hours with regulation-up (Table 11, column 5) 
and regulation-down awards (Table 11, column 6) drastically decreases from 4,632 (3,731 + 901) 
hours to 2,087 (1,713 + 374) hours when the out-of-market energy price (𝜋𝜋𝑃𝑃𝑃𝑃𝑃𝑃) increases from 
$0/MWh to $20/MWh.  

Table 11. Monetary Metrics and Number of Hours With Regulation Awards for Different Values of 
𝝅𝝅𝑷𝑷𝑷𝑷𝑷𝑷 in 2019 

𝝅𝝅𝑷𝑷𝑷𝑷𝑷𝑷 
($/M
Wh)   

Total (Energy Plus 
Regulation) 
Settlements 
($ million) 

Power Purchase 
Agreement 

Revenue 
($ million) 

Regulation 
Settlements 
($ million) 

Number of Hours 
With Regulation-

Up Awards 

Number of Hours 
With Regulation-

Down Awards 

0 108.49 0 13.06 901 3731 
20 107.68 87.19 10.25 374 1713 
30 107.09 131.33 9.2 304 1117 
40 106.66 175.11 8.5 253 842 
50 106.23 219.2 7.87  213 633 
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5.3.3 Case Study on Delivery of Capacity by Wind Plus Storage 
In the case studies, we focused on the delivery of regulation capacity, and observed how a 
percentile lower than the median must be offered to meet performance requirements related to 
frequency of underdelivery, 𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,  or average precision, 𝑠𝑠𝑇𝑇. In our analysis, we did not 
discuss the energy wind power plants could provide and we have assumed that wind power 
plants could supply—in the real-time market—energy in excess of the low percentiles or supply 
energy through day-ahead virtual bids that reflect their expected balancing costs (Dent et al. 
2011).  

In this section, we analyze the delivery of energy and discuss how adding storage could affect 
the firmness and flexibility of a wind power plant. First, we analyze the impact of storage on 
firmness by identifying battery sizes that could limit the percentage of hours a plant 
underdelivers (i.e., provides less energy in real time than promised in day ahead). Second, we 
conducted a sensitivity analysis with a larger battery system in which we varied the energy 
capacity of the storage system considered in day-ahead scheduling. For this work, we use data 
for a hypothetical wind power plant included in the ARPA-E PERFORM data set (ARPA-E 
PERFORM Forecast Data undated). The plant’s maximum and average actual output is 135 MW 
and 56 MW, respectively.  

Reliability or Firmness 
In this example, we assumed that each hour the wind plant schedules according to a specific 
percentile of the day-ahead schedule and aims to underdeliver less than 10% of the time. In 
practice, the plant might have an economic incentive to change its schedule in real time 
compared to day ahead but for local reliability issues, it might be beneficial for the system 
operator to know that the plant can be firm on their day-ahead promises with a target probability 
(here 90%).  

The results in Table 12 suggest that even a small amount of storage (2 MW/2 hours) enables the 
wind power plant to supply ~10% more capacity in day ahead. In practice, such a small battery 
might not be needed given the tolerance for deviations. While a small battery is needed to 
schedule capacity at a lower than the median level, a larger battery is necessary for the plant to 
schedule in day-ahead capacity equal to the median. 

Table 12. For Three Cases of Battery Sizes, Results Show the Percentile That Can be Scheduled in 
Day Ahead To Achieve 10% Frequency of Underdelivery. (All results are for a hypothetical wind power 

plant in ERCOT’s northern region in 2018). 

 No Battery 2 MW/2 hours 45 MW/2 hours 
Average day-ahead 
scheduled capacity 
(MW) 

44 (“second 
percentile”) 

48.5 (“ninth percentile”) 56 (median) 

Frequency of 
underdelivery (% of 
hours) 

10% 10% 10% 
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Shifting Energy  
For economic reasons, firming up the day-ahead energy schedule is valuable when the system is 
experiencing high balancing costs. Similarly, the flexibility that storage can add in terms of 
shifting the on-site wind production to hours that the electricity generation would be more 
valuable for the system or to hours that the transmission system is not congested is likely to be of 
interest to plant operators as well. Using 2018 historical prices, we first optimized the day-ahead 
energy schedule of a wind-plus-battery system based on day-ahead energy prices. Then, using 
the day-ahead energy schedules as inputs for the real-time problem, we optimized the actual 
schedule of the wind-plus-battery system assuming that the uncertainty with respect to wind has 
resolved and the second problem’s objective is to minimize the average shortfall (shortage of 
energy in real time compared to the day-ahead energy schedule). We summarized results from a 
sensitivity analysis we conducted for a 65-MW, 4-hour battery system. While all scenarios use 
the entire battery capacity in real time, they differ in the energy capacity considered in day 
ahead.  

Table 13. Results on the Total Day-Ahead Energy Revenue and Average Shortfall Over 8,753 
Hours for the Five Cases of Battery Capacity Considered in Day-Ahead Scheduling6  

Storage System Considered for Day-
Ahead Optimization 

Day-Ahead Energy Revenue Using 
Prices for HB_NORTH (million $) 

Average Shortfall in MW 

65 MW/4 hours 17.5 9.6 
65 MW/3 hours 16.97 7.82 
65 MW/2 hours 15.9,886 5.83 
65 MW/1 hours 14.5 3.52 
No battery 12.7 1.50 

 
The results in Table 13 show that the higher the amount of storage considered in the day-ahead 
optimization the higher the day-ahead revenue of the plant. For example, the plant increases its 
day-ahead energy revenue from $12.7 million to $17.5 million when the plant adds a 65-MW, 4-
hour battery to its day-ahead energy scheduling. In other words, the day-ahead optimization uses 
the battery to shift energy to more valuable hours—as determined by day-ahead prices. However, 
the more battery capacity is considered for flexibility in day-ahead scheduling, the less battery 
capacity is available for managing the wind forecast errors in real time. Thereby, the more 
flexible the plant appears in day ahead, the less firm it appears in real time as the higher average 
energy shortfall (shortage of energy in real time compared to the day-ahead energy schedule), as 
indicated in the top rows of Table 13. In practical applications, wind-plus-storage systems would 
choose between day-ahead flexibility and real-time firmness by using, in addition to wind power 
forecasts, other inputs such as price forecasts that help them quantify the real-time balancing 
costs and the arbitrage opportunities in the day-ahead and real-time markets. 

 
 
6 The simulated hours are 8,753 instead of 8,760 because we studied the chronological year 2018 at local time and 
the forecast data are provided for year 2018 UTC time.  
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6 Aerodynamic Control 
A closed-loop power tracking controller is needed to enable wind power plants to respond to 
active generation control signals from the grid operator in real time. Therefore, we include a 
plant-level APC in the A2e2g platform. Aerodynamic interactions between wind turbines, such 
as turbine-to-turbine waking, are an important consideration for plant-level power control. These 
interactions happen on the timescales of seconds to minutes as the wind propagates through the 
plant, coinciding with the timescales of important grid services discussed in the Section 5, such 
as frequency regulation. These timescales are the focus of the A2e2g platform, and the plant-
level power controller is designed for second-level operation and longer. 

The controller takes the current power set point being sent by the grid operator as an input and 
produces individual power reference signals for the wind turbines within the farm. It is assumed 
that individual turbines have turbine-level APCs enabled, so we include a simple closed-loop 
turbine model in the platform. Turbine-level APC uses a combination of generator torque and 
blade pitch actuation to control the power output of the turbine to a reference level. As a point of 
comparison, we also include a farm-level power-maximizing controller (PMC), which mimics 
current industry operation of wind farms of having each wind turbine produce as much power as 
possible using predominantly generator torque control.  

We also include a battery operating logic that can work with either the APC or PMC to aid in 
power reference tracking. The inclusion of battery operating logic reflects recent growth in U.S. 
wind power plants with collocated battery storage, especially for the provision of ancillary 
services rather than long-term energy arbitrage (Wiser et al. 2021). We also describe a medium-
fidelity simulation environment that can be used to test the controllers presented, as well as 
newly developed controllers. 

Finally, a reinforcement learning-based alternative to the main wind plant control paradigm is 
provided in Appendix A.2. 

6.1 Wind-Plant-Level Aerodynamic Power Control 
To provide active power services, a wind plant must dynamically alter its power output to track a 
reference provided by the system operator. Within the A2e2g platform, we provide a closed-loop 
wind plant active power controller to achieve this behavior. The controller is based on the work 
of van Wingerden et al. (2017) and uses a plant-level controller that distributes power references 
to the individual wind turbines (Figure 11). For A2e2g, we assume that the individual turbines 
have their own closed-loop active power controllers enabled (described further in Section 6.4). 
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Figure 11. Wind plant power controller structure 

As depicted in Figure 11, the wind plant power controller (WPPC) operates on the error between 
the power reference, 𝑃𝑃reference, set by the system operator depending on the type of ancillary 
service being provided, and the current power output of the wind plant, 𝑃𝑃plant (which is the sum 
of the individual turbine powers). That is: 

𝑃𝑃error = 𝑃𝑃reference − 𝑃𝑃plant          (6) 
 

The WPPC provides a power reference to each turbine in the wind plant for individual active 
power control. The individual turbine power references produced by the WPPC are increments 
on the current power being produced by each turbine; that is, the WPPC generates a single power 
increment to be applied to all turbines, based on the plant-level power error, and then adds that 
increment to the current power being produced by each turbine to generate the individual 
reference at each turbine. By doing so, all wind turbines are asked to increase or decrease by the 
same absolute amount, relative to their current power production, to meet the plant-level 
reference.  
The need for such a plant-level closed-loop controller is to account for differences in the wind 
resource available to each turbine. If each turbine is identical and experiences the same free-
stream wind input, then tracking a plant-level power reference can be achieved simply by 
dividing the reference evenly between the turbines in the plant and providing each with the same 
power reference. This approach is shown in Figure 12, and we include it in the A2e2g platform 
as a point of reference. In practice, wind turbines are not perfectly identical and the wind 
resource at each turbine is not the same, particularly due to wake interactions between the 
turbines (Fleming et al. 2016). Turbine-to-turbine waking means that downstream turbines 
experience lower wind speeds and cannot achieve the same range of power that upstream (free 
stream) turbines can. See Figure 13 for a graphic representation of turbine-to-turbine waking. 

 

Figure 12. Individual, uncoordinated active power control 
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Figure 13. Wind-turbine-to-turbine waking in a wind power plant with a gridded layout under 
aligned, westerly wind conditions. Figure produced using FLORIS. Westernmost turbines 

experience free-stream, high-speed winds, whereas downstream turbines operate in the wakes of 
upstream turbines. 

 
The closed-loop nature of the WPPC means that when a wind turbine can no longer produce 
more power due to limited wind resource (referred to as “saturation” (van Wingerden et al. 
2017), the power deficit is essentially transferred to other turbines by the WPPC. Saturation 
occurs frequently because turbines are often operating in the wakes of other turbines, meaning 
that they experience lower wind speeds. Provided that at least one turbine remains unsaturated, 
the plant will be able to achieve the reference power set point in steady state (once transient 
effects have died out). If all wind turbines are saturated, the plant is producing the maximum 
power available given the wind resource, and it will no longer be able to follow a power set 
point. However, as soon as the resource is increased (or the set point lowered to an attainable 
value), the WPPC will again begin tracking the reference. For full details of the WPPC as well as 
a mathematical analysis of its closed-loop performance, refer to Sinner et al. (Sinner et al. 2022). 

We also included a wake steering add-on to the WPPC in A2e2g. Wake steering has been shown 
to increase the power output from wind plants in situations where there are significant wake 
losses (Fleming et al. 2017). For A2e2g, we find that activating wake steering when all turbines 
are saturated, and the power set point has not been reached can slightly increase the power 
production of the wind power plant.  

6.2 Power-Maximizing Control 
The standard approach for controlling operational wind turbines is to generate as much power as 
possible within the structural loading limits of the turbine. When wind speeds are below rated, 
this means extracting as much power as possible from the wind; for higher wind speeds, the rated 
power is extracted to avoid overspeeds and shutdowns. Such operation does not consider a power 
reference set point and is generally unsuitable for active power control. Nevertheless, as this is 
still the industry-standard operation, we include this PMC in the A2e2g platform as a base case; 
see Figure 14. While PMC alone is not a viable candidate, it can be coupled with energy storage 
to provide active power services. This is discussed in Section 6.3. 
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Figure 14. Standard, power-maximizing wind power plant operation 
 

6.3 Battery Operation for Controller Support 
As mentioned earlier, PMC has no way of tracking a power reference set point provided by the 
system operator and is thus not a viable choice for providing active power services from wind 
power plants. To increase the flexibility of a wind plant using PMC and provide a range of grid 
services, we include collocated energy storage in A2e2g in the form of a battery. The battery can 
be used to shift energy and respond to reference set points within its capacity. The combined 
PMC with battery support is shown in Figure 15. 

 

Figure 15. Power-maximizing wind turbine operation with battery support for power reference 
tracking 

The battery charges when the power being produced by the wind turbines exceeds the power 
reference set point and discharges when the turbine power is lower than the power reference.  
Charging can happen provided that the battery has capacity, both in terms of its power 
charging/discharging limit and its total energy storage capacity. In the A2e2g platform, the 
battery can only be charged with the power being generated by the wind turbines (and not from 
the grid). We understand the approach of having a battery supporting a power-maximizing wind 
plant to be that used in the field tests of Watson et al. (2018) and Rebello et al. (2021). The 
battery’s ability to provide support to the plant depends strongly on its power and energy 
capacities, which is investigated in Sinner et al. (2022). 

Wind-plant-level active power control, as described in Section 6.1, generally requires dynamic 
curtailment of the wind turbines to meet a given power set point. Such curtailment comes at the 
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opportunity cost of the energy that could have been produced. A battery providing short-term 
energy shifting can both help relieve curtailment and provide a faster active power response. As 
in the PMC case, the battery is operated to charge when the power produced by the wind turbines 
is higher than the set point and discharge when the turbines fall short of the power reference. 
However, using the control system shown in Figure 11, the turbines are rarely producing power 
more than the reference because they are dynamically curtailed to meet the reference; as a result, 
the battery has no opportunity to charge.  

To allow the wind turbines to produce excess power under WPPC and store that energy in the 
battery, we augment the power error equation for the WPPC to: 

𝑃𝑃error = 𝑃𝑃reference + 𝑃𝑃available,battery − 𝑃𝑃plant      (7) 
 

Therefore, if there is extra storage space in the battery, the reference sent to the WPPC is 
increased, allowing the turbines to operate at or near their power-maximizing mode when there is 
sufficient storage available. The available battery power, 𝑃𝑃available,battery, is limited by both the 
power capacity of the battery and its energy capacity. If the battery has sufficient storage 
available and has a high power capacity, the turbines are operated in power-maximizing mode 
because the reference, 𝑃𝑃reference + 𝑃𝑃available,battery, is higher than the total power available in the 
wind; on the other hand, when the battery is fully charged, 𝑃𝑃available,battery is set to zero and the 
WPPC resumes its normal curtailing operation. The components of the coordinated WPPC and 
battery are shown in Figure 16. 

 

Figure 16. Wind plant power controller with battery support 
 

6.4 Aerodynamic Simulations for Controller Validation 
To simulate the behavior of wind power plant controllers in response to power reference set 
points, we provided a dynamic wind plant simulation code along with the A2e2g platform. The 
code is based on FLORIS (NREL 2020), which models the wake interactions between wind 
turbines and assesses the available power. FLORIS also models the effect of yaw misalignments 
in terms of the effect on both the individual turbine powers and the wake shapes.  
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Three important changes are made to the standard FLORIS (Version 2.4) package to provide a 
suitable simulation environment for a dynamic, closed-loop wind power plant. First, dynamic 
wake propagations are introduced to model the time-marching effect of changes both in the free-
stream wind speed and wind direction and in wind turbine set points. Second, FLORIS models 
turbines using a fixed power and thrust curve, which does not account for curtailment. A 
modification is made to allow the axial induction factors of the turbines to be set by an external 
code, which allows us to model the effect of a steady-state curtailment of individual turbines. 
Finally, dynamic models of the effect of axial induction changes are introduced to ensure a 
realistic and smooth response to individual wind turbine power reference changes. These 
modifications to the standard FLORIS package are described in more detail in the following 
subsections. 

6.4.1 Dynamic FLORIS Model 
We use the FLORIS package described in Section 4.2 to simulate the wind plant. However, as 
mentioned previously, FLORIS is a steady-state simulator for time-averaged behavior and is not 
directly suited to modeling the dynamic response of a wind power plant. In particular, the 
propagation time of wakes is not modeled in FLORIS—if FLORIS was used directly to model 
dynamic behavior, wakes would appear to propagate instantaneously throughout the farm. To 
address this, we use a dynamic modification to FLORIS. We describe the modification here 
briefly, and refer to Vijayshankar et al. (2021) for more details. 

FLORIS calculates the plant power by determining the wind speed (accounting for wakes from 
upstream wind turbines) at each turbine location within the plant. As a first-order approximation 
of dynamic wake propagation, the dynamic modification to FLORIS uses Taylor’s frozen wake 
hypothesis to assume that the wake moves at the speed of the free-stream velocity. The wind 
speed impacting a turbine at a specific time can be found by storing the effects of wakes 
associated with different wind speeds and directions and applying them at the suitable time that 
is calculated based on the frozen-wake hypothesis. The buffer accounts for not only the free-
stream wind speed, but also the free-stream wind direction and individual turbine yaw angles and 
axial induction factors. A demonstration of the modified dynamic FLORIS model responding to 
a wind speed change is shown in Figure 17.  

Finally, it should be noted that in A2e2g we only approximate dynamic wind speed effects based 
on free-stream wind speed and wind direction. Second-order effects due to speed reductions and 
deflections within turbine wakes are not modeled in the wake propagation—only the free-stream 
properties are used to calculate the propagation time to keep simulations relatively efficient and 
easy to run. For further details about the dynamic modification to FLORIS, please refer to 
Vijayshankar et al. (Vijayshankar et al. 2021). 
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Figure 17. Demonstration of dynamic FLORIS (blue curve in upper plot), in which an increase in 

the wind speed takes time to impact downstream wind turbines as compared to the standard 
FLORIS (orange curve in upper plot), which assumes wind speed changes happen 

instantaneously 
 

6.4.2 Actuator Disk Model Dynamics 
FLORIS is designed assuming power-maximizing control, wherein the turbine axial induction 
factors are automatically chosen to maximize power production during below-rated operation 
(i.e., set to 0.33) (and reduced to maintain rated power in above-rated operation). To model the 
reduced axial induction factors necessary for dynamic power output control, we make some 
changes to the dynamic FLORIS model that allow us to override the automatic power-
maximizing axial induction factor and set the turbine axial inductions based on commands from 
the wind plant controller described in Section 6.1. However, the axial induction factor represents 
the response of the wind turbine in steady state, rather than its instantaneous response. To model 
the dynamic response, we include two important factors: the response of the turbine actuators to 
a change in the power reference, and the settling of the air flow to a new operating axial 
induction factor. 

We model the turbine response by assuming a simple closed-loop model for the wind turbine 
active power controller. As the power produced is the product of the generator speed and 
generator electrical torque, altering the turbine power can be achieved either by altering the 
rotational speed or by changing the generator torque (or a combination of the two). For our 
model, we assume that the generator torque is held constant, and the blade pitch angle is varied 
to alter the aerodynamic torque and therefore the rotational speed of the turbine. This allows the 
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turbine controller to alter the power output via the blade pitch actuators. The closed-loop pitch 
controller is assumed to follow the design of Hansen et al. (2005) for generator speed regulation, 
resulting in a second-order closed-loop model of the wind turbine controller. The frequency 
response of this model is depicted by the red line in Figure 18. Because the torque is constant, 
this frequency response also models the power response of the turbine to a power reference set 
point, from which a dynamic axial induction factor can be obtained. 

In addition to the turbine closed-loop blade pitch response, it also takes time for the wake to 
respond to a change in the wind turbine aerodynamic properties. We use the first-order model 
proposed by Knudsen and Bak (2013) to update the axial induction factor used in wake 
calculations. This model is depicted as the blue line in Figure 18. For simplicity, we use a time 
constant of 12 seconds across all wind speeds for the first-order flow model. 

The power output from each turbine is modeled as the response to only the turbine closed-loop 
model, whereas the axial induction factor applied to dynamic FLORIS is the combined turbine 
and flow response (represented by the black line in Figure 18). 

 

Figure 18. Frequency response of the separate wind turbine and flow models, as well as their 
combined behavior, used to model dynamic effects in the axial induction factors. 

Note: dB = decibels and rad/s = radians per second 

6.4.3 Battery Simulator 
The battery model we include in the A2e2g platform is a simple state-of-charge model. Energy 
stored in the battery is the integral of the power supplied to or drawn from the battery, 
accounting for self-discharge losses (which are small) and charging and discharging 
inefficiencies. The charging and discharging efficiencies are set at 92%, resulting in a round-trip 
efficiency of approximately 85%. The battery is modeled as having a fixed charging and 
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discharging capacity throughout its entire range of operation and a fixed total energy capacity. 
Degradation of the battery is not modeled, as the current simulation platform is not designed for 
long-term simulations. A2e2g users may specify a reduced-capacity battery as a proxy for some 
level of degradation. The battery-operating logic only allows the battery to be charged from the 
wind plant and not from the grid. Further details can be found in Sinner et al. (2022). 

6.5 Example Cases 
To demonstrate the closed-loop behavior of the wind power plant responding to a signal from the 
grid operator, we considered two cases: AGC and a possible future behavior of wind plants to 
commit to their day-ahead bids and produce power at a steady level over each hour, reducing 
variability in the power supply and thereby reducing the requirement for system operators to 
procure frequency regulating capacity. We used a fictious 50-MW wind plant with the layout 
shown in Figure 19, and data from a meteorological mast at Texas Tech University to provide 
the atmospheric conditions.  

 

Figure 19. Fictitious power plant layout used for simulations, with turbine-to-turbine spacing of 5 
rotor diameters (5D) 

6.5.1 Active Generation Control 
We first demonstrated the wind plant power controller providing AGC. To do so, we simulated 
the plant for a 1-hour period (with 15 minutes of simulation warm-up) using data from 
September 28, 2019. In this interval, the market advisor module (see Section 5) elects to provide 
AGC services. The wind conditions, power forecasts, AGC signal, and wind power plant 
response are shown in Figure 20. Our demonstration included four configurations: PMC as 
described in Section 6.2, WPPC as described in Section 6.1, and both PMC and WPPC including 
a 16-MWh, 4-MW (i.e., 0.25 C rate) battery with operation described in Section 6.3.  

The first plot of Figure 20 shows the day-ahead forecasted mean wind speed along with a one-
standard-deviation uncertainty band (shaded region) and the actual wind speed used for 
simulation. Similar data were obtained for wind direction (not shown here for simplicity). The 
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second plot demonstrates the translation of atmospheric forecasts to plant power capacity 
forecasts, again showing the mean and one-standard-deviation uncertainty. Also included is the 
updated 5-minute-ahead forecast (in black). The third plot shows the AGC signal provided to the 
wind plant after service market participation results in a bid of approximately 4 MW of 
regulating capacity in black, along with the responses of the four control configurations 
following the AGC reference signal. The final plot shows the error between the AGC set point 
and the plant power to clarify differences between the controllers’ performance. 

 

Figure 20. Simulated controller response to an AGC signal provided by the system operator  

PMC alone (depicted with a blue line in the last two plots of Figure 20) has no mechanism for 
adjusting the active power produced by the plant to match the system operator-provided 
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reference signal and performs poorly. On the other hand, the closed-loop WPPC (orange line) 
responds to changes in the AGC signal by altering the power generated by individual wind 
turbines while accounting for turbine-to-turbine interactions. This control method is effective for 
following the lower-frequency (longer duration) content in the AGC signal; however, when the 
AGC signal changes rapidly, the WPPC is limited by the response time of the individual turbine 
system. Note that this response time can likely be improved by implementing a more complex 
individual turbine control logic that incorporates torque control, as opposed to the blade pitch 
controller used in the current A2e2g platform. Moreover, the AGC signal simulated here is likely 
to be an extreme case in terms of rapid changes in the reference signal (4 MW changes over 4 
seconds, which may be up to 10% of the nameplate capacity of the plant and 50% of the 
instantaneous capacity). Adding a battery helps both PMC (green line) and WPPC (dark red 
line). WPPC with a battery added is very effective in following the AGC signal except when 
there is a significant lack of wind resource, which occurs during the simulation spin-up period 
from 04:45-04:50. PMC with a battery, while significantly better than PMC alone, still has 
performance limitations when there is an excess resource available (e.g., 05:05-05:10).  

6.5.2 Smooth Hourly Power Provision 
As a second use case, we considered a wind power plant’s ability to provide steady power 
generation for an hour based on the hourly mean day-ahead forecast. This use case serves two 
purposes. First, this type of operation, wherein a wind plant commits ahead of time to produce a 
fixed amount of power, reduces variability of electricity supply and therefore could reduce the 
need for system operators to procure other, traditionally fossil-fuel-based, generation for 
regulation. Second, the provision of power at a steady level followed by a change to a new level 
demonstrates both the WPPC’s step response and its ability to reject disturbances in the form of 
varying wind conditions. The response of the same four control configurations described in 
Section 6.5.1 under this “smooth hourly power” operating mode is shown in Figure 21. We 
included in the simulation a change in the hourly power set point at 04:00 to demonstrate the 
controllers’ step responses. 

When there is no battery present, the wind power plant is only able to meet the power reference 
set point when there is sufficient resource (e.g., 03:20-03:25, 03:55-04:15). During these 
periods, the WPPC can meet the power reference with errors of approximately 1-2 MW. Adding 
the small battery reduces the errors to close to zero except when there is enough of a deficit 
between the reference and the resource available that the battery meets its discharging power 
limit of 4 MW (e.g., 03:45-03:55). Using a larger power capacity battery (i.e., a battery with a 
higher C rate) would help to maintain the reference power during these periods. The WPPC 
alone can respond quickly to the step change in reference around 04:00 and quickly settles to the 
new set point (within approximately 2 minutes). For a full examination of the WPPC’s ability to 
provide smooth, hourly power, and a study on the performance sensitivity to the battery size, 
refer to Sinner et al. (2022). 



43 
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications. 

 

Figure 21. Controlled wind power plant responses to a steady hourly production requirement 
 

6.5.3 Control Adequacy 
As the time series results of the example cases demonstrate, the WPPC described in Section 6.1 
is suitable for tracking an active power reference signal on the timescale of seconds and longer, 
which correspond to the timescale of the aerodynamic interactions between wind turbines, 
provided that the wind resource is sufficient. Moreover, even a relatively small battery can 
provide support for the wind turbines during periods of insufficient resource and reduce dynamic 
power-tracking curtailments when there is excess resource. Nonetheless, we anticipate that more 
advanced control approaches could further improve performance and handle secondary control 
objectives such as structural load alleviation and battery cycling considerations. The A2e2g 
platform enables users to specify other controller modules as desired.  
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7 Conclusions and Next Steps 
The A2e2g platform provides the first full system wind power plant integration from day-ahead 
forecasts and market participation to real-time control for wind plants. It is the first study of 
market participation of wind plants in frequency regulation/energy considering uncertainty of 
wind output and aerodynamic controls that account for waking. The findings of a limited amount 
of case studies for the ERCOT market show potential increases in the value from both energy 
and grid services. The case studies demonstrate the value of the A2e2g platform as a tool for 
evaluating future wind plant operational modes, existing and future market structures for energy 
and grid services, and the range of valuations for wind plants operating in these market structures 
with and without storage.  

The A2e2g platform can be further developed for controlling wind plants offering and providing 
additional grid services beyond regulation, and further evaluating the market participation of 
wind plants for existing and future grid services. The case studies presented in this report offer a 
first step into using the A2e2g platform for a specific market region and historical year for 
energy and regulation.  

The market participation framework of A2e2g has developed analytical methods for wind plants 
providing regulation that can be used by operators. The use cases in our project indicate how out-
of-market energy payments affect the economic attractiveness of regulation markets and suggest 
that historical regulation prices are sometimes high enough to compensate for foregone energy 
revenue due to operation in curtailed mode for regulation supply. Our analytical insights are 
useful for market designers and analysts who might be interested in understanding how different 
aspects of market design—such as performance targets, performance-related revenue 
adjustments, and length of assessment period—affect the levels of participation by variable 
resources in regulation markets. A2e2g offers new analytical conservative bounds for the 
regulation offer quantity and price of a variable energy resource that consider the impact of the 
imperfect delivery of regulation capacity on resource profits and the resources’ ability to meet 
the system operator’s targets for the physical delivery of regulation capacity.  

The A2e2g project demonstrated the control functionality and communication of the A2e2g 
platform with the GE 1.5-MW wind turbine operating at NREL’s Flatirons Campus at the 4-
second SCADA time frame, but it was not implemented on a wind power plant. Future work 
could include demonstrating the A2e2g controller on a commercial wind plant with 
communications with the power system operator. The A2e2g platform could also be integrated 
into NREL’s grid integration capabilities to add a high-level controller for demonstrating wind 
plant operation in markets using wind plant simulation capabilities and coupled with the 
emulation capabilities with hardware in the loop using the GE turbine and energy storage. It 
could serve as a baseline high-level controller for wind plant grid integration work by the U.S. 
Department of Energy’s Wind Energy Technologies Office. 

The A2e2g platform is scalable and can be expanded for use as a regional platform for wind-
based operation that can seamlessly integrate geographic diversity for land-based and offshore 
wind energy across a region, time horizons ranging from subsecond to day ahead (by linking 
with other tools developed by the Wind Energy Technologies Office for fast-acting essential 
reliability services), and optimal use of energy storage with advanced control solutions and 
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energy storage sized for various energy and grid service scenarios and different regional markets 
and price structures. Future efforts would include further development of the computational 
requirements to facilitate applications in large-scale systems accounting for operational 
uncertainty and regional diversity and fusing classical horizon-based controls with state-of-the-
art deep learning. This platform could be demonstrated for a regional systems-level analysis 
using the hardware and emulation capabilities of the Advanced Research on Integrated Energy 
Systems. 

The A2e2g controller represents an important step toward developing near-firm power for a wind 
plant. Advanced control of wind plants with energy storage will be able to provide firm and 
flexible day-ahead dispatchable power and pave the way for other renewable energy resources to 
do the same. 
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 Appendix A. Alternate Modules  
A.1 Machine-Learned Power Forecast 
As an alternative to the FLOw Redirection and Induction in Steady State (FLORIS)-based 
forecasting approach described in Section 4.2, we also include a machine-learning-based method 
in the Atmosphere to Electrons to the Grid (A2e2g) platform. The surrogate model approach we 
use is a machine-learning technique called Gaussian process regression (GPR). Compared to 
other regression models, GPR is a nonparametric model that has the benefit of naturally 
providing probabilistic estimates that are updated based on the available data, which makes it 
well-suited to forecasting applications. We use the GPyTorch software package to implement 
GPR for this work, although several other libraries are also available in Python and other 
programming languages. An example of the surrogate model power predictions compared to 
exact FLORIS predictions is provided in Figure A-1. 

 
Figure A-1. Expected plant power using FLORIS (blue) and the GPR surrogate model (orange) 

 

A.2 Reinforcement Learned Control 
As an experiment, we sought to develop a controller to ensure that the wind plant power output 
follows the automatic generation control (AGC) signal using yaw control. This controller would 
take in the current wind condition (wind speed) and produce wind turbine yaw commands to 
achieve the desired power set point rather than using blade pitch (axial induction). Conceptually, 
the process of generating yaw commands from wind conditions and the AGC signal could be 
completed in a model-based fashion, using a model (such as FLORIS) to determine optimal yaw 
angles online. However, this is impractical for larger farms due to the computations involved in 
optimizing for every scenario that the controller experiences.  

Instead, we use reinforcement learning to determine a map between a situation (wind condition 
and AGC signal) and action (turbine yaw angles) that maximizes a reward function (minimizes 
the error between the AGC signal and wind plant power). Once this mapping has been learned, 
the current situation can be mapped directly to an action without the need for expensive online 
model evaluations. As such, reinforcement learning methods determine optimal control actions 
based on interactions with the environment, rather than on physics-based models.   
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The specific reinforcement learning algorithm that we use is deep deterministic policy gradient 
(DDPG), which can learn optimal control policies in high-dimensional settings such as the one 
posed by our wind farm control problem. DDPG uses neural networks to approximate both the 
optimal value function and current policy. We also considered a somewhat simpler 
reinforcement learning approach referred to as deep state-action-reward-state-action 
(SARSA) (which uses a deep neural network to approximate the optimal value function but does 
not maintain an explicit policy function, instead following a near-greedy search method to 
explore the action space). To train each controller, we simulated many situation-action 
trajectories using dynamic FLORIS, with the controller learning optimal policies/actions based 
on the rewards it experiences in the simulation. 

 Although this is a computationally expensive process, it can take place offline before the control 
actions are needed in real time, making it more suitable than optimizing behavior online. This 
training procedure is shown in Figure A-2 (with the “agent” referring to the learned controller). 
The action for the wind power plant control problem we consider is the yaw angle of each of the 
individual wind turbines, whereas the state is the wind speed at each turbine location. The reward 
that the agent receives is maximum when the AGC signal is perfectly achieved and decreases 
according to a truncated Gaussian curve as the absolute deviation from the AGC signal increases. 
Figure A-3 demonstrates how the average rewards evolve during training the DDPG and Deep 
SARSA. 

 

Figure A-2. The learning agent generates an action based on a temporal difference method 
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Figure A-3. Average cumulative reward during training 

 
To demonstrate the behavior of the reinforcement learning controller for the purpose of this 
report, we used a simple wind farm that comprises nine turbines, rated at 1.5 megawatts each, 
arranged in a 3-by-3 grid. As a baseline controller to use as a reference, we used a proportional-
integral controller that adjusts the yaw angle as a function of the error between the AGC signal 
and power but does not seek out optimal behavior.  

Figure A-4 shows the main controller results. On training the controller with uncertain wind 
speeds and the same reference AGC signal for both DDPG and Deep SARSA, the controller 
successfully learns to adjust the yaw angles. The power output of the farm during the testing 
phase is in good agreement with the reference signal. We note that the performance of the 
baseline controller is better than that of Deep SARSA and is worse than DDPG. On one hand, 
bearing in mind that we are given only wind speed measurements, the reinforcement learning 
controller can make better decisions to track the given AGC signal in a model-free setting than 
the baseline. When there is abundant data available from a wind farm, DDPG has great potential. 
On the other hand, training the reinforcement learning controller is time-intensive, whereas the 
baseline controller does not require any training at all. Thus, the choice of the controller is a 
trade-off between performance and (offline) time spent on training. DDPG may be able to be 
improved further by continuing to learn online using the data collected from a real wind farm. 

Full details about the reinforcement-learned controller can be found in Vijayshankar et al. 
(2021). 
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Figure A-4. Performance of DDPG, Deep SARSA, and the baseline control algorithms when trained 

with uncertain wind forecasts. We allow the wind speed forecast (top plot) to vary by 10% and 
train the agent in the presence of this uncertainty. Results from the validation step (lower plot) 

show that both algorithms perform well in tracking the AGC signal. 
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