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ABSTRACT

Wind plant blockage reduces wind velocity upstream of wind plants, reducing the power generated by turbines adjacent to the inflow, and
potentially throughout the plant as well. The nature of the mechanism that amplifies blockage as well as the velocity reductions in both the
induction zone and potentially deeper into the array are not well understood. Field observations can provide valuable insight into the
characteristics of the induction zone and the mechanisms that amplify it. However, the relatively small velocity reductions that have been
measured experimentally pose a challenge in quantifying blockage, especially in onshore environments with flow heterogeneities that may be
of the same scale as the blockage effect itself. We simulate the flow around the King Plains wind plant in the relatively simple terrain of
Oklahoma, the location of the American WAKE experimeNt, to evaluate wind plant blockage in this environment. Using numerical
simulations, we find the largest velocity deceleration (0.64 m s�1; 8%) immediately upstream of the wind plant, and 1% velocity deficits 24
rotor diameters upstream of the first turbine row. We also use virtual measurements upstream of the wind plant to analyze the uncertainties
and difficulties in measuring blockage using a scanning lidar on shore. Based on our virtual lidar study, the induction zone of land-based
wind plants can be incorrectly estimated using observations if the effects of nonuniform terrain on the flow are not carefully considered.
Changes in terrain elevation produce local variations in wind speed (as measured by a scanning lidar) that exceed in magnitude the decelera-
tion within the induction zone. We refer to these local changes in wind speed as terrain effects. A methodology to differentiate between ter-
rain effects and blockage in experimental settings is proposed and evaluated herein, highlighting the difficulties and uncertainties associated
with measurement and simulation of blockage in even relatively simple onshore environments.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0103668

I. INTRODUCTION

Wind turbines extract kinetic energy from the wind, thereby
reducing its velocity downstream. As a result, turbines downstream
experience slower wind speeds with more turbulence and produce
less power, an effect known as wake loss. Wind speed also
decreases upstream of turbines as they obstruct the flow. This
blockage effect occurs over a region called the induction zone. For
single turbines, the induction zone is caused by a pressure stagna-
tion, resulting in a pressure gradient force oriented opposite to the

inflow direction that reduces the flow speed approaching the tur-
bine. The induction region of wind plants forms from the superpo-
sition of the induction of the individual turbines in the array and
may be further amplified by a larger-scale interaction between the
boundary layer and the turbine array.1–7 In this way, we consider
blockage as the velocity deceleration upstream of a wind plant rela-
tive to freestream conditions. Generally, wake effects are accounted
for in power forecasting methods that employ deterministic
tools.3,8,9 However, wind plant blockage is usually neglected,
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possibly resulting in lower-than-forecasted energy predictions and
financial losses for wind plant operators.10

Whereas wind speed deficits from wakes are large (�10%),11
wind plant blockage produces wind speed deficits of �1%,3,12–14 mak-
ing it much more difficult to quantify, especially in experimental set-
ups. Experimental results and high-fidelity numerical simulations
show wind speed slowdowns between 1% and 5% of freestream at
1.5–3 rotor diameters (1.5D–3D) upstream of wind plants.3,7,13

Simplified models, such as linearized models2,15 and analytical vortex
models,16 comparably report velocity deficits between 2% and 3% at
2.5D upstream of wind plants. Some simplified models, however, do
not include important physical mechanisms that likely amplify block-
age, such as atmospheric stability and wind speed shear.17 A limited
number of simulations suggest wind decelerations larger than 10% at a
distance of 2D upstream of the first row of turbines.4,7 Wu and Port�e-
Agel7 found large deficits (10% deficit 2.5D upstream) in their strong
free-atmosphere stratification case that coincide with gravity wave for-
mation, whereas gravity waves did not form in their weak free-
atmosphere stratification case and the deficits from blockage remained
small (1.2% deficit 2.5D upstream). Note that for 10 m s�1 hub-height
winds, the blockage effect is of the same order of magnitude as the pre-
cision of state-of-the-art remote sensing instruments, such as scanning
lidars (�0.1 m s�1).

Another challenge in quantifying blockage is that the induction
zone covers a large area upstream of the wind plant, the extent of
which can change. Both numerical and experimental studies show the
extent and magnitude of the induction zone can vary substantially
depending on the size and layout of the wind plant, atmospheric con-
ditions, wind turbine characteristics, and wind speed.3–5,7,12,18

Although some studies show detectable decelerations up to 30D
upstream,3,7,12,18 others suggest decelerations that extend up to �80D
upstream of the first row of the wind plant.4,7 The large spread in the
results primarily comes from gravity waves forming and amplifying
blockage in idealized simulations. The large and uncertain extent of
the induction zone, and the small wind speed deficits detected therein,
make blockage difficult to quantify, especially in field experiments.

At present, there is no established methodology for experimen-
tally measuring wind plant blockage. Generally, studies define a free-
stream velocity that approximates the undisturbed flow to estimate the
blockage effect. Wind tunnel experiments estimate the freestream
velocity using point measurements far upstream of the wind plant.18

Various methodologies are used to quantify blockage in operational
wind plants. Schneemann et al.12 quantify the magnitude of upstream
blockage in an operational offshore wind plant using scanning lidar
measurements. They estimate a freestream velocity for each scan using
the mean wind speed across the whole sampling area, which includes
the induction zone region.12 Bleeg et al.,3 Jacquet et al.,13 and
Sebastiani et al.,14 on the other hand, employ a statistical approach to
differentiate between wind speed measurements before and after the
commercial operation date (COD) of several land-based wind plants,
finding that these induce lower wind speeds upstream (<5% deficits).
Still, the community lacks consensus on a quantitative definition for
the unperturbed conditions upstream of operational wind plants (i.e.,
how far upstream is “unperturbed”) and, hence, the blockage effect.

Topographic variations and changes in land cover pose addi-
tional difficulties in measuring the induction zone of wind plants. In
ideal and homogeneous atmospheric conditions offshore, the flow

upstream of a wind plant can be uniform, facilitating the detection of
blockage onsite, for instance, with scanning lidars.12 Conversely, on
shore, the velocity field varies spatially due to terrain and changes in
surface forcing (e.g., heterogeneous surface roughness19 or tempera-
ture20). Terrain-forced flows and thermally driven circulations, for
example, can produce significant (�1 m s�1)21,22 wind speed fluctua-
tions, obscuring the slowdown caused by wind plant blockage.
Previous studies were able to isolate blockage from other phenomena
by employing long-term wind speed measurements before and after
the COD of onshore and offshore wind plants.3,13,14 Though this
methodology implicitly accounts for spatial changes in wind speed
(for example, due to terrain), it is impractical for quantifying blockage
in already operational wind plants, or over short time periods, or
when the surface vegetation changes over the life of the wind plant.23

Here, we analyze blockage for a wind plant located in relatively
simple terrain and evaluate the difficulties and uncertainties of quanti-
fying the induction zone using field-like observations. To this end, we
(1) characterize the induction zone of a wind plant in central
Oklahoma using simulation results, (2) quantify the blockage effect
using virtual measurements, and (3) evaluate the errors associated
with measuring wind plant blockage around simple but nonnegligible
terrain features. The test site is the King Plains wind plant, which is
located in Oklahoma and is the central location for the American
WAKE experimeNt (AWAKEN) field campaign.24

The remainder of the paper is structured as follows: A brief
description of the climatology of central Oklahoma is given in Sec. II.
The simulation setup is presented in Sec. III. In Sec. IV, we introduce
the criteria and the atmospheric conditions for a case study. The pro-
cess of generating turbulence in nested mesoscale–microscale simula-
tions is outlined in Sec. V. We characterize the induction zone of the
wind plant in Sec. VI and present a method for quantifying the block-
age effect from observations around simple terrain in Sec. VII. Finally,
in Sec. VIII, we provide a summary of our findings and suggestions for
future work to further improve understanding of the wind plant block-
age effect.

II. CLIMATOLOGY OF CENTRAL OKLAHOMA

The U.S. Department of Energy’s Atmospheric Radiation
Measurement (ARM) program’s Southern Great Plains (SGP) site
offers long-term atmospheric instrumentation in central Oklahoma. A
brief description of the climatology at this site is provided here, and a
more thorough analysis can be found in Krishnamurthy et al.25 and
Debnath et al.26

Hub-height winds at the ARM-SGP site are predominantly
southerly throughout the year (Fig. 1). From 2013 to 2019, the wind
direction distribution is bimodal, with 36% southerly winds and 25%
northerly.25 Southerly flow also dominates during stable conditions.25

The wind speed distribution at 90 m above ground level (AGL) can
be characterized by a Weibull distribution with shape parameter
k¼ 8.49 m s�1 and scale parameter k¼ 2.22. Wind speed and wind
direction exhibit large shear in the surface layer, especially during sta-
ble conditions.26 The median wind speed shear exponent between 10
and 169 m is 0.09 and 0.323 for unstable and stable conditions, respec-
tively. The median wind veer is 0.045 and 0.116 � m�1 during unstable
and stable conditions, respectively. Moderately stable conditions pro-
mote the formation and persistence of wakes from wind farms in the
region.28
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Turbulence measurements at the ARM-SGP site show evidence
of a strong diurnal cycle and seasonal variability. Convective daytime
periods consistently show increased turbulence relative to stable night-
time periods. On average, turbulence kinetic energy (TKE) at the sur-
face remains nearly constant at 0.5 m2 s�2 during nighttime
(02:00–12:00 UTC) and exceeds 1 m2 s�2 during daytime.25 Similarly,
the vertical velocity variance above the surface layer exceeds 1 m2 s�2

during peak convective conditions (20:00 UTC) and remains below
0.2 m2 s�2 during nighttime conditions (see Fig. 30 in Krishnamurthy
et al.25). The strong diurnal cycle is amplified during the summer
months (June, July, and August).

Nocturnal low-level jets (LLJs) are consistently observed at this
location.25,26,28 Nocturnal LLJs generally persist between approxi-
mately 03:00 and 14:00 UTC (see Fig. 23 in Krishnamurthy et al.25)

The jet’s nose is generally below 600 m AGL. During the summer
months, 40% of the LLJ occurrences display the wind speed maximum
between 400 and 700 m.25 Furthermore, most of the LLJs take place
during southerly winds.26 Increased turbulence is observed below the
nose of the LLJ, caused by large vertical wind shear between the nose
and the surface.

III. SIMULATION SETUP

We perform nested mesoscale–microscale simulations over cen-
tral Oklahoma using the Weather Research and Forecasting (WRF)
model29 v4.1.5 with turbines modeled using a generalized actuator
disk (GAD) approach. WRF is a fully compressible, nonhydrostatic
model that solves the Navier–Stokes and thermodynamic equations
for large Reynolds number fluids (no viscosity or thermal conductiv-
ity). WRF uses an Arakawa-C grid staggering in the horizontal and a
terrain-following, hydrostatic-pressure vertical coordinate. Equations
are integrated in time using a third-order Runge–Kutta scheme with a
smaller time step for acoustic modes. The advection terms are spatially
discretized using an even/odd-order numerical scheme.

Synoptic-scale events and turbulent eddies are concurrently rep-
resented by using a four-domain, one-way nested setup centered at the
King Plains wind plant (Fig. 2). The first two domains, D01 and D02,
utilize the Mellor–Yamada–Janjic planetary boundary layer parame-
terization30 for turbulence closure. The third and fourth domains, D03
and D04, use the nonlinear backscatter and anisotropy model with
TKE-based stress terms from Kosović,31 implemented in WRF by
Mirocha et al.,32 to parameterize subgrid-scale (SGS) fluxes of
momentum and heat. The physical characteristics of the domains are
provided in Table I.

The innermost large-eddy simulation (LES) domain (D04) is
shifted southward of the King Plains wind plant to ensure a sufficient
fetch for turbulence to equilibrate with the mean flow [Fig. 2(c)].
Turbines in D04 are close to the lateral domain boundaries, possibly
modifying the blockage effect of the wind plant.17,33 However, an LES

FIG. 1. Wind rose at 90 m above the surface estimated using data from a Doppler
profiling lidar27 at the ARM-SGP central facility for the year 2018.

FIG. 2. Topographic map for the mesoscale (D01 and D02) and microscale (D03 and D04) domains. The black lines in (a) represent state lines, and the blue lines represent
the major rivers. Turbines in the King Plains wind plant are represented by gray circles (b). Turbines simulated herein are represented by black circles (b) and (c).
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domain that is wide enough to cover the King Plains wind plant and
leaves considerable space in between the edge most turbines and the
lateral boundaries is not computationally feasible. Also note that D04
uses higher resolution in the vertical direction34 to resolve turbulence
structures in stable conditions. High-resolution topography (1/3 arc-
second) from the 3D Elevation Program35 and land use (1 arc-second)
data from the National Land Cover Database36 are used for domains
D03 and D04 to have an appropriate turbulence forcing from the
topography and land cover.

All domains use WRF Single-Moment 3-class microphysics,37

Rapid Radiative Transfer Model longwave radiation,38 and Dudhia
shortwave radiation39 schemes. The Eta similarity surface layer para-
merization,40 based on Monin–Obukhov similarity, is employed with
the Noah Land Surface Model.41 Boundary conditions for D01 are
provided by 12 km analysis from the North American Mesoscale
Forecast System.42

We simulate the wind turbines exclusively in the innermost
domain (D04) using the generalized actuator disk implemented by
Mirocha et al.43 and modified by Aitken et al.44 and Arthur et al.45

The NREL 5MWwind turbine has a hub height of 90 m, rotor diame-
ter D of 126 m, cut-in speed of 3 m s�1, rated speed of 11.4 m s�1, and
cutout speed of 25 m s�1. Note that turbines at the King Plains wind
plant are GE 2.82MW wind turbines, with a hub height of 89 m and
rotor diameter of 127 m. Our simulations use the NREL 5MW turbine
given that the specifications for the GE 2.82MW are not publicly avail-
able. It is likely that the blockage effect is amplified by using a turbine
with higher rated power.

IV. CASE STUDY

We use several criteria to find a case study that best displays
wind plant blockage at the King Plains wind plant. Wind plant block-
age has been observed in offshore environments only during stably
stratified boundary layers and winds below rated speed.12 As a result,
we consider a time period with a stably stratified boundary layer and
hub-height wind speeds between cut-in and rated speed. Furthermore,
wind speed and wind direction should remain nearly steady to facili-
tate the detection of the blockage effect.

The nine-day period in 2018, June 10–18, exhibits strong and
repeated occurrences of nocturnal low-level jets,28 typical for this
region. We performed mesoscale simulations of June 10–18, 2018,
using domains D01 and D02 to characterize the atmospheric condi-
tions and find a test case for evaluating wind plant blockage. From
these 9 days, June 18 exhibits the best fit to our criteria for stability and
wind speed.

A. June 18, 2018

The structure of the boundary layer on June 18, 2018, consists of
an initially weakly convective surface layer that transitions to a stably
stratified boundary layer characterized by strong shear and veer of the
horizontal velocity (Fig. 3). A nocturnal low-level jet forms shortly
past sunset (03:00 UTC) driven by a rapidly forming stable layer below
the capping inversion (z � 1500 m). The low-level jet initially displays
a deep vertical extent from 400 to 1400 m, evolving to a shallow jet
with the maximum wind speed at 600 m after 05:30 UTC. The change
in the structure of the nocturnal jet is likely driven by increasing static
stability. Winds are consistently southerly throughout the night, with
strong wind veer (�0.046� m�1) below the LLJ nose, typical for this
region.25,26

Atmospheric conditions in the surface layer remain quasi-steady
before sunrise on June 18, 2018, providing ideal conditions for evaluat-
ing wind plant blockage. Hub-height wind speed and wind direction
stabilize to approximately 7.5 m s�1 and 175� after 09:30 UTC [Figs.
4(a) and 4(b)]. Similarly, static stability, as quantified by the bulk
Richardson number in the lowest 200 m of the boundary layer,
remains nearly unchanged [Fig. 4(c)]. The bulk Richardson number is

defined as Ri ¼ gDhvDz
TvðDu2þDv2Þ, where g is the gravitational acceleration, Tv

is the virtual temperature of the layer of thickness Dz; Dhv are the vir-
tual potential temperature difference across the layer, and Du and Dv
are the changes in horizontal wind components across the layer. Note
that winds in the LES domains are expected to differ slightly from the
mesoscale as turbulence structures start to be resolved.

Spin-up time varies for every domain. The mesoscale domains
(D01 and D02) are initialized at 16:00 UTC June 17, 2018 and 22:00
UTC June 17, 2018, respectively. The first LES domain (D03) is initial-
ized at 08:30 UTC June 18, 2018. Turbulence is fully developed in D03
after 1 h of spin-up time. The innermost LES domain (D04) then starts

TABLE I. Simulation setup, including horizontal resolution, domain size, vertical res-
olution at the surface, and whether or not the cell-perturbation method is activated in
the domains.

Domain
Dx
(m)

Lx
(km)

Ly
(km)

Lz
(km)

Dzs
(m) nx; ny; nz

Cell
perts.

D01 5000 1100 1500 16.73 8 220, 300, 79 No
D02 1000 300 300 16.73 8 300, 300, 79 No
D03 62.5 17 31 16.73 8 272, 496, 79 Yes
D04 3.9 3.6 8.7 16.73 4 913, 2225, 158 Yes

FIG. 3. Time-height horizontal wind speed (a), wind direction (b), and potential tem-
perature (c) for D02 on June 18, 2018, at the location of the King Plains wind plant.
Sunset and sunrise are illustrated for reference with the black lines at 01:45 UTC
and 11:14 UTC, respectively.
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at 09:30 UTC June 18, 2018. We let turbulence spin up in D04 for
30min, after which we run the simulations for another 30min to eval-
uate wind plant blockage.

We validate model results using observations in the vicinity of
the King Plains wind plant. The ARM-SGP site offers long-term obser-
vations for a qualitative validation. A quantitative comparison between
the simulations and observations is not possible due to the distance
between the two sites and the coarse temporal resolution of the ARM-
SGP data. Although the ARM’s SGP site is 25 km away from our
innermost LES domain, it serves as an approximation for turbulence
statistics and mean flow conditions within our domain due to similar
terrain and vegetation characteristics.

Turbulence and mean atmospheric conditions are well repre-
sented in the LES compared to observations in this region (Fig. 5).
Turbulence statistics are estimated using Reynolds decomposition,
where the flow velocity (ui) is decomposed into fluctuating (u0i) and
mean (ui ) components (u0i ¼ ui � ui ). From now on, temporal aver-
aging is denoted by an overbar ð Þ and spatial averaging along the i-
direction by angled brackets h ii. WRF-LES can reproduce the mean
wind speed throughout the boundary layer. Horizontal wind speed
from the LES matches the lidar estimates above 150 m. Below 150 m,
model results slightly underestimate the horizontal wind speed mea-
sured at the ARM-SGP site. (Of course, the wind speeds at the ARM-
SGP site may be influenced by turbines nearby, as shown by Bodini
et al.28) Turbulence statistics are also well represented. Though turbu-
lence kinetic energy (�k) is underestimated in WRF-LES, the total
(resolved and modeled) vertical velocity variance (w0w0 ) exhibits very
similar characteristics to the data from the sonic anemometers at the
ARM-SGP site. The variances of the horizontal velocities are under-
represented in WRF-LES, perhaps due to unresolved terrain and vege-
tation variability. The vertical velocity variance measured by the lidar

also concurs with WRF-LES above 150 m. The lidar suggests smaller
variance of the vertical velocity within the turbine rotor layer than the
LES. Nonetheless, the lidar also displays much lower w0w0 values com-
pared to the sonic anemometer even though both are at the same
location.

V. TURBULENCE GENERATION IN NESTED
MESOSCALE-LARGE-EDDY SIMULATIONS

To reduce the fetch required to develop three-dimensional turbu-
lence in the nested LES domains, we use the cell-perturbation method
(CPM).48,49 The CPM adds random perturbations to the potential
temperature field in the outer 24 grid points of the lateral inflow
domain boundaries to instigate three-dimensional turbulent motions
within the boundary layer. As proposed by Mu~noz-Esparza et al.,49

the maximum perturbation amplitude ~hpm corresponds to a pertur-
bation Eckert number, Ec ¼ U2

g =ðcp~hpmÞ¼ 0.2, where Ug is the
geostrophic wind speed, and cp¼ 1005 J kg�1 K–1 is the specific
heat capacity of air at constant pressure. Furthermore, the pertur-
bation time step tp correspond to a dimensionless timescale
C ¼ tpU1=dc ¼ 1, where U1 is the horizontal wind speed at the first
vertical grid-point imposed on the LES boundary, and dc is the diago-
nal grid-cell length. The boundary layer height, zi, is diagnosed in the
boundary layer parameterization from the mesoscale domains and fed
into the LES domains. For the Mellor–Yamada–Janjic scheme, zi is
defined as the height where the modeled turbulence kinetic energy
decays below a certain threshold (�k � 0:101 m2 s�2). For the simu-
lated time period, the mean boundary layer height was within 30 m of
the nose of the nocturnal low-level jet.

Turbulence in D04 propagates over the entire domain and stabil-
izes after 20min of spin-up time (Figs. 6 and 7). Although turbulence
stabilizes faster closer to the inflow boundary, turbulence quantities in
the rest of the domain remain nearly constant in time after 09:50 UTC

FIG. 4. Time series of hub-height wind speed (a), hub-height wind direction (b),
and the bulk Richardson number (c) for D02 on June 18, 2018, at the location of
the King Plains wind plant. The bulk Richardson number is estimated between 10
and 200 m. Sunset and sunrise are illustrated for reference with the solid black
lines at 01:45 UTC and 11:14 UTC, respectively. The dashed black line in (a)
represents rated speed for the NREL 5MW turbine. The dotted gray lines represent
initialization time for D03 and the gray shaded area represents the simulation time
for D04.

FIG. 5. Mean horizontal wind speed (a), turbulence kinetic energy (b), and vertical
velocity variance (c) for simulations and observations. Mean wind speed and turbu-
lence quantities from D04 are compared with data from the ARM-SGP site27,46,47

from 10:00 to 11:00 UTC, June 18, 2018. The turbulence kinetic energy (�k ) and
vertical velocity variance ( �w0w 0 ) for the simulations are estimated using a 20-min
moving variance. Data from the ARM-SGP site are temporally averaged using
30-min time windows. The dotted line in (b) and (c) represents the sum of resolved
and modeled turbulence in the LES.
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(Fig. 6). Furthermore, turbulence propagates across all scales after
1.2 km of fetch (Fig. 7). The turbulence spectra of v and w in the tur-
bine rotor layer approach self-similarity 1.2 km away from the south-
ern inflow boundary. The integral length scale at hub height also
remains nearly constant over the fully turbulent region of the domain
hlvixy ¼ 68 m (not shown). It is expected to have some spatial variabil-
ity in turbulence caused by changes in terrain forcing. A sensitivity
analysis on horizontal and vertical grid resolution proved Dx¼ 3.9
and Dzs¼ 4 m is sufficient to consistently resolve at least 80% of the
total TKE in the innermost domain for z> 35 m AGL (see Appendix
for additional information).

VI. WIND PLANT BLOCKAGE

We first evaluate wind plant blockage using two sets of simula-
tions, one with and one without turbines in the domain. This setup
allows us to differentiate wind plant blockage from terrain-induced
effects, non-stationarity, and time-evolving boundary conditions.
Because the only difference between the two simulations is the inclu-
sion of turbines with the GAD, the difference in their velocity fields
can be attributed to the effect of the turbines on the flow. The LES
velocity fields are temporally averaged over 30min of simulation time.
The time-averaged, hub-height velocity deficit (D�U ¼ �UGAD � �U )
shows signatures of both downstream wake effects and upstream
blockage (Fig. 8). Whereas wakes result in wind speed deficits
larger than 4 m s�1, the deficits upstream of the wind plant are less
than 1 m s�1. To account for spatial variability in the velocity deficit,
we also perform a spatial average along the west–east direction
upstream of the wind plant to extract the cumulative effect of the tur-
bines in the flow.

We define the induction zone using the velocity deficit upstream
of the first row of turbines in the plant, applying statistical significance
testing. For the statistical analysis, we consider the west–east averaged
velocity (h�U ix) over the region upstream of the wind plant (from
x¼ 535 to x¼ 3050 m in domain). Furthermore, we subsample the
velocity field from the LES grid every integral length scale (lv¼ 67.9
m) to ensure statistical independence (spatially) between each data
point. Statistical independence in the temporal domain is guaranteed

by sampling the velocity field every 30 s, a longer period than the inte-
gral timescale at hub height. The two-sided 95% confidence intervals
on the temporally and spatially averaged velocity fields at each distance
upstream (in 0.5D increments) are estimated using a bias-corrected
and accelerated bootstrapping method, resampling 10 000 times with
replacement.50

The induction zone of the wind plant extends 24D (3024 m)
upstream of the first turbine row (Fig. 9). We employ statistical signifi-
cance testing to determine the extent of the induction zone. In such a
way, the induction zone is bound by the farthest location upstream of
the wind plant that exhibits a mean velocity deficit statistically differ-
ent from zero using a 95% confidence level. The velocity field from the
simulation with the GAD is only statistically different from the simula-
tion without the GAD between y¼ 1413 and y¼ 4437 m (between
�24D and 0D upstream of the southernmost turbine). South of
y¼ 1413 m, the velocity deficit displays an asymptotic behavior
toward zero, suggesting that the blockage effect would remain
unchanged with a longer domain. However, a wider domain in the
cross-stream direction might modify the blockage effect of the wind
plant.17,33 As expected, the largest flow deceleration in the induction
zone takes place closest to the first turbine row (hD�U ix ¼ �0:64 m s�1;
hD �̂U ix ¼ �8%). Moreover, 5D upstream of the southernmost tur-
bine, the velocity deficit is �0.319 m s�1 (hD �̂U ix ¼ �3:92%).
Though the induction zone extends very far upstream of the wind
plant, the magnitude of the velocity deficit remains below 10% of
the freestream wind speed (based on the simulation without tur-
bines) throughout.

VII. WIND PLANT BLOCKAGE ASSESSED BY A VIRTUAL
SCANNING LIDAR

In Sec. VI, we isolated the effect of the turbines in the flow by
running two sets of simulations, one with and one without the GAD
in the domain. However, in experimental settings, it is not possible to
isolate turbine effects from the mean flow. The experimental counter-
part of simulations with and without the GAD would be to turn off
turbines in the wind plant, which is unrealistic given the associated
costs for wind plant operators. Here, we explore the difficulties in

FIG. 6. Temporal evolution of turbulence
kinetic energy (a) and vertical velocity var-
iance (b) for D04 on June 18, 2018.
Vertical profiles are sampled at Easting:
x¼ 900 m, Northing: y¼ 4492 m in
domain. The turbulence kinetic energy (�k )
and vertical velocity variance ( �w 0w 0 ) are
estimated using a 20-min moving vari-
ance. The gray shaded region represents
the turbine rotor layer.
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quantifying wind plant blockage over simple terrain in an experimen-
tal setting. We employ an offline virtual scanning lidar to sample the
velocity field and evaluate the blockage effect that would be seen by
such a lidar deployed in the field.

A. Offline virtual lidar in WRF-LES

We perform virtual experiments on the flow field upstream of
the King Plains wind plant using an offline virtual lidar informed by
LES. The virtual lidar samples the three-dimensional LES velocity field
to estimate the line-of-sight (LoS) velocity at each distance. These vir-
tual measurements can be used to reconstruct a particular flow feature,
such as the induction zone51 or wakes52,53 of individual wind turbines.

Virtual measurements also provide the opportunity to compare the
complete three-dimensional, unsteady LES velocity field with that
observed by a lidar and estimate errors and optimize sampling pat-
terns to minimize uncertainties for field observations.54–59

Herein, we use the virtual lidar tool described in Robey and
Lundquist,59 modified to incorporate terrain. The radial velocity, ur, is
computed by interpolating the three-dimensional wind components to
points along the beam and projecting onto the beam direction,

ur ¼ u sinðcÞ cosðaÞ þ v cosðcÞ cosðaÞ þ w sinðaÞ; (1)

where u, v, and w are the interpolated three-dimensional wind compo-
nents from the LES, and c and a are the azimuth and elevation angles

FIG. 7. Development of compensated velocity spectra for the meridional (v) and vertical (w) velocities in the streamwise direction at z¼ 50 (a) and (b), z¼ 90 (c) and (d), and
z¼ 150 m (e) and (f). The theoretical �2/3 Kolmogorov slope for the inertial range is indicated by the solid black line in each plot. Colored lines indicate distance from the
inflow southern boundary in 300 m increments. Spectra are calculated on June 18, 2018, 10:00–10:30 UTC.
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for the lidar scan, respectively. The azimuth angle is measured clock-
wise from North. Moreover, the virtual lidar tool approximates the
collection and internal processing of backscattered light by the applica-
tion of a range-gate weighting function, q, (RWF). For this case, we
simulate a pulsed scanning lidar with a full-width half-maximum
parameter of 40 m. The LoS velocity, uLoS, is given by the convolution
of the projected wind velocities and the RWF,

uLoSðrÞ ¼
ð1
�1

qðsÞurðr þ sÞ ds: (2)

Finally, the horizontal velocity measured by the virtual lidar is
calculated from the LoS velocity and corrected for the predominant
wind direction, /,

uscan ¼
uLoS

cosðc� /Þ cosðaÞ : (3)

The pulsed, Doppler scanning lidar simulated here is positioned
on the nacelle of the southernmost turbine, providing measurements
of the velocity field projected along the laser beam direction (LoS
velocity) at hub height (Fig. 10). We use a plan-position indicator
(PPI) scanning strategy at an elevation angle a¼ 0.1� from the hori-
zon. The lidar scan covers azimuth angles, c, between 150� and 210� at
a scan rate of 2� s�1. Range gates are defined between 126 m (1D) and
2400m (19 D) with 50-m spatial resolution. The virtual lidar samples
the three-dimensional velocity fields from the LES, output at 1Hz for
10min from 10:20 UTC to 10:30 UTC on June 18, 2018. Quasi-

FIG. 8. Plan view of the hub-height, temporally averaged velocity deficit
(D�U ¼ �UGAD � �U ). Turbines in the domain are represented as solid black lines.
The black contour line represents a 2.5% velocity deficit.

FIG. 9. Temporally and spatially averaged difference in velocity fields (hD�Uix
¼h�UGADix � h�Uix ) for simulations with and without the GAD. The x-axis locates
0D at the southernmost turbine location (y¼ 4437 m in domain). The shaded area
represents the 95% confidence intervals obtained from a bias-corrected and accel-
erated bootstrapping method. The secondary y-axis provides reference to the nor-
malized velocity deficit (hD�̂U ix ¼hD�Uix /h�Uix ). The secondary x-axis provides
reference to the distance from the southern inflow boundary of the domain.

FIG. 10. Time-averaged velocity field from the virtual lidar (a) and the LES (b) at the same height above sea level (z¼ 417 m ASL). Virtual measurements represent the flow
field as seen from a nacelle-mounted lidar on the center turbine in our domain. Wind turbines are represented by solid black lines.
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steady-state atmospheric conditions at this time facilitate the compari-
son between the lidar and LES.

B. Terrain effects

The velocity field measured by the lidar scan is influenced by
changes in terrain elevation (Fig. 11). The virtual lidar samples the
velocity field at a constant elevation above sea level (ASL) [Fig. 11(a)].
Thus, small changes in terrain elevation result in the lidar sampling
the velocity field at different heights above the surface [Fig. 11(b)].
Small changes in terrain elevation displace the velocity profile upward
or downward and, in an environment with large shear, these vertical
displacements result in large fluctuations in the velocity sampled at a
constant elevation above sea level. From now on, we refer to the local
changes in horizontal wind speed at a constant height ASL resulting
from local variations in terrain elevation as terrain effects (Uterr).

Terrain effects can overshadow wind plant blockage. Figure
12 demonstrates the variations in horizontal velocity as a result of

sampling the velocity field at a constant elevation ASL over the
region upstream of the wind plant. The changes in horizontal
wind speed at a constant height ASL for the LES without the GAD
(light-blue line in Fig. 12) primarily represent terrain effects
(Uterr). Wind speed at z¼ 417 m ASL (i.e., 90 m AGL at the south-
ernmost turbine location) changes from 8.35 to 7.61 m s�1 over
2457 m (from y¼�20D to y¼�0.5D) in the LES without
the GAD. The variations in horizontal wind speed for the LES
with the GAD (dark-blue in Fig. 12) represent the superposition
of wind plant blockage and terrain effects. For the topography at
this location and southerly flow, terrain effects (Uterr) denote
sampling of the horizontal velocity profile at decreasingly
lower heights above the surface from the river valley up to the
wind plant location (see Fig. 13 for a schematic). While we
found the induction zone is characterized by velocity deficits
DU � 0.1 m s�1 (see Sec. VI), terrain effects from the river valley
produce spatial changes in wind speed close to 1 m s�1 over the
same distance.

FIG. 11. Horizontal wind speed profiles
color-coded for multiple distances
upstream of the virtual lidar. Panel (a)
illustrates the lidar scan height and the
wind speed profile referenced with terrain.
Panel (b) shows the wind speed profile
referenced above the surface and the lidar
scan height. The colored dots and dashed
lines in (b) display the lidar scan height
referenced above the surface at each
location upstream of the lidar.

FIG. 12. Temporally and spatially averaged velocity field upstream of wind plant for
simulations with and without the GAD at a constant height z¼ 417 m ASL. The
color-coded shaded areas represent the 95% confidence intervals obtained from a
bias-corrected and accelerated bootstrapping method. The x-axis locates 0D at the
southernmost turbine location (y¼ 4437 m in domain). The secondary x-axis pro-
vides reference to the distance from the southern inflow boundary of the domain.

FIG. 13. Schematic exemplifying how changes in terrain elevation affect the velocity
field measured by a scanning lidar at a constant height ASL. The lidar sampling
height is denoted by the dotted red line. The schematic also exemplifies the proce-
dure of translating the velocity profile over the entire domain. A single reference
wind speed profile (full color) is translated over the entire domain (light color) to
quantify terrain effects (Uterr). The red circles illustrate the lidar scan height at the
location of the reference velocity profile (full color).
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C. Differentiating between terrain effects and wind
plant blockage using field-like observations

Both the virtual lidar velocity field and the LES velocity field qual-
itatively demonstrate a “slowdown” as the southerly flow approaches
the turbine array. However, that slowdown also occurs in the simula-
tion without the turbines. Note that the observed slowdown is not
caused by curvature of the flow but rather by sampling the velocity
field at different heights above the surface. Because that information
(the velocity field without turbines) would not be available in a field
experiment, the challenge is to distinguish the blockage effect from the
other heterogeneity in the flow (i.e., terrain effects).

In simple terrain, the time-averaged velocity profile at one loca-
tion provides a first-order approximation to the velocity profile
nearby. A first-order Taylor expansion on the velocity profile gives
�U ðx; zÞ � �U ðx0; zÞ þ @ �U

@xi
ðxi � xi0Þ for i¼ 1, 2. In idealized condi-

tions (i.e., no changing weather patterns) and flat terrain, @ �U
@xi

is zero.

Though our simulations are not idealized or in flat terrain, central
Oklahoma is characterized by simple terrain (Dzterr � 10 m for
Dx � 1000 m) and June 18, 2018, is characterized by slowly varying
weather at this location. Moreover, the averaged spatial variations in
hub-height wind speed in our LES domain are very small

�
h@ �U
@x ixy

� 10�6 s�1; h@ �U
@y ixy � 10�5 s�1

�
, suggesting that �U ðx; zÞ � �U ðx0; zÞ

gives small errors (�0.1 m s� 1) when jx � x0j < 10 km.
We can estimate the terrain effects (Uterr) measured by the lidar

by translating a single velocity profile over the entire domain. Figure
13 provides a schematic exemplifying this procedure. A velocity pro-
file, time-averaged to exclude turbulence fluctuations, is sampled at a
reference location far upstream of the wind plant (full colored profile
in Fig. 13), so it is minimally affected by blockage. Terrain effects are
estimated by translating the reference velocity profile over the entire

domain (light colored profiles in Fig. 13) and sampling the resulting
velocity field at a constant elevation above sea level (red dotted line in
Fig. 13). Note that the reference velocity profile is sampled from the
LES with the GAD, as would be done via tower or lidar in a field
experiment.

Sampling the reference velocity profile at different locations
upstream of the wind plant provides different approximations of the
terrain effects (Fig. 14). Nonetheless, the translated velocity field from
every location [gray lines in Fig. 14(a)] captures the decreasing trend
in the horizontal wind speed due to terrain effects [black line in Fig.
14(a)]. We find the optimal location of the reference velocity profile by
comparing the translated velocity field (gray lines in Fig. 14) with the
velocity field from the LES without the GAD (black line in Fig. 14)
over the region upstream of the wind plant. In this way, the translated
velocity field should only represent terrain effects. Translating the
velocity profile from a reference location (x, y)¼ (2650, 1250 m) mini-
mizes the root mean square error (0.0028 m2 s�2) and gives a high
correspondence (R2¼ 0.975) between the translated velocity field and
terrain effects.

Translating a single wind speed profile enables the removal of ter-
rain effects from the lidar scan to reveal the induction zone of the
wind plant (Fig. 15). The spatially and temporally averaged terrain
effects velocity field closely matches the velocity field from the
WRF-LES without the turbines [Fig. 15(a)]. Note that the lidar and
LES-GAD display small differences between 1.3D and 7D upstream of
the wind plant [Fig. 15(a)] because of different spatial-averaging
regions. Data from the virtual lidar are averaged over the scan area
[see Fig. 10(a)], whereas the LES-GAD is averaged over the region
upstream of the wind plant. As a result, the spatial average from the
LES-GAD is more impacted by blockage from the neighboring tur-
bines in the first row of the wind plant, especially those closest to the
west-most edge of the domain. The velocity deficit estimated from the

FIG. 14. Temporally and spatially averaged velocity field upstream of the wind plant at z¼ 417 m ASL (a). The gray lines represent terrain effects estimated using reference
profiles at ten different locations in the domain. The topographic map (b) shows the relative location of the turbines (black circles) and locations for the reference wind speed
profiles (red squares). The reference profiles are at the same latitude (36.336 117�, y¼ 1260 m in domain) and spaced longitudinally every 250 m from x¼ 650 to x¼ 2900 m
in the domain. The velocity field in (a) is spatially averaged over the region upstream of the wind plant (from x¼ 535 to x¼ 3050 m). The x-axis in (a) locates 0D at the south-
ernmost turbine location (y¼ 4437 m in domain).
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lidar scan displays the same trend as the velocity deficit from the LES-
GAD simulations (R2¼ 0.87) [Fig. 15(b)]. The root mean square error
between the velocity deficit from the LES and the velocity deficit esti-
mated from the lidar scan is 0.003 m s�1. However, the magnitude of
velocity deficit still displays considerable errors at multiple locations
upstream of the wind plant derived from the assumptions made in
estimating the terrain effects.

An inadequate selection of the location of the reference wind
speed profile can result in significant errors when differentiating
between the induction zone of a wind plant and terrain effects. Figure
16 exemplifies how translating the velocity profile from tendifferent

locations can result in large errors when estimating the induction zone
of the wind plant. Even though the translated velocity field from every
location captures the decreasing trend in the horizontal wind speed
upstream of the wind plant (i.e., terrain effects), the spread in the
blockage estimates (Ulidar � Uterr) is of the same order of magnitude as
the blockage effect we are trying to measure. For instance, calculating
terrain effects using a reference profile at ðx; yÞ ¼ (2150, 1260 m) gives
a blockage estimate of �0.51 m s�1 16D upstream of the wind plant,
whereas calculating terrain effects using a reference profile at ðx; yÞ
¼ (648, 1260 m) gives a blockage estimate of �0.05 m s�1 at the same
location.

VIII. DISCUSSION AND CONCLUSIONS

Wind plant blockage reduces turbine power production in wind
plants. As a result, energy production for operational wind plants can
be lower than expected.3,10 However, the magnitude of the velocity
slowdown and the physical mechanisms amplifying wind plant block-
age are not yet well understood. A limited set of field experiments
have provided some insight into the blockage effect upstream of wind
turbine arrays. Most studies agree that the velocity slowdown in the
induction zone is two orders of magnitude smaller than the freestream
velocity (�0:01U1),3,12–14,18 making it very difficult to quantify exper-
imentally. To overcome this difficulty, we perform WRF-LES of the
King Plains wind plant in central Oklahoma to characterize the block-
age effect. We also propose a methodology for experimentally quanti-
fying wind plant blockage in regions with simple terrain and evaluate
the uncertainties associated with this procedure.

Velocity reductions in the induction zone upstream of a subsec-
tion of the King Plains wind plant remain in the single-digit percent-
age range (Fig. 9). The velocity deficit 24D upstream of the first
turbine row is 0.056 m s�1 (0.7%). Beyond 24D upstream in this case,

FIG. 15. Temporally and spatially averaged velocity field (a) and velocity deficit (b) upstream of the wind plant. The topographic map (c) shows the relative location of the tur-
bines (black circles) and the reference location for the wind speed profile (red square) used to estimate terrain effects. The velocity field is spatially averaged over the region
upstream of the wind plant (from x¼ 535 to x¼ 3050 m) for the LES:GAD, LES, and terrain effects. For the lidar, the velocity field is spatially averaged over the scan area
[see Fig. 10(a)]. The x-axis in (a) and (b) locates 0D at the southernmost turbine location (y¼ 4437 m in domain). The color-coded, shaded areas in (a) and (b) represent the
95% confidence intervals for each case obtained from a bias-corrected and accelerated bootstrapping method.

FIG. 16. Temporally and spatially averaged velocity deficit upstream of the wind
plant. The gray lines represent different approximations of the induction zone,
where terrain effects are estimated using reference profiles at the ten different loca-
tions in the domain shown in Fig. 14(b). The velocity field is spatially averaged over
the region upstream of the wind plant (from x¼ 535 m to x¼ 3050 m) for the
LES:GAD, LES, and terrain effects. For the lidar, the velocity field is spatially aver-
aged over the scan area [see Fig. 10(a)]. The x-axis in locates 0D at the southern-
most turbine location (y¼ 4437 m in domain). The color-coded, shaded area
represents the 95% confidence interval obtained from a bias-corrected and acceler-
ated bootstrapping method.
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the velocity slowdowns are not statistically significant (95% confidence
level). Bleeg et al.3 and Schneemann et al.12 also measured single-digit
percentage slowdowns upstream of wind plants. For example, Bleeg
et al.3 calculated average wind speed deficits of 3.4% and 1.9% 2D and
7–10D upstream, respectively, for multiple wind plants surrounded by
meteorological masts. In comparison, in these stably stratified condi-
tions, we find velocity reductions of 5.4% and 3.19% 2D and 8D
upstream, respectively. Similarly, Schneemann et al.12 found wind
speed is reduced by �4% over a distance of 25 rotor diameters (from
30D to 5D upstream of the wind plant), comparable to our results
over the same distance (hD �̂U ix ¼ �3:9% from 30D to 5D upstream
of our wind plant).

Our findings disagree with some idealized studies. Wu and
Port�e-Agel7 and Allaerts and Meyers4 find observable wind speed
decelerations extending 7 km upstream of the wind plant, with deficits
close to 10% 10D upstream of the first turbine row. They attribute
these large (�10%) flow decelerations to gravity waves propagating
upstream in their domains.4,7 Wu and Port�e-Agel7 characterize the
blocking behavior of the flow using the Froude number (Fr
¼ U=

ffiffiffiffiffiffiffi
g 0zi

p
), where U is the boundary-layer bulk velocity, g 0 is the

reduced gravity, and zi is the boundary layer height. They suggest grav-
ity waves amplify the blockage effect in subcritical flow (Fr< 1), where
pressure disturbances propagate upstream.7 Atmospheric conditions
in both stably stratified flows in the Allaerts and Meyers4 simulations
also favor upstream propagation of pressure disturbances
(Fr ¼ 0:83; 0:9). The Froude number in our simulations (Fr¼ 1.27) is
characteristic of supercritical flow (Fr> 1); thus, pressure disturbances
do not amplify wind plant blockage. Furthermore, both Wu and
Port�e-Agel7 and Allaerts and Meyers4 simulate larger wind plants
(>120 turbines) that span the entire domain in the cross-stream direc-
tion; thus, the streamwise flow slowdown is entirely transformed into
vertical motions, likely promoting gravity wave initiation.
Additionally, Bleeg and Montavon17 and Strickland and Stevens33

found sensitivity of blockage to the relative size of the domain and
wind plant, which is different between our simulations.

Upcoming field experiments can provide some quantitative esti-
mates with uncertainties of the blockage effect and its extent.
However, the small velocity deficit that characterizes the induction
zone can be difficult to measure experimentally, especially in onshore
environments with other flow heterogeneities. Blockage has only been
quantified on shore using long-term observations before and after
COD.3,13 However, having long-term wind speed measurements
before and after COD is impractical, forcing future field campaigns to
quantify blockage employing a scanning-lidar-based methodology
such as that used by Schneemann et al.12 Upcoming field experiments
in operational onshore wind plants, such as AWAKEN,24 can further
our understanding of the blockage effect. We perform virtual measure-
ments of the induction zone of the King Plains wind plant using an
offline virtual scanning lidar applied to our LES. By comparing the
fully resolved LES velocity fields with the horizontal velocity computed
by the virtual lidar, we evaluate the difficulties in measuring blockage
in simple terrain.

Although the terrain variations in the AWAKEN domain are
subtle, these local changes in terrain elevation displace the velocity
profile vertically, adding variability to the horizontal velocity sampled
at a constant height ASL and enhancing the difficulty of measuring the
velocity slowdown upstream of a wind plant. We refer to this

variability as terrain effects. A scanning lidar in PPI mode aligned with
the horizon samples the velocity field at a constant elevation above sea
level; however, if terrain elevation changes over the scan area, the lidar
samples the velocity field at different heights above the ground (Fig.
11). Topography upstream of the King Plains wind plant is character-
ized by a river valley (�22D upstream) and sloping terrain (�1%
slope), with a maximum elevation change of 37 m (Fig. 2). Sampling
the LES velocity field at a constant height above sea level, like a scan-
ning lidar, results in large variability in the horizontal wind speed
upstream of the wind plant (Fig. 12). It is widely known that changes
in the curvature of the flow caused by terrain add a bias in profiling
lidar measurements.54,55,60–64 However, to our knowledge, the effect of
changes in terrain elevation has not been explicitly studied for scan-
ning lidars.

Wind speed variability caused by terrain is of the same magni-
tude as the slowdowns caused by wind plant blockage (Fig. 15).
Terrain effects, as measured by a scanning lidar, account for a�0.8 m s�1

change in wind speed upstream of the wind plant given that the veloc-
ity profile is gradually sampled at lower heights above the surface from
the river valley up to the first turbine row (Fig. 11). The variability in
horizontal wind speed caused by changes in topography is larger than
the precision of state-of-the-art scanning lidars (the precision of the
Halo Photonics Streamline lidar is <0.2 m s�1 for SNR > �17 dB65)
and the largest deceleration caused by blockage (�0.6 m s�1).

Field observations require a procedure to differentiate blockage
from terrain effects. We propose a methodology to isolate terrain
effects from blockage that is based on translating a single velocity pro-
file, sampled far away from the wind plant, over the region upstream
of the turbines (see Fig. 13 for a schematic). By sampling the translated
velocity field at a constant height ASL, we quantify the local changes
in wind speed caused by local changes in topography and differentiate
them from blockage (Fig. 15). However, the estimate of terrain effects
is sensitive to the selection of the reference location for the velocity
profile. Furthermore, our methodology does not account for other spa-
tial heterogeneities, such as accelerations due to the curvature of the
terrain or variations in land cover characteristics. Curvature of the ter-
rain can produce local accelerations of the winds close to the surface,
as shown by profiling lidars in complex terrain.54,55,60–64 Additionally,
our analysis is for atmospheric conditions that change very slowly in
time, favoring the application of our proposed methodology. Applying
our approach for another time with more transient conditions might
be challenging.

An improper selection of the reference location for estimating
terrain effects can result in the under- or overestimation of the block-
age effect. Figures 14 and 16 exemplify the variability in the estimated
terrain effects from ten different reference locations within 2.25 km of
one another and the corresponding errors in the induction zone esti-
mated from the virtual measurements, respectively. This large variabil-
ity highlights the importance of coupling simulation and experimental
studies for appropriately quantifying terrain effects.

Wind direction is also expected to modify terrain effects. In this
location, lidar scans from easterly winds are expected to capture
smaller changes in horizontal wind speed due to local topography
given that the river valley runs approximately from east to west and
the local changes in terrain to the east are small. Expanding this meth-
odology to other locations will require careful consideration of the
topographic variability.
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We emphasize that the results presented here are for a specific
atmospheric condition (i.e., atmospheric stability, wind direction,
wind speed, shear, etc.) and only for a subsection of a specific wind
plant. Blockage from the 88 turbines in the King Plains wind plant
could likely be larger than found here. Also, the methodology for dif-
ferentiating between blockage and terrain effects is highly sensitive to
the reference location of the velocity profile. We hypothesize the opti-
mal location for estimating terrain effects changes with wind direction,
given that the fetch changes. Future studies of blockage at the King
Plains wind plant could include validation of the magnitude of the
deceleration and spatial extent of the induction zone. The results pre-
sented here also suggest that future experimental studies quantifying
blockage on shore using scanning lidars should attempt to estimate
terrain effects and differentiate them from the induction zone of the
wind plant. Another area of future research relates to the uncertainties
associated of measuring blockage under considerable wind loading.
Under extreme wind loading, the fore-aft displacement of the nacelle
can be on the order of 1 m,66,67 changing the elevation angle of the
scan by approximately 0.2�. Over the long distances associated with
blockage (�103 m), a 0.2� change in elevation angle results in sam-
pling the velocity profile 13 m higher than at the turbine location, add-
ing uncertainty to the measurements.
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APPENDIX: SENSITIVITY TO GRID RESOLUTION

A grid sensitivity analysis is performed to determine the
dependence of resolved turbulence on the grid cell size. To this end,
we fix the physical size of the innermost domain (D04) to
(Lx; Ly; Lz)¼ (3, 9, and 16 km) and vary the horizontal and vertical
resolution. We evaluate the spatial and temporal evolution of turbu-
lence resolved by different grid configurations over a 40min time
period. Spin-up time for domains D01, D02, and D03 is the same as
described in Sec. IV.

Turbulence propagates over the entire domain 10min after
initialization in every domain configuration (Fig. 17). Every simula-
tion displays an initial overshoot in turbulence kinetic energy
(TKE), a result of turbulence structures forming and propagating
downstream of the southern inflow boundary.

FIG. 17. Streamwise development of hub-height turbulence kinetic energy (�k hh) for
(a) Dx ¼12.5 and Dzs¼ 8 m, (b) Dx ¼8 and Dzs¼ 8 m, and (c) Dx ¼3.9 and
Dzs ¼ 4 m. Colored lines indicate the temporal evolution of TKE on June 18, 2018.
Data at the inflow and outflow domain boundaries are excluded. Turbulence is esti-
mated using a 10 min moving variance.
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Turbulence only reaches a steady and stationary state with the
highest grid resolution [Fig. 17(c)]. After 30min of simulation time,
TKE is highly non-stationary for Dx¼ 12.5 and Dx¼ 8 m [Figs.
17(a) and 17(b)]. For the coarser-resolution simulations, turbulence
generated from the cell-perturbation method at the inflow bound-
ary decays spatially. Conversely, turbulence displays small spatial
and temporal variations for Dx¼ 3.9 m [Fig. 17(c)] after 30min
and 1 km away from the inflow boundary.

In addition of evaluating the spatial and temporal evolution
of turbulence, we consider the fraction of resolved TKE in the sur-
face layer. For the nonlinear backscatter and anisotropy subgrid-
scale turbulence model,31 the total turbulence kinetic energy (�kt)
is given by �kt ¼ 1

2 ðu0iu0i þmiiÞ þ kSGS, where u0iu
0
i represents the

resolved TKE, mii are the normal subgrid-scale stress components,
and kSGS is the subgrid-scale turbulence kinetic energy. At least
80% of the total TKE is resolved above 35 m in the higher-
resolution simulation (Fig. 18). For large-Eddy simulations with
near-wall resolution, Pope68 suggests 80% of the energy be
resolved. For evaluating wind plant blockage, we are interested in
resolving turbulence within the turbine rotor layer. Figure 18
shows turbulence is properly represented in the surface layer over
the entire domain.
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