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H I G H L I G H T S

The approach addresses the practical challenges of advanced building control.
Reinforcement learning harnessing imitation learning significantly reduces training time and early exploratory unstable behavior of an RL controller agent.
The approach is effective in finding a control strategy better than a rule-based or heuristic strategy.
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A B S T R A C T

Reinforcement learning (RL) has shown significant success in sequential decision making in fields like
autonomous vehicles, robotics, marketing and gaming industries. This success has attracted the attention to
the RL control approach for building energy systems which are becoming complicated due to the need to
optimize for multiple, potentially conflicting, goals like occupant comfort, energy use and grid interactivity.
However, for real world applications, RL has several drawbacks like requiring large training data and time,
and unstable control behavior during the early exploration process making it infeasible for an application
directly to building control tasks. To address these issues, an imitation learning approach is utilized herein
where the RL agents starts with a policy transferred from accepted rule based policies and heuristic policies.
This approach is successful in reducing the training time, preventing the unstable early exploration behavior
and improving upon an accepted rule-based policy — all of these make RL a more practical control approach
for real world applications in the domain of building controls.
1. Introduction

Background. Buildings are responsible for about 40% of the total
primary energy use in the United States and more than 70% of the
electricity use [1,2]. Significant energy is spent in buildings for the
provision of thermal comfort, specifically by the heating, ventilating
and air-conditioning (HVAC) systems. They are responsible for more
than 40% [3] of average building energy consumption. In the United
States, this is more than 50% [4]. Humans spend more than 86%
of their time indoors [5]. Building controllers operating these HVAC
systems are responsible for maintaining comfortable, safe, and healthy
indoor conditions, while also aiming at reducing the energy consump-
tion of buildings. The aim of maintaining comfortable indoor conditions
combined with the aim of reducing energy consumption is in conflict
and requires a careful trade-off. Recently, due to developments in
building technology and changes in our overall electric power system,
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building controls are becoming more complicated balancing multiple
goals such as catering to grid flexibility, indoor occupancy, or managing
on-site renewable energy production and storage [6]. The considera-
tion of these various technologies and operational objectives requires
advanced controllers that can make the trade-off between multiple
conflicting goals and can also adapt to emerging technologies [7] over
time with the resulting changes in the environmental feedback.

Conventional building controls, which are mostly rule-based and
heuristic based on expert experience, are unable to achieve such multi-
objective optimization. In rule-based controls, the controls rely on
predetermined set points, and local proportional–integral–derivative
(PID) control loops, is used to maintain these set-points. Best-in-class
control strategies have been developed by building control experts and
ASHRAE Guideline 36-2018 [8] offers a broad set of recommendations
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on these. While consensus driven, these rule-based and heuristic strate-
gies may not necessarily be optimal as they are predetermined and
not tailored to the specifics of the building and local conditions. These
controllers also do not consider consideration forecasts such as weather
and occupancy. For these reasons, such conventional rule-based con-
trollers are sub-optimal in their performance and additionally, a good
rule-based controller requires considerable engineering time for tuning
and performance monitoring to achieve acceptable performance. New
advanced control strategies or algorithms like RL or model predictive
control (MPC) adapt their control policies to various objectives or cost
function while heuristic controls cannot. Moreover, rule-based controls
are not suitable for dynamic price based optimization problems that
require arbitrage or demand response scenarios.

Although MPC has been successful in process control applications
in chemical plants and refineries [9], and has also gained popularity in
building control in research [10], it has not yet been adapted widely
in the commercial building industry. One of the main bottlenecks is
that MPC requires the development and identification of system models
which capture the dynamic behavior of buildings and their HVAC
systems. However, because every building is unique, unlike cars or
airplanes, it is difficult to develop a model for each and every building
as it is labor intensive and requires extensive expertise to develop and
maintain an accurate model of the building [11]. In this context, RL
seems attractive as it learns to take optimal actions by interaction
and can improve its control policy over time. Furthermore, RL has the
potential to learn better control policies over time and can adapt to
changing dynamics even in challenging environments.

Over the past few years, RL has created several success stories.
It was able to play a range of Atari 2600 video games at a human
level [12], defeat a human world champion in the game of Go [13],
and found success in fields like autonomous vehicles [14] and robotic
applications [15,16]. Although there are benefits to using RL, the
challenges are its long training time and the unstable behavior during
the early training phase. Depending on the complexity of the problem in
a building control task, the training time can take somewhere between
4 weeks to 40 years worth of data. In a real-world application, a control
engineer cannot afford to wait for such a long time for a good control
performance to emerge nor can they afford the thermal discomfort,
energy costs, or equipment failure due to the unstable behavior of
the RL agent in the early exploring phases. In this work, an imitation
learning technique has been developed which effectively avoids these
issues, whereby the RL agent starts with the knowledge of a rule-based
policy and improves on this policy depending on the objectives set for
the agent.

Previous work on transfer learning . Transfer learning (TL) is the pro-
cess of transferring knowledge and information from a source domain
and task to improve it in a target domain and task [17]. Due to the
knowledge transfer, TL usually leads to a faster learning process in
a control task than one that uses no transfer learning. The literature
on transfer learning techniques in the context of RL building control
applications is an emerging field and there are limited publications on
this topic to date. The papers exploring TL in the context of buildings
mostly use simplified building models or use simplified tasks. Some of
the existing literature is discussed in the next section.

Lissa et al. [18] demonstrated a transfer learning application with
a Q-learning framework. With transfer learning, the training time to
adjust to rooms with similar sizes and construction was reduced by a
factor of six for HVAC controls. This also showed that transfer learning
could also achieve favorable results if applied to a new geographical
location if the environmental variation is low. Lissa et al. in another
publication [19], used a shared parallel transfer learning experience
based on [20], from similar buildings equipped with similar equipment,
to speed up the learning process. Zou et al. [21] used a long short-
term memory (LSTM)-based deep reinforcement learning environment
2

built using one year of building data to pre-train a deep deterministic
policy gradient (DDPG) algorithm. The RL agent was able to keep
comfort level at 10% predicted percentage of dissatisfaction (PPD) and
a reduction of energy consumption by 27% compared to rule-based
controls.

Zhang et al. [22] used a TL approach from an existing controller to
accelerate the training time of a controller applied to a new, similar
residential building by directly copying the control parameters from a
trained building agent. Spangher et al. [23] used LSTM [24] planning
models to populate the memory buffer of the soft actor critic (SAC)
algorithm [25]. The memory buffer contains the vector of current
observations, control action, and the next observations of the agent as
a result of taking the control action in the environment. A short-term
memory buffer that empties after collecting the most recent batches in
lower numbers had the best performance when compared to long-term
memory, a memory that never empties. Xu et al. [26] used a novel TL
method that is scalable to multi-zone buildings with different layouts
and building materials by taking advantage of two neural networks - a
front-end network generalized to all buildings and a building-specific
back-end network.

Costanzo et al. [27] used model assisted batch reinforcement learn-
ing (MABRL) using fitted Q iteration. This uses multiple instances of
a single layer, single output extreme learning machine (ELM) mod-
els [28] to predict the change of temperature. The outputs are averaged
to reduce the regression errors of the ELM models. The data from this
model is used to fill the state space in areas where the experimental
sample density is low. This uses a hybrid offline and online learning
approach. There is also an action processor, which can override the
control policy according to specific rules involving the outdoor air
temperature and the comfort bounds leading to better control. The
agent was able to find a decent policy in 10 days and a good policy
within 90% of the mathematical optimum in 20 days.

Tsang et al. [29] use a TL method where a suggested action from a
trained agent is added to the state observation of a DQN agent minimiz-
ing the training time required for convergence. Deng and Cheng [30]
developed an occupant behavior model for thermostat and clothing
level utilizing an RL approach. Here, a TL approach was utilized, which
transferred only the high-level policy from states to action from one
trained building to other buildings instead of transferring the actual
weights of the neural network. Mocano et al. [31] propose a energy
prediction method utilizing a RL approach with two RL algorithms, Q-
learning and State–Action–Reward–State–Action (SARSA) [32]. The TL
method was implemented utilizing a deep belief network (DBN) [33],
which was able to map from discrete states to continuous states.

Tao et al. [34] showcased an effective transfer learning process
in battery energy storage systems (BESS) and HVAC systems partic-
ipating in a demand response (DR) program, utilizing trained fixed
shallow convolution layers and proposing an Evolving Domain Adap-
tation Network (EDAN) approach based on [35], in the deeper layers
for specific target domains. Fan et al. [36] used a similarity evaluation
function based on Euclidean distance between supply and demand
curve between source and target domains, to evaluate which source
domain would be more suitable to transfer to the target in micro-grid
scheduling.

We reviewed some transfer learning approaches in buildings as in
this study we utilize imitation learning for the source task and use one
of a popular RL algorithm for the target task. The details of the source
and the target tasks used in this study are described in the following
section.

2. An imitation learning approach with RL

RL algorithm preliminary . A reinforcement learning algorithm is
mainly based on the Markov decision process (MDP), which assumes
that the present state only depends on the last state but not on the
trajectory that led to the last state. These are mainly formulated in

the form of a tuple of (𝑆,𝐴,𝑅, 𝑃 ), where 𝑆 is the environmental state
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space in which the controller needs to make a control decision, 𝐴 is
the action space, 𝑅 is the rewards or feedback from the control action
implemented at each time-step and 𝑃 is the probability distribution of
the state transition. Usually in a MDP control task, a control action
is taken after each time period, where at time 𝑡, the agent observes
a state 𝑠𝑡 ∈ 𝑆, chooses an action 𝑎𝑡 ∈ 𝐴, the transitional probability

determines the next state observation 𝑠𝑡+1 in which the agent will
ransition as well as the rewards 𝑟𝑡+1 obtained (where 𝑟𝑡 ∈ 𝑅), based
n the action 𝑎𝑡.

The aim of the agent is to maximize the expected return E[𝐺𝑡],
here 𝐺𝑡 =

∑𝑇
𝑘=0 𝛾

𝑘𝑟𝑡+𝑘+1. 𝛾 is a parameter (0 < 𝛾 < 1) called the
iscount rate, which determines the relative importance the agent will
ive to the immediate return compared to future rewards. A value
loser to 0 makes the agent prioritize immediate returns rather than
ong-term returns. 𝑇 is the terminal state, but for continuous tasks,
= ∞ and this sum returns a finite value as the infinite series converge

ue to 𝛾 < 1. Reinforcement learning algorithms can be of three
ypes: (1) value-based, (2) policy based, and (c) hybrid actor–critic
tyle which is essentially a mixed approach between value and policy
ased algorithm. Policy based algorithm work by developing a direct
apping of states to action from feedbacks from the building. Value-

ased algorithm on the other hand work by developing a value-function
nd indirectly deriving a policy from the value-function learnt from
he environment. Value-function is essentially an expectation of the
eturn or E[𝐺𝑡]. In a hybrid actor–critic method the policy is known
s the actor, which is used to select the actions and critic estimates the
alue-function and evaluates the action taken by the actor. For high-
imensional and complex non-linear environments the value-function
nd the policy are usually represented by feed forward neural networks
NN).

A feed forward NN is a complicated function approximator con-
isting of densely connected artificial neurons. Typically an artificial
euron computes the weighted average of inputs and passes the sum
hrough a non-linear activation function. Each layer in a NN comprises
f a number of parameterized artificial neurons. NN has essentially
hree connected structures: (1) the first input layer, (2) the hidden
ayers in the middle and, (3) the last output layer. The input layer
s where the NN receives the initial raw data for the NN, the hidden
ayers are intermediate layers between input and output layer where
he data is processed applying complex non-functions to the inputs and
he output layers produces the results for the given inputs. For further
etails on artificial neural network and its learning process readers can
onsult [37].

PO algorithm. An RL controller learns to maximize the expected
eturn E[𝐺𝑡] from the environment by receiving feedback from the
ctions. RL algorithms can be classified into two types, value-based or
olicy based or a mixture of both. Proximal policy optimization (PPO)
s a hybrid mixed policy between value and policy based state-of-the-
rt algorithm which has shown good performance in various tasks. In
olicy based methods, a control policy 𝜋𝜃(𝑎|𝑠) is learned to maximize
he expected return 𝐽 (𝜃) generally formulated by E𝜋𝜃 (𝐺𝑡), where 𝜃 are
he policy parameters. Here, the agent performs a stochastic estima-
ion of the gradient ∇̂𝐽 (𝜃) from the trajectories of experience already
ollected and implements a gradient ascent (i.e., 𝜃𝑡+1 = 𝜃𝑡 + 𝛼∇̂𝜃𝐽 (𝜃))
n a training update. The PPO algorithm originates from Trust Region
olicy Optimization (TRPO) [38], a policy gradient method.

Instead of having a Kullback–Leibler (KL) divergence constraint [39]
n TRPO, PPO simplifies this by using a clipped surrogate objective
𝐶𝐿𝐼𝑃 (𝜃) to limit the update of the new policy from the old policy. The

atio 𝑟(𝜃) is the probability ratio between new policy 𝜋𝜃 and old policy
𝜃𝑜𝑙𝑑 , with 𝜃 being the parameters of the policy, and �̂�𝜃 representing
n advantage function.

(𝜃) =
𝜋𝜃(𝑎|𝑠)
𝜋𝜃𝑜𝑙𝑑 (𝑎|𝑠)

(1)

𝐶𝐿𝐼𝑃 (𝜃) = E[min
(

𝑟(𝜃)�̂� (𝑠, 𝑎), clip(𝑟(𝜃), 1 − 𝜖, 1 + 𝜖)�̂� (𝑠, 𝑎)
)

] (2)
3

𝜃 𝜃
The final objective consists of the clipped objective, an entropy
term to encourage exploration, and an error term for a better value
function estimate. PPO is implemented in an actor–critic style where
the actor network tries to maximize the clipped objective as well as
the entropy term, while the critic network tries to minimize the loss in
the value function so that it has better value estimates, which is utilized
to calculate the advantage function �̂�𝜃 estimates. Interested readers can
consult [40] for more details on the PPO algorithm.

Imitation learning . Imitation learning has been a key learning ap-
proach in the autonomous behavioral systems commonly seen in
robotics, computer games, industrial applications, and manufacturing
as well as autonomous driving. Imitation learning aims at mimicking
a human behavior or an agent which is considered to perform well in
a particular task. This is essentially learning to map observations to
actions. It helps in reducing the task of teaching an agent, by showing
the agent the actions to take to complete a specific task. Imitation
learning is useful in fields like autonomous vehicles, robotics, and other
industries where large sensory data of expert human demonstrations
are available.

The design of imitation learning approaches is usually of two types,
inverse reinforcement learning, and behavioral cloning. In inverse rein-
forcement learning the reward function is unknown and this needs to be
recovered from the existing expert demonstration. Behavioral cloning
is a simple direct mapping of states 𝑠𝑡 to the control inputs or actions
𝑎𝑡 [41] as shown below,

𝑎𝑡 = 𝜋𝜃𝑎 (𝑠𝑡) (3)

The policy can be learned by a supervised learning method from a
dataset of demonstrated trajectories 𝐷 = {𝑠𝑡, 𝑎𝑡}. A parameter set 𝜃𝑎 of
a neural network is used here to learn the mapping from the states to
the actions. In this study, we utilize the behavioral cloning method to
warm start the RL agent instead of inverse reinforcement learning due
to its simplicity. We assume that we do not have access to any historical
data or rule-based demonstrations. The data needed for training are
artificially generated in the form of state–action (𝑠𝑡, 𝑎𝑡) tuples where
the actions 𝑎𝑡 follow the conventional rule-based actions. The details of
forming the artificial data for a particular application are mentioned in
the paragraph on artificial data generation in Section 4.

Imitation learning approach in buildings. Multi-objective optimiza-
tion in buildings is difficult as each building is unique and generally
the optimization problems are complex and non-convex. Additionally,
developing tailored and accurate building models is not a scalable
approach. MPC, which requires a detailed accurate model to perform
the optimization, thus suffers from a lack of scalability.

The tradition in building controls is to develop heuristic rules
designed by control engineers from domain expertise and experience
even though they may be sub-optimal in their long-term performance.
These rule-based control policies are simple, easy to implement and in-
terpretable, which makes them widely accepted in the building controls
application. When trying to achieve high performance, these heuristic
strategies require extensive engineering effort. The control engineers
are generally hesitant to implement advanced controls in place of
the rule-based controls as they may be unexplainable [42]. Imitation
learning can address this unwillingness to implement advanced controls
as with this proposed reinforcement learning approach the controller
starts with a rule-based policy. With real feedback from the building
over time, the RL algorithm evaluates whether the starting rule-based
policy is best adjusted for the intended multi-objective optimization
and modifies this policy in favor of reducing the penalty objectives.

In applications like autonomous vehicles and robotics, the human
demonstrations are considered to be the expert and the controller
learns how to effectively imitate the human. However, in the world
of building control, this is different as the rule based or heuristic
controllers are adequate but typically sub-optimal. They mostly consist
of conditional rules usually based on temperature and time. Imitation
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learning reproduces these demonstrated rule-based behavior as the
starting policy avoiding the pitfalls of the unstable early training period
as well as the training time to reach a decent policy. This is done by pre-
training the RL agent’s actor policy to learn to map states to rule-based
or heuristic actions without the knowledge of the consequences of the
action, which in RL terms means the feedback in the form of rewards.
The RL agent, after interacting with the real building by receiving real
feedback, learns to evaluate this pre-trained imitated policy and finds
an approach which improves upon the original imitated policy.

In this study, we generate an artificial set of data consisting of the
tuples of (state 𝑠𝑡, action 𝑎𝑡) assuming that we do not have access
to historical building data. The input states for the imitation learning
are the same for reinforcement learning observation states 𝑠𝑡. The
PPO algorithm is utilized here after the imitation learning supervisory
training. The trained network parameters 𝜃𝑎 are passed only to the
actor network of the PPO agent while the critic network is initialized
randomly. The PPO agent then interacts with the buildings and modi-
fies its policy to achieve better results than the rule-based policy. It is
generally recommended to keep the hyper-parameters for learning rate
and the entropy term low to limit the exploration process and avoid
large training updates. If historical building data were available, they
can also be used for this supervisory training by forming the states
𝑠𝑡 and action 𝑎𝑡 as per the formulation of the intended RL problem.
However, sometimes historical data may not be sufficiently rich and
the state space might not be sufficiently covered. Thus, some artificial
datasets need to be created in the sparsely visited parts of the state
space and added to the historical data for the imitation learning part.

Algorithm 1: Imitation Learning with RLC.
1: Formulate the RL problem with states 𝑠𝑡 out of available building

feature space 𝑥𝑡 and extraneous variables 𝑧𝑡 as well as control action
𝑎𝑡

2: if Rule-based historical data available then
3: Form state–action tuples of (𝑠𝑡, 𝑎𝑡) out of available historical

building data and weather data
4: Add artificial state–action tuples of (𝑠𝑡, 𝑎𝑡) where 𝑠𝑡 explores

the state space, where the rule-based action does not, and 𝑎𝑡 is
rule-based action based on 𝑠𝑡

5: else
6: Form artificial state–action tuples of (𝑠𝑡, 𝑎𝑡) where 𝑠𝑡 explores

the full state space, and 𝑎𝑡 is rule-based action based on 𝑠𝑡
7: Perform supervised learning with actor-network parameter 𝜃𝑠 to

learn to map states 𝑠𝑡 to action 𝑎𝑡
8: End supervisory training until the training is validated with an

acceptable accuracy
9: Pass the trained network 𝜃𝑠 to the actor network 𝜃𝑎𝑐𝑡 of the PPO

agent (𝜃𝑎𝑐𝑡 ← 𝜃𝑠) and initialize the critic network 𝜃𝑐𝑟𝑖 randomly
10: Train the PPO agent with network parameters, 𝜃𝑎𝑐𝑡 and 𝜃𝑐𝑟𝑖 by

interacting with the real building.

3. Building framework used

Advanced controllers are normally developed, tuned, and tested
for their performance in virtual test bed environments before being
deployed in the field. In this research, we use an open-source build-
ing performance simulation test bed, the Advanced Controls Test Bed
(ACTB) [43], which is a software environment for developing and
testing advanced building controllers in a high-fidelity realistic building
environment to realistically simulate building control system behavior,
a feature previously lacking in other open-source platforms.

The ACTB interfaces with Spawn of EnergyPlus building models,
making it a high fidelity building model. Spawn of EnergyPlus is
a model exchange development by the U.S. Department of Energy
that uses EnergyPlus to simulate the heat balance method of the
4

Fig. 1. ACTB framework.

internal gains, envelope heat transfer, and thermal loads combined
with Modelica-based HVAC systems, fluid loops, and underlying low-
level controls [44]. This is an upgrade from EnergyPlus in terms
of control applications as EnergyPlus is unable to implement closed-
loop control capabilities, where the simulation engine applies a quasi-
static load-based simulation of thermal loads and HVAC response.
This is addressed by the equation-based Modelica HVAC and controls
model where the simulation is dynamic and implements control actions
as it would in real physical buildings. Spawn allows the packaging
and compilation of the EnergyPlus model as functional mock-up units
(FMUs), which interact with HVAC components written in the Modelica
language.

The ACTB utilizes the Building Operation Performance Test
(BOPTEST) [45] and Alfalfa [46] frameworks to manage the simula-
tions, a representational state transfer (REST) application programming
interface (API), and key performance indicators (KPIs) for evaluating
the effectiveness of control strategies. The REST API provides the
control developers a user-friendly experience to develop an advanced
controller agnostic of the programming language, further enabled by
well-established control libraries to interact with a realistic building
environment. Fig. 1 illustrates the architecture of the advanced control
testbed.

The RL research work presented in this paper has been realized by
using the OpenAI Gym [47] interface of the ACTB. OpenAI Gym was
created to standardize research in the field of artificial intelligence (AI)
and RL, as well as for benchmarking and comparing algorithms easily.
The framework provides the benefits of providing customizable realistic
building environments to the AI research community without having to
develop the physical system of the environment alone. Here, the Gym
interface for the ACTB has flexibility in selecting the control actions, the
states used for observation, as well as to formulate the rewards which
allocate importance to a different objective like energy consumption
and thermal comfort. Both supervisory set-point and low-level controls
can be implemented through the ACTB. These controls of the HVAC
systems in the ACTB are designed to follow ASHRAE Guideline 36 when
not overridden with an external controller script. Here, supervisory
set-point controls are implemented.

Points of departure from previous literature & contributions. Few
studies on RL control applications on buildings rely on a realistic and
high-fidelity building environment. Instead, the RL agents are usually
tested on simplified state space models which are not able to simulate
the nonlinear dynamics of a real building, and the control task might
be overly simple to solve by the RL agent. This research addresses
this drawback by using the Advanced Control Test Bed (ACTB) to test
RL controls on a realistic Spawn of EnergyPlus small office building.
Additionally, most of the literature utilized a RL pre-training with a
similar building environment before being deployed in a target building
environment. In this approach, this early pre-training developmental
work can be avoided as the RL agent starts by mimicking a rule-based
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Fig. 2. Imitation Learning from RBC with PPO.
policy that is well accepted by the building community and control
engineers although it is sub-optimal. Moreover, this does not require
model development or previous actual building data. It can be deployed
instantly to a real building where the RL agent starts by following the
imitated rule-based policy. Subsequently, it assesses if this imitated
policy is optimal for the multi-objective goals defined for the control
problem and improves depending on the real feedback received from
the actual building environment.

4. Case study

Description of the building environment . The building model used
here is a Spawn model of the U.S. Department of Energy’s (DOE)
Reference Small Office Building, which features four perimeter zones
and one core zone in a single story with a floor to ceiling height of
3 m. The floor area of the building is 511 m2. The aspect ratio of
the building is 1.5 with the longer side aligned on the east–west axis,
and the glazing fraction is 0.21. The envelope consists of a mass wall
(continuous insulation wall) which has a U-value of 0.857 W∕m2C, and
the windows have U-values of 3.23 W∕m2C with a solar heat gain value
of 0.39. The light density of the building is 10.76 W∕m2.

The HVAC systems of this building consists of several constant air
volume air handling units (AHUs), composed of a gas-fired heating coil,
a single-stage direct expansion cooling coil, an outside air damper with-
out economizer, and a constant volume fan. The five thermal zones are
each supplied by a packaged roof-top AHU, having a total of five AHUs
in the building. The building is located in Chicago, IL, USA. A summer
cooling control application is implemented here to demonstrate the
benefits of this approach but this approach is not limited to summer
cooling and can be applied to winter weather conditions with a heating
scenario. A schematic of the building is shown in Fig. 3.

The RL agent controls the single speed cooling coil to control the
indoor air temperature. The objectives of the RL agent is reduce energy
consumption, reduce thermal discomfort and participate in a demand
response (DR) scenario with a target demand limit program. During the
peak summer hours the whole building demand was found to be 20 kW.
Although, the target demand limit is usually set by the utility provider
here we assume that during the DR event the building is expected to
shed 25% of its peak load. Thus we take the target demand limit for
the building to be 15,000 W and the controller incurs a penalty if the
whole building energy exceeds the target demand limit. The DR event
usually takes place in the afternoon between 2:30 p.m. to 3:30 p.m.,
and can last between 2 to 2.5 h.
5

Fig. 3. Layout of the DOE Reference Small Office Building.
Source: [48].

Approach. This application demonstrates a novel approach of using
imitation learning before the agent is transferred to the Spawn of
EnergyPlus model, the latter representing to the extent possible a
real building. The PPO agent essentially has two feed forward neural
networks structures, the actor and the critic sharing the same network
parameters except for the output layer. The actor outputs the action to
take and the critic outputs the estimated value function of the state.
Here the actor-network is trained in a supervisory fashion to learn to
imitate the actions of the supervisory rule-base actions. The structure
of the actor-network 𝜃𝑎𝑐𝑡 used was [4, 600, 700, 1200, 1000, 800, 750, 3],
while the critic network 𝜃𝑐𝑟𝑖 had [4, 600, 700, 1200, 1000, 800, 750, 150, 1].
The training was initially started with a smaller and a shallow neural
network. Through trial and error, a large dimension of the neural
network was selected as this helped to reduce the loss in the imitation
learning training to map states to rule-based actions.

This is essentially a supervisory learning process, in which the actor
NN is trained to map input states to actions which are the rule-base
controls set-point. The occupancy schedule of the building for a summer
weekday is shown in Fig. 4.

There are five PPO agents acting, one on each of the thermal zones.
Each PPO actor network is provided with the trained imitated policy.
After interacting with the Spawn model and getting real feedbacks in
the form of rewards, the PPO agent modifies its actor network for
receiving higher scores from the building environment.

States considered. The states considered for the feedback of the RL
agent in Zone 𝑖 are:

• 𝑇 - Current temperature of zone 𝑖.
𝑧𝑖
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Fig. 4. Occupancy schedule.

• 𝑡ℎ - Current time in hours.
• 𝛿𝑠𝑝 - The deviation of the previous temperature set-point from the

rule-based temperature setpoint.
• 𝐷𝑅0 - Time remaining in hours from the DR event.
• 𝐷𝑅1 - A binary signal indicating if the current time falls in the

DR event for the day.

𝐷𝑅0 is a countdown time signal to the DR event. During and
after the DR event, this state returns 0. The binary 𝐷𝑅1 signal is
1 during the DR event and 0 during other times. The states were
normalized between 0 and 1, by a min–max normalization except 𝛿𝑠𝑝
which was normalized between −1 and 1. The final state considered
was [𝑇𝑧𝑖, 𝑡ℎ, 𝛿𝑠𝑝, 𝐷𝑅0, 𝐷𝑅1].

Actions. The RL controller can take three supervisory setpoint actions
(𝑎𝑡) at each step. The agent can increase or decrease the setpoint by
0.5 ◦C or keep the same setpoint (𝑎𝑡 ∈ {±0.5 ◦C, 0 ◦C}). Here, the
simulation step time is taken to be 5 min. An action constraint was
used where the supervisory temperature setpoint can take any setpoint
within the bounds of [18 ◦C, 27 ◦C] during the occupied hours and
[15 ◦C, 31 ◦C] during the unoccupied hours. Here, the constraint
implemented is a weak enforcement, which means that if the controller
outputs any supervisory setpoint outside the mentioned range, the
actions are overridden to project the value to the extreme bounds. Each
of the five RL agents has the same setup for the controller action.

Reward formulation. The reward formulation for individual zone con-
troller is the same and is shown in Eq. (4). Each zonal controller
receives the feedback/rewards resulting from the thermal discomfort,
energy consumption of the zone controlled, and the power penalty of
the whole building. The power penalty term for the whole is included
in the rewards terms for individual controller only if it is utilizing a
nonzero cooling power during the particular time step. These objectives
in the reward function are adapted to a monetary reward objective by
assigning a dollar amount to them. The price for thermal discomfort is
based on the assumption of a desk job salary in Chicago and its relation
to the reduced productivity of the employees. This means the penalty
for thermal comfort in the building is proportional to the occupancy
of the zones. The thermal comfort bound is between 21 ◦C and 24 ◦C
during the occupied hours of 6:00 a.m. to 10:00 p.m. and between 15 ◦C
and 30 ◦C during the remaining unoccupied hours of the day.

Since the building is an office building with white-collar jobs, the
average salary of the employees was considered to be slightly higher
than average than the average Chicago salary. Here, the salary was as-
sumed to be $80,000/year which is approximately $40/h. From [49], it
was assumed for a 1 ◦C temperature rise, the productivity decreases by
2%. This resulted in a thermal discomfort cost of $0.8/Kh. The average
cost for commercial electricity is taken to be $0.0405/kWh [50] and
the demand charge was taken to be $7.89 per kW of power demand
limit violation.

When the KPIs have converted to monetary penalties, the thermal
discomfort price is much higher when compared to the energy price.
Thus, the linear 𝑤 weights are included in the penalty objective to
6

𝑖

scale the monetary penalties such that all KPIs have similar importance
in the objective function. The linear weights 𝑤1, 𝑤3 and 𝑤5 are negative
as these are penalty costs that the agent aims to minimize.

𝑅𝑒𝑤𝑎𝑟𝑑(𝑟) = 𝑤1𝑝𝑑𝑖𝑠𝑐𝑇
𝑤2
𝑑𝑖𝑠𝑐𝑜𝑐𝑐 +𝑤3𝑝𝑒𝐸

𝑤4 +𝑤5𝑝𝑑𝑟(𝑃 − 𝑃𝑡)𝑤6 (4)

where:

𝑇𝑑𝑖𝑠𝑐 = Thermal Discomfort Penalty per step [Kh]
𝐸 = Energy Consumption per step [kWh]
𝑃 = Whole Building Power per step [kW]
𝑃𝑡 = Whole Building Power Threshold during DR Event [kW]
𝑤1 = Linear hyper-parameter for 𝑇𝑑𝑖𝑠𝑐
𝑤2 = Exponential hyper-parameter for 𝑇𝑑𝑖𝑠𝑐
𝑤3 = Linear hyper-parameter for 𝐸

𝑤4 = Exponential hyper-parameter for 𝐸

𝑤5 = Linear hyper-parameter for Power Penalty
𝑤6 = Exponential hyper-parameter for Power Penalty

𝑝𝑑𝑖𝑠𝑐 = Price for Thermal Discomfort [$/Kh]
𝑝𝑒 = Linear hyper-parameter for Power Penalty [$/kWh]
𝑝𝑑𝑟 = Price for Demand Charge [$/kW]
𝑜𝑐𝑐 = Occupancy [-]

The hyper-parameter weights 𝑤𝑖 for the reward formulation chosen
in this problem are 𝑤1 = −100, 𝑤3 = −1, 𝑤5 = −2 and 𝑤2 = 𝑤4 = 𝑤6 =
1, during the DR event and 𝑤1 = −200, 𝑤3 = −(100 + 3000𝑠), 𝑤5 = 0
and 𝑤2 = 𝑤4 = 𝑤6 = 1, during other times of the day. 𝑠 is a scaling
factor used based on the outside air temperature 𝑇𝑜𝑎. If 𝑇𝑜𝑎 > 25 ◦C,
the scaling factor 𝑠 is 1∕(𝑇𝑜𝑎 − 25) and for 𝑇𝑜𝑎 ≤ 25, the scaling factor
𝑠 is equal to 1. This scaling factor discourages the RLC controller from
over-cooling the indoor air temperature by penalizing heavily the use
of excessive cooling energy when the outside air temperature is low.
The setup of these variable weights avoids considering the outside air
temperature as part of the observation states 𝑠𝑡 reducing the complexity
of the problem. Zone 𝑖 controller receives the reward formed from the
thermal discomfort and energy consumption of Zone 𝑖, but shares the
power penalty term of the whole building. The whole building demand
limit threshold 𝑃𝑡 during the DR event is taken to be 15,000 W.

Artificial dataset generation. An artificial dataset is created following
rule-based actions. The actor-network of the PPO agent is trained on
this artificial dataset to mimic the rule-based actions, which consist of
the following:

• The supervisory setpoint action can be incremented, decremented,
and kept unchanged every 5 min by 0.5 ◦C.

• During normal operations (no DR event) of a day, the cooling
coil follows a set-back supervisory temperature control strategy.
During the occupied hours, the setpoint is 24 ◦C while during
unoccupied hours the set-point is 30◦, which are the higher limits
of the thermal comfort bound.

• The supervisory set-point action has bounds between 18 ◦C and
27 ◦C, during the occupied hours and between 15 ◦C and 31 ◦C
during the unoccupied hours.

• Pre-cooling is done by lowering the setpoint until 18 ◦C, two
hours before a scheduled DR event to avoid the higher thermal
discomfort and power costs during the DR event.

• During the DR event, the supervisory setpoint is increased up to
27 ◦C to reduce the demand charge costs.

• To avoid the early thermal discomfort from transitioning from the
unoccupied to the occupied setpoint, a cooldown time is included
for 1.5 h.
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The occupied hours is between 6 a.m. and 10 p.m. The building has
an on–off controller for the cooling coils in all five zones. The dataset
for imitation learning is created artificially in the form of states and
actions without any formulation of any rewards or consequences of the
action taken. For example, if the hour of the day in the state space
is 9:00 a.m. (occupied hours) and the previous set-point is 30 ◦C, the
action would be to decrease the set-point by 0.5 ◦C to move towards
the rule-based supervisory set-point action of 27 ◦C. A large artificial
dataset is created by randomly starting with a initial room temperature
(𝑇𝑧𝑖), the time of the day (𝑡ℎ), previous set-point to form 𝛿𝑠𝑝 and the DR
signals (𝐷𝑅0, 𝐷𝑅1) based on the time of the day and the DR event.
The DR event occurs between 2:30 p.m. to 3:30 p.m. lasting for a
duration between 2–2.5 h similar to the DR assumptions mentioned
previously. The actions are also generated based on the rule-based
conditions mentioned above. A large dataset was generated amounting
to roughly four years’ worth of artificial tuples of (states, action) so
that most of the rule-based actions mentioned above are covered in this
data-set. The actor-network is trained on this four years’ worth of data
to replicate the actions of the rule-based controls.

The advantage of creating this dataset is that it covers and explores
a large part of the state space. Thus, when the trained actor-network
is passed to the RL agent, if the RL agent wanders far off the rule-
based action it has a higher probability of moving back towards the
rule-based action in the initial stages. If the consequences of moving
further from the rule-based action end up being positive, then the RL
agent will move the policy away from this rule-based action after a
training update. Thus, the imitation learning approach helps to reduce
the RL controller agent to wander too far off the accepted rule-based
control, preventing unstable and erratic behavior of an RL agent in the
early training stages.

The rule-based policy is shown in Fig. 5 showing the temperature
response of one of the zones and an average response of all the zones.
The upper two plots represent the west zone temperature and power
plots. The other four zones have very similar response to the same rule-
based controls as that shown in Fig. 5. The bottom plot shows the total
power consumption of the HVAC system for all five zones.

The performance of the rule-based policy is shown in Fig. 6. The
upper two plots shows the temperature and HVAC power consumption
of the west zone. Here only one out of the five zones is shown as
the other zones follow the same rule based policy and have a very
similar response. The lower two plots show the responses of the whole
building. The third plot presents the mean temperature response of the
all the zones with the blue line, while the lighter blue patch represents
the minimum and maximum temperature of all the zones. The lowest
plot displays the total HVAC and the whole building power of the entire
building. The pink band indicates the time of the DR event.

Imitation training of the actor network. In the case for a direct
application of an untrained RL agent to the building environment,
the NN training starts with no prior knowledge. The weights of the
NN, in this case, are usually randomly initialized within the range of
[−1,1]. During the supervised training for imitation learning, a min–
max constraint was applied to avoid large weights. Here, the weights
were limited within the range of −5 and 5. Having large weights in
the actor NN does not help with the PPO training, as the actor NN
was either found to forget what it learned in the supervised stage or
caused unstable behavior after some training updates. Constraining the
weights helped to avoid these issues. When limiting the weights to
smaller bounds such as −1 and 1, the NN was not able to reduce the loss
function in supervised learning. Thus, selecting a wider range of [−5,
5] helped to reduce the loss function in the supervisory training. These
values of [−5, 5] were chosen by trial and error by slowly increasing
the bounds starting from [−1, 1] in increments of ±0.5 and stopping if
this reached an acceptable accuracy within a certain number of training
epochs. Here, the supervisory learning was performed on the dataset for
a total of 300 epochs, with 800 batch samples per epoch of training.
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Fig. 5. Figure showing the temperature and power response of the west zone and all
zones with the rule-based policy.

Fig. 6. Example of an Imitated policy. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

The NN weights were accepted if the validation accuracy was above
90%. If the NN failed to reach this accuracy within 100 epochs, the
min–max bounds were increased. The training was done for another
200 epochs where it reached an accuracy of 93%.
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Fig. 7. Figure providing an example of the different.

Accuracy is measured by comparing the action output of the trained
NN and the action coming from the artificial data. For example, if in a
training batch, out of 100 samples, the NN outputs an action to move
or keep the set-point at or towards the rule-based set-point action for
more than 90 samples it would have an accuracy of more than 90%. In
this case, the supervisory training achieved a steady 93% accuracy at
the last 100 epochs of batch training. The learning rate for the training
was reduced by a factor of ten after every 100 epochs and was started
with a learning rate of 0.0001. The training was conducted using the
Tensorflow [51] platform with Adamax optimizer from the Keras [52]
library.

Points of departure from previous literature & contributions. Few
studies on RL control applications on buildings rely on a realistic and
high-fidelity building environment. Instead, the RL agents are usually
tested on simplified state space models which are not able to simulate
the nonlinear dynamics of a real building, and the control task might
be overly simple to solve by the RL agent. This research addresses
this drawback by using the Advanced Control Test Bed (ACTB) to test
RL controls on a realistic Spawn of EnergyPlus small office building.
Additionally, most of the literature utilized a RL pre-training with a
similar building environment before being deployed in a target building
environment. In this approach, this early pre-training developmental
work can be avoided as the RL agent starts by mimicking a rule-based
policy that is well accepted by the building community and control
engineers although it is sub-optimal. Moreover, this does not require
model development or previous actual building data. It can be deployed
instantly to a real building where the RL agent starts by following the
imitated rule-based policy. Subsequently, it assesses if this imitated
policy is optimal for the multi-objective goals defined for the control
problem and improves depending on the real feedback received from
the actual building environment.

The training and testing process considers 31 random summer
weekdays, where each episode is a day. The training and the testing
split is done roughly in the ratio of 5:1, where the training split had 25
days and the testing split had 6 days. The training was conducted over
100 episodes of a day where each episode of a day is picked randomly
from the 25 summer weekdays set aside for training. Since some days
are more challenging than others due to differences in the outside air
temperatures, there is a high variance in the scores achieved by the
agent. An example of the difference in the outside air temperature
during the different dates of training is provided in Fig. 7.

The progress of the training process is shown in Fig. 8, with the
upper plot showing the 7-day mean cost achieved per episode and the
8

Fig. 8. Progress during training.

Fig. 9. Number of training days required by the agents to reach the average
performance of the RL agent starting with imitated policy.

lower showing the 7-day mean scores. A 7-day mean cost is shown as
this reduces the variance of the scores achieved and makes it easy to
portray the weekly progress in the graph. The horizontal dashed lines
exhibit the 3-week average cost and scores at the beginning and end of
the training process. The upper plot conveys a decrease of 50$ average
cost per day of training while the lower plot conveys an improvement
of 2,000 average rewards at the end of 100 days of training. The plot
shows a trend of decreasing costs with interaction from the building
with the RL agent modifying the imitated policy slowly to achieve
higher goals as set by the control engineer. The average cost per day in
the training period has reduced approximately from $800 to $750 at the
end of a training period of 100 days. Fig. 12 showcases the performance
of the agent at the end of 100 training days starting with the imitation
policy.

The same problem is also trained without any imitation learning to
compare the benefits of using the imitation learning with a direct RL
training approach without any imitation learning. An example of the
performance of the untrained agent with a direct RL training approach
is shown in Fig. 10. This exploratory behavior in the initial training
phases in a real building can be avoided with the imitation learning
approach. The training is continued for 400 days of summer. Fig. 11
shows the performance of the five agents near the end of the 400-
day training period. The agents still have room for improvement and
have the potential to learn a better policy with further training. Almost
all of the five agents have learned to raise the supervisory setpoint
temperature during the DR event to avoid the power penalty and some
agents have started showing signs of pre-cooling to incur less of the
thermal penalty cost associated with raising the setpoint during the DR
event.

Fig. 9 shows the number of training days the agent took to reach
the performance of the RL agent using an imitation learning agent. As
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Fig. 10. Example of an untrained agent during initial episodes in direct RL training.
is evident from the figure, the RL agent using normal training took
more than a year’s worth of summer training days to reach the level of
performance of the RLC agent using imitation learning. In real-world
applications, this is equivalent to four years assuming each year has
roughly 90 days of summer. This shows how this imitation learning
approach avoids the large training time it takes the agent to learn
an effective control strategy. Please refer to Section 6 for an in-depth
discussion of the benefits of utilizing this approach.

Testing the trained policy . During the testing of the trained agent,
the DR event was randomized to a time between 2 p.m. and 3 p.m.
and lasted for 2 to 2.5 h. Both the rule-based controller (RBC) and
the reinforcement learning controller (RLC) were tested on the same
summer days with the same DR conditions (start time and end time).
9

5. Results

The test results for the six summer days are provided in Table 1. This
shows a 6.3% reduction in average cost and an average improvement
of 7.2% in scores over the six test days with the imitated learning
approach compared to the baseline rule-based heuristic policy. The
trained RL policy reduces the thermal discomfort cost by increasing
the probability of taking a slightly lower temperature setpoint to avoid
thermal comfort costs but accepting the energy consumption costs for
having a slightly lower setpoint temperature. The modified policy has
also slightly increased the pre-cooling time from the rule-based policy.
This is evident from Fig. 2.
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Fig. 11. Example of a Trained agent after 400 days of training with the direct approach without any imitation learning.
Table 1
Comparison of results.

Mean cost ($) 𝐸 𝑇𝑑𝑖𝑠𝑐 Cost Scores (×103)

Baseline (RBC) 8.32 483.85 781.17 −27.16
RLC w/Imitation 8.92 431.54 724.73 −25.52

6. Discussion and conclusion

This approach presents the opportunity of using RL building con-
trols without any model development and avoiding the early unstable
training period which could last for a long time before the RL agent
learns something useful. Moreover, this approach starts with a rule-
based policy commonly accepted among building control managers.
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This makes it easier for real-world implementation and RL acceptance,
where a building manager may be willing to try out an RL approach
as it can start with a policy set by the building manager, making
improvements to the policy over time. As a consequence, this approach
may address the hesitancy associated with the adoption of advanced
building controls by building managers. In this study, the results show
that the approach without using imitation learning took about 400-
days of summer to reach to a performance comparable to a rule-based
control. In real-world applications, the building manager and occupants
cannot afford to wait for four years worth of summer data to learn a
good policy whose performance is equivalent to a rule-based controller.

This study showcases an application where the rule-based control
development was easy and intuitive, leading to a near-optimal rule-
based solution. In this study, the rule based controls set supervisory
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Fig. 12. Performance near the end of training 100 episodes starting with the imitated policy.
set-points near the upper-comfort bound for a summer day to optimize
for thermal discomfort, energy consumption, and target demand limit.
The rule-based strategies involved setting up supervisory set-points
near the upper human comfort bounds, pre-cooling the building, and
increasing the set-point during the demand response event. These
policies are intuitive to an extent and a strategy can be developed which
can fairly do well. However, for further savings and benefits, the RL has
the potential to find better solutions and find more specific solutions to
questions like how many hours before the DR event should pre-cooling
11
commence that is more adapted to this particular type of environment,
the specific supervisory set-point that gives the best trade-off between
thermal comfort and energy consumption, the cool-down time needed
for the changeover from a larger comfort band to a narrow comfort
band. We can start with an educated guess of the control sequences or
follow the recommended and widely accepted generalized guidelines,
and then let the RL agent figure out the best solution improving on
this depending on the feedback from the real building and environ-
ment. The RL approach is able to find control rules that are more
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adapted to a particular environment and the multi-objective optimiza-
tion
goals.

However, when it comes to complex building environments with
a lot of conflicting objectives, the development of a good rule-based
control becomes difficult as they tend to become less intuitive and their
performance might be poor. Although they may be sub-optimal, the RL
can utilize this heuristic rule-based policy and continue to adapt and
improve upon this policy. In this study, the objectives were limited
to energy consumption, thermal discomfort, and power target demand
response. With growing needs in the future, the multiple objectives can
be extended to include other objectives like solar PV utilization, battery
control, indoor air quality, and other services like vehicle-to-grid (V2G).
MPC is difficult to utilize as model development and continued training
for a complex environments is challenging and requires significant
time to develop. Moreover, they are not scalable to similar building
environments. RL in this aspect do not require any model development
and is scalable to similar building environments.

Future work would investigate this approach with a more com-
plicated building environment to determine the potential benefits in
doing so. Here, a PPO agent was used which is a sample inefficient
online algorithm (all the samples are forgotten after a training update).
Moreover, sometimes PPO suffer from training instability. For future
research, an offline algorithm like soft-actor critic (SAC) is expected to
offer better results in terms of training speed and performance as it can
re-utilize all the past experiences for the training update.

7. Limitations and future research

The limitation of this research is that this approach may not be
applicable for pure value-based RL algorithms like DQN, which do not
have a policy network. Second, after imitation learning with artificial
data, there is no established strategy to tune the learning rate parameter
to improve upon this learned policy by interaction. A high learning
rate can lead to unstable behavior, as the policy may deviate too
quickly from the imitated policy before correct value estimates are
learned. Conversely, an extremely low learning rate may result in no
policy development at all. Therefore, an effective tuning strategy for
the learning rate is necessary. In this research, we adopted an ad-hoc
approach and used a learning rate for the policy network that was one-
hundredth of the learning rate of the baseline RL learning strategy for
the first ten episodes and one-tenth for subsequent training episodes.
To address this limitation, further research is needed to develop a
more effective and generalizable strategy for tuning the learning rate in
imitation learning with artificial data. Such a strategy could potentially
improve the stability and learning progress enabling the application of
this technique in a wider range of RLC in building controls.

Exploring the topics of explainability and transparency in reinforce-
ment learning (RL) has become increasingly important as it relates
to understanding why an RL agent made specific decisions or took
certain actions. This is especially critical in high-stakes scenarios such
as autonomous driving and healthcare, where humans need to trust and
evaluate the decisions made by RL agents. While imitation learning as
shown in this research, is inherently interpretable as it learns from an
existing rule-based policy, which is both intuitive and interpretable,
the RL agents modify this policy over time to achieve desired goals.
If the rule-based policy is far from optimal, the resulting policy may
deviate significantly from the imitated policy, which could require fur-
ther explanation and interpretability from control engineers. Therefore,
research into explainable AI (XAI) is crucial to achieve wider adoption
of RL to real-world problems beyond building controls.
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