How generalizable is a machine-learning approach for modeling hub-height turbulence intensity?
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Abstract. Hub-height turbulence intensity is essential for a variety of wind energy applications. However, simulating it is a challenging task. Simple analytical models have been proposed in the literature, but they all come with significant limitations. Even state-of-the-art numerical weather prediction models, such as the Weather Research and Forecasting model, currently struggle to predict hub-height turbulence intensity. Here, we propose a machine-learning-based approach to predict hub-height turbulence intensity from other hub-height and ground-level atmospheric measurements, using observations from the Perdigão field campaign and the Southern Great Plains atmospheric observatory. We consider a random forest regression model, which we validate first at the site used for training and then under a more robust round-robin approach, and compare its performance to a multivariate linear regression. The random forest successfully outperforms the linear regression in modeling hub-height turbulence intensity, with a normalized root-mean-square error as low as 0.014 when using 30-minute average data. In order to achieve such low root-mean-square error values, the knowledge of hub-height turbulence kinetic energy (which can instead be modeled in the Weather Research and Forecasting model) is needed. Interestingly, we find that the performance of the random forest generalizes well when considering a round-robin validation (i.e., when the algorithm is trained at one site such as Perdigão or Southern Great Plains) and then applied to model hub-height turbulence intensity at the other location.

1. Introduction

As wind energy expands and becomes an increasingly large portion of energy portfolios, collecting data on atmospheric turbulence at turbine hub height is essential for optimizing the performance of wind power plants and their successful integration into the electric system. Hub-height turbulence intensity (TI) impacts turbine power generation [1, 2, 3, 4, 5, 6], and is instrumental in the control strategy for wake modeling and wake-steering strategies [7, 8]. Turbine siting and power forecasting also rely on hub-height turbulence and are determining factors of whether a wind power plant will be financially advantageous [9, 10].

Various formulations have been proposed for estimating hub-height TI, or TI profiles, as a function of surface quantities. The Mann model [11, 12] provided an analytic characterization of turbulence profiles in the presence of uniform linear shear. Cheung et al. [13] proposed and tested a formulation based on assumptions for turbulent boundary layers in a range of stability conditions. Building from the power-law approach for extrapolating wind speeds from
surface-level measurements to hub height, Gualtieri [14] proposed and tested an empirically based approach for extrapolating 30-m measurements to 100-m altitudes and found that it is critical to consider atmospheric stability. Türk and Emeis [15] showed how offshore turbulence intensity has a strong dependence on wind speed and wave height, and proved that specifications given by the International Electrotechnical Commission (IEC) wind turbine standards 61400-1 [16] and 61400-3 [17] are inaccurate for their test location. All these efforts come with specific limitations in their range of applicability, so a more universal model for hub-height TI is currently not available.

Further, numerical weather prediction models do not routinely predict TI. For example, the state-of-the-art numerical weather prediction model, the Weather Research and Forecasting (WRF) model, [18, 19], does not provide TI as output. Only some choices of planetary boundary layer schemes (i.e., the MYNN scheme [20, 21]) even provide a prognostic calculation of turbulence kinetic energy (TKE), while others widely used for wind energy applications (i.e., the YSU scheme [22]) do not even estimate TKE. And in any case, the spatial scales at which numerical weather prediction models are run are too coarse for some applications, such as turbine control, where the knowledge of hub-height TI is essential.

Given the complexity and inherent nonlinearity of atmospheric turbulence, machine-learning techniques could be leveraged for the derivation of a model for hub-height TI. Machine-learning approaches have been successfully applied to several wind energy applications, ranging from power forecasting [23, 9] to issues at the wind turbine scale, and for turbine power curve modeling [24], turbine faults and controls [25], and turbine blade management [26]. Recently, machine learning has also been successfully applied to vertically extrapolate wind speed [27, 28, 29], both on land and offshore, to better represent the turbulence dissipation rate [30] and to better parameterize surface fluxes [31, 32].

In this analysis, we develop and perform a thorough validation of a machine-learning approach to model hub-height TI, calculated as a 30-minute average as:

\[ TI = \frac{\sigma_U}{\bar{U}} , \]

where \( \sigma_U \) is the standard deviation of the horizontal wind speed, and \( \bar{U} \) is the 30-minute average horizontal wind speed. We consider observations from the Perdigung field campaign [33] and the U.S. Department of Energy Atmospheric Radiation Measurement Southern Great Plains (SGP) observatory [34], which are both presented in Section 2, together with a description of the proposed machine-learning method. In Section 3, we first derive physical insights on the variability of hub-height TI from the application of the proposed approach at a single site. Next, we test the generalization accuracy of the model when adopting a more practical validation setup, which resembles the use of the WRF model, where the algorithm is trained at one location and then applied to model hub-height TI at a different site. Finally, we summarize our results and suggest future work in Section 4.

2. Data and methods

2.1. Observational data sets

The first set of observations we consider is taken from the Perdigung field campaign [33], an international effort that brought scientists from multiple institutions to a valley in central Portugal (see map in figure 1a), where an intensive observational period was completed from 1 May 2017 to 15 June 2017. The site is characterized by a complex topography, with a difference in altitude of about 200 m from the bottom of the valley to the top of the two almost-parallel ridges, which are separated by 1.5 km. The site is largely covered in trees, which increase the surface roughness. The areas outside the ridges and valley are largely farmland and eucalyptus groves. For this analysis, we use data from three 100-m meteorological towers (tse04, tse09,
and tse13—see map in figure 1a). At each tower, we consider observations from the 20-Hz sonic anemometers at 10 m and 60 m above ground level (AGL). To exclude tower wake effects, we discard from analysis those time stamps when the wind direction was $\pm 30^\circ$ from the direction of the tower boom. We also discard periods of precipitation to avoid data contamination [35], and periods when the 60-m wind speed was lower than 3 m s$^{-1}$, which are not relevant for wind energy purposes.

Next, we use observations from the main meteorological tower at the SGP observatory [34] in northern Oklahoma in the United States. The rural region is characterized by relatively simple topography, and its land use is primarily cattle pasture and wheat fields (figure 1b). Observations are from sonic anemometers at 10 m and 60 m AGL, publicly available as 30-minute averages, and span from 22 July 2015 to 15 March 2022.

2.2. Regression algorithms
In our analysis, we consider two regression algorithms, and we will compare their performance in predicting 30-minute average TI at 60 m AGL. For both regression models, we use as inputs the following variables: wind speed at 10 m AGL, TKE at 10 m AGL, TKE normalized by wind speed (TKE/WS) at 10 m AGL, Obukhov length ($L$) at 10 m AGL, proxy for atmospheric stability, wind speed at 60 m AGL, TKE at 60 m AGL, TKE normalized by wind speed (TKE/WS) at 60 m AGL. Although obviously correlated with TKE and wind speed, we decide to include a normalized version of TKE as an additional input because it mimics the functional structure of TI, where horizontal wind speed is at the denominator. As already mentioned, we discard from the analysis all time stamps where 60-m wind speed is lower than a typical cut-in wind speed for modern wind turbines, here set to 3 m s$^{-1}$, a wind regime not relevant for wind energy purposes.

As a baseline, we consider a multivariate linear regression. To avoid training a model that overfits the data, regularization techniques need to be implemented so that the learning model is constrained: the fewer degrees of freedom the model has, the harder it will be for it to overfit the data. We use Ridge regression [36] (Ridge in Python’s library scikit-learn) to constrain the multivariate regression. The Ridge regression is achieved by adding a regularization term to the cost function (mean square error), with a hyperparameter $\alpha$ that controls how much the model will be regularized. The optimal value of $\alpha$ is determined by cross validation, with values sampled in the range from 0.1 to 10.

![Figure 1. Map of (a) the Perdigão field campaign and (b) SGP locations, with the locations of the meteorological towers considered in this study.](image-url)
Next, as a proof of concept of the skills of more sophisticated machine-learning algorithms, we use a random forest regression model (\texttt{RandomForestRegressor} module in Python’s scikit-learn \cite{scikit-learn}). We note here that ensemble models such as the random forest have shown strong predictive power in previous work \cite{9, 27}, and we defer a more exhaustive analysis of the predictive skills of other learning algorithms to a later study. The set of algorithm hyperparameters considered in the training and validation process and their sampled ranges used in the cross validation are listed in Table 1.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Sampled Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of estimators</td>
<td>10–800</td>
</tr>
<tr>
<td>Maximum depth</td>
<td>4–40</td>
</tr>
<tr>
<td>Maximum number of features</td>
<td>1–7</td>
</tr>
<tr>
<td>Minimum number of samples to split</td>
<td>2–11</td>
</tr>
<tr>
<td>Minimum number of samples for a leaf</td>
<td>1–15</td>
</tr>
</tbody>
</table>

For each regression algorithm, we adopt a nested cross-validation approach. We divide the data set into three subsets: the training, validation, and testing sets \cite{38}. First, the learning algorithm is trained multiple times with different hyperparameters on the training set. Second, the best set of hyperparameters is selected as the one that gives the best results when applying the model on the validation set. Finally, the generalization skills of the learning model are evaluated on the testing set, which was not seen by the model during the optimization of the regression algorithm. Given the time-series nature of our problem, the construction of the training, validation, and testing sets needs to be carefully considered. If the data in each of the three sets were picked randomly, the performance of the machine-learning model would likely be artificially improved. In fact, if created randomly, we could end up in a situation where the observations at a given time stamp would be in the training set, and the observations at the subsequent time stamp, which are likely highly correlated with those from the previous one, could instead be part of the validation or testing set. Therefore, we use contiguous data to build the three sets: we keep a contiguous 20% of the data for testing, whereas the remaining 80% are used in a five-fold cross validation to optimize the model hyperparameters. To obtain the best possible estimate of the generalization skill of the model, in this nested approach we repeat the training process by shifting the testing set five times, so that it can cover the full period of record. We therefore evaluate the overall performance based on the root-mean-square error (RMSE) between the actual and predicted hub-height TI, averaged over the five different testing periods.

3. Results
We first consider the predictive skills of the multivariate linear regression approach when it is trained and tested at the same site. Figure 2 shows scatterplots of observed and linear-regression-predicted (over the testing set) TI at 60 m AGL at the three Perdigão towers and the SGP main tower. We quantify the skills of the considered regression algorithm in terms of the RMSE normalized by the range of observed TI values, to be able to make a fair comparison among different sites. The results show NRMSE between 0.067 and 0.086 at the Perdigão towers and 0.020 at SGP.
Figure 2. Scatterplots of observed and linear-regression-predicted 30-minute average TI at 60 m AGL at (a–c) the three Perdigão towers and (d) the SGP tower, when the regression model is trained and tested at the same location.

We then compare these baseline results to what can be achieved when adopting the more sophisticated random forest approach. We find good performance at all sites, with NRMSE ranging from 0.012 (in simple terrain and with a much bigger training set) to 0.071 (in the very complex terrain of the bottom of the Perdigão valley, Tower tse09). At Perdigão, these results represent a reduction of 18-25% compared to the multivariate linear regression results for the two towers on the ridges, and a reduction of just 6% for tse09, where the reduced number of available data and the impact of the ultra-complex terrain and canopy make it a challenging site to model, even for a more sophisticated random forest algorithm. At SGP, where the terrain is simpler and the training period includes multiple years of observations, we observe a 30% reduction in NRMSE when moving from a linear regression to the random forest approach.

Next, we assess the importance of the various input variables used to feed the random forest. First, we determine how the testing NRMSE varies as the random forest is fed with more and more input variables (figure 4). We start by training a random forest with 10-m wind speed as the only input, and then we progressively add more near-surface input variables before also adding hub-height quantities. In general, using near-surface wind speed as the only input does not allow for an accurate modeling of hub-height TI. When including near-surface turbulence and stability metrics as inputs, the NRMSE drops, but it still remains significantly larger than the values seen when including variables observed at hub-height as additional inputs. Finally, if
no data on hub-height turbulence are given to the model, and wind speed is the only hub-height input feature, we still find good performance, with testing NRMSE less than 0.1, but still higher than the lowest values found with the full set of inputs, especially in simple terrain at SGP.

As a way to summarize this analysis, we report in figure 5 the relative feature importance of each input variable at the Perdigão tse09 and SGP towers (results from the two other towers at Perdigão were similar). This metric is calculated by assessing to what degree the random forest tree nodes that use each feature reduce the mean square error on average (across all trees in the forest), weighted by the number of times each feature is selected. At both locations, we see how hub-height variables are the most influential in predicting hub-height TI, which is consistent with the results of the analysis in figure 4. Still, near-surface variables help further improve the accuracy of the random forest, especially at the Perdigão site. Although useful, we note how this metric is affected by the existing correlation between different inputs: for example, if the 60-m normalized TKE was not included as input, we would likely see a significantly higher importance for the other two hub-height variables (wind speed and TKE).

Finally, we leverage the data sets from both locations to understand the generalization skills of the proposed random forest approach. Specifically, we apply a round-robin validation, where we train the learning model at one site (either SGP or Perdigão), and then apply it to model 60-m TI at the other location, and vice versa. Figure 6 shows the results of this validation exercise in terms of scatterplots of observed and machine-learning-predicted 60-m TI. While the
Figure 4. Testing NRMSE when a random forest is used to model 30-minute average 60-m TI at the Perdigão and SGP towers, when multiple variables are progressively added as inputs to the learning algorithm.

NRMSE values are larger than the optimal ones found for a same-site exercise (see figure 3), we still see a remarkable accuracy for both cases, with NRMSE values of 0.03 and 0.06 when the model is applied at SGP and Perdigão, respectively. We find a larger increase, compared to the same-site scenario, when training the model at Perdigão and applying it at SGP, possibly because of the very limited length of the training data at Perdigão. On the other hand, when training the model at SGP and applying it at Perdigão, the NRMSE is not significantly different than what observed in figure 3, under the same-site scenario.

4. Conclusions
The ability to model hub-height turbulence intensity would be extremely useful in all applications where hub-height turbulence is crucial, ranging from wind turbine control to power forecasting and—in a broader perspective—pollutant dispersion and drone flight forecasting. Such a model, if incorporated in the state-of-the-art numerical weather prediction model at the mesoscale (WRF), would represent a huge advancement for the wind energy modeling community. Despite this intense motivation to find accurate approaches for estimating turbulence conditions at hub height, few models have been proposed to date for such application, each with their inherent uncertainty and limitations. The challenge is even larger for sites in complex terrain.

We analyzed atmospheric data at 10 m and 60 m above ground level from four meteorological towers at two sites: three towers from the Perdigão field campaign, and a fourth tower at the SGP site. We considered how a machine-learning-based algorithm could be derived and applied to successfully model hub-height TI. We focused our validation efforts first using a same-site approach, where the random forest is trained and then tested at the same site, which is useful to derive several physical insights into the proposed model. We find that the proposed random forest is successful in modeling hub-height TI, with testing NRMSE as low as 0.014 when applied on 30-minute average data. In order to obtain such low values of testing NRMSE, the knowledge of hub-height TKE (which can instead be modeled in WRF) is needed. Next, we considered a more practically useful (and scientifically fair) round-robin validation, where
Figure 5. Relative importance of the various input variables used to feed the random forest in predicting 10-minute average 60-m TI at (a) the Perdigão tse09 tower and (b) the SGP tower.

While promising, several opportunities exist to further expand our work in the future. A more complete survey of additional learning algorithms and/or input variables could be completed to optimize the performance of the machine-learning approach. Also, one could expand the training and testing validation by considering different sites, such as those offshore. Finally, this more complete and broadly validated model could be incorporated in WRF to add to it a capability to output TI.
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