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Executive Summary

The Solar Radiation Research Laboratory (SRRL) at the National Renewable Energy Laboratory (NREL) is a world-leading solar calibration and measurement facility and maintains and disseminates the World Radiation Reference (essentially the W/m²) for the United States, which is essential for traceable and accurate measurements of solar radiation at all solar generation facilities. The NREL-SRRL operates two International Organization for Standardization (ISO)/International Electrotechnical Commission (IEC) 17025 calibration facilities that provide unique, high-quality calibrations to NREL and other U.S. Department of Energy laboratories. The Baseline Measurement System at the NREL-SRRL provides a high-quality record of solar irradiance and surface meteorological conditions. NREL-SRRL capabilities are used to develop (1) improved methods for the calibration of solar radiometers; (2) new standards through the ISO, the IEC, and ASTM International; and (3) models and (4) advanced instrumentation and methods for operating solar measurement stations. The NREL-SRRL data sets are also critical for the validation of new models and data sets, such as the National Solar Radiation Database (NSRDB). This agreement has three tasks that conduct research on advancing solar resource measurements:

- Task 1: Applied solar radiation measurements
- Task 2: Standards development and knowledge sharing
- Task 3: Reference cell calibrations and spectral measurement and modeling for photovoltaic applications.
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1 Background

The primary objective of this project is to reduce risk to solar energy projects by continued the development of established core functions at the National Renewable Energy Laboratory (NREL) addressing solar instrument calibration, resource characterization, and resource data dissemination in support of foundational solar energy research and applications to increase the accuracy of solar resource data, thereby reducing the risks to solar energy projects. Recognizing the needs for improved solar resource measurements, NREL established the Solar Radiation Research Laboratory (SRRL) in 1981 to provide a continuous record of solar irradiance and surface meteorological conditions, improved methods for instrument calibration of spectroradiometers, and the development of advanced instrumentation and methods for operating solar measurement stations.

The NREL-SRRL is located on the top of South Table Mountain on the north side of NREL’s South Table Mountain Campus in Golden, Colorado (Figure 1), which has excellent solar access because of the unrestricted view of the sky throughout the year. The NREL-SRRL is home to the world’s largest collection of radiometers in continuous operation.

NREL-SRRL (Figure 1) is a unique, world-class research facility that serves as a living laboratory for:

- Solar resource measurement and calibration research and development (R&D)
- The characterization of photovoltaic reference cells.
- The development of standards and best practices for data dissemination.

NREL-SRRL activities allows traceable solar measurements throughout the United States that are essential for project feasibility, due diligence, financing, and plant operations. The NREL-SRRL conducts calibrations on a range of solar resource and other measurement equipment. This report discusses the applied solar radiation measurement research activities that occurred at the NREL-SRRL from fiscal years 2019–2021. Researchers at the NREL-SRRL conduct R&D in applied solar radiation measurements for solar resource assessments and operate a suite of instruments for solar irradiance and meteorological measurements and solar-specific instrument calibrations. Solar resource assessment research activities related to solar instrumentation and measurements at the NREL-SRRL are funded primarily by the U.S. Department of Energy (DOE) Office of Energy Efficiency and Renewable Energy Solar Energy Technologies Office (SETO) Systems Integration program. More details can also be found in the report Solar Resource Calibration, Measurement, and Dissemination: Final Report FY 2016–FY 2018.¹

The R&D conducted at the NREL-SRRL is used to develop international standards such as ASTM standards that reduce business costs for the solar industry. NREL leads the ASTM Subcommittee G03.09 on Radiometry, which is under the ASTM Committee G03: Weathering and Durability; and leads the International Organization for Standardization (ISO)/TC 180/SC 1 Climate – Measurement and Data. Moreover, NREL leads the U.S. effort in the International Energy Agency’s (IEA’s) Photovoltaic Power Systems Programme (PVPS) Task 16 on Solar Resource for High Penetrations and Large-Scale Applications. NREL also performs the duties of

¹ See https://www.nrel.gov/docs/fy19osti/73667.pdf.
deputy operating agent and assists the operating agent in the administration and reporting that is required by the executive committee of which DOE is a part. Further, NREL, in collaboration with IEA PVPS Task 16, led the update of the third edition of the *Best Practices Handbook for the Collection and Use of Solar Resource Data for Solar Energy Applications*, which is widely used by the solar industry.²

The NREL Pyrheliometer Comparisons (NPC) disseminate the World Radiation Reference (WRR), certifying that all complying calibrated solar radiometers in the United States are traceable to the world standard and therefore meet the required standard. The best practices developed through this project enable the solar industry to deploy and measure solar radiation with the highest accuracy and therefore reduce the development costs of the development of solar projects. This project also enables the integration of high penetrations of renewables into the electric grid by providing foundational data sets in support of grid integration. Further, the data are used by technical and economic renewable energy models.

![Aerial view of NREL’s mesa top facility.](image)

*The building in the foreground is the NREL-SRRL. The BMS is mostly deployed on the raised deck to the left (west). Photo by Dennis Schroeder, NREL*  

2 Objective

The project sought to use the NREL-SRRL’s facilities to enable SETO to achieve its cost targets and enable the large-scale integration of solar energy on the electric grid by reducing the costs and uncertainty in resource measurements through:

- Increased ease of access to the updated world reference to provide traceable calibrations nationwide
- Improved calibration methods for solar radiometers to enhance measurement accuracy
- Providing access to high-quality data sets from various locations for standards and model development and for the evaluation of models and methods
- The development and dissemination of best practices to facilitate high-quality measurements
- The development of standards and best practices in solar measurement and modeling to reduce deployment costs
- Enabling the development of new low-cost, high-quality measurement systems to reduce deployment costs, and
- Collaboration with national and international experts to develop and disseminate innovative methods to improve solar resource assessments.

Provided calibration and characterization of broadband and spectral calibrations and measurements traceable to the WRR in compliance with ISO/International Electrotechnical Commission (IEC) 17025 accreditation requirements.

This involved the operation and maintenance of the Baseline Measurement System (BMS) to provide high-quality, long-term solar and atmospheric measurements. We maintained the national standard for solar measurements and disseminate accurate solar measurement and modeling methods and best practices to various stakeholders, including academia, industry, and laboratories.

This task ensured that relevant instruments are:

- Deployed and maintained following best measurement practices through the BMS
- Calibrated on an annual basis in ISO/IEC 17025-accredited facilities through using the Broadband Outdoor Radiometer Calibration (BORCAL) facility or the Spectral Calibration Laboratory
- Traceable to the WRR through mechanisms such as the NPC.

This task also ensured that data are collected, quality-controlled, and disseminated in a timely manner through the Measurement and Instrumentation Data Center (MIDC). Measurements at the NREL-SRRL were supported by existing infrastructure, which includes maintenance protocols and a budget for equipment replacement costs.

Solar radiation data from across the United States were also collected in collaboration with academic and other research institutions and made public (where allowed by agreements) through the MIDC in real time. Cooperative research-and-development agreements (CRADAs) are used to enable collaboration with instrument manufacturers to evaluate newly developed instruments, thereby supported the advancement of high-quality solar resource measurements.
Provided leadership to develop new standards and update existing standards within ASTM and ISO.

Through this task, we provided leadership within IEA PVPS Task 16, participate in collaborative research, and led the development of the third edition of the *Best Practices Handbook for the Collection and Use of Solar Resource Data for Solar Energy Applications* to include new R&D results in the intervening three years, including work done through the IEA collaboration. We participated in SolarPACES (Power and Chemical Energy Systems) as a U.S. representative for the solar resource and forecasting. Through this task, knowledge generated through from R&D was disseminated to stakeholders.

This task sought to reduce the cost of solar deployment and integration by developing standards for solar measurements and modeling and by summarizing and disseminating information to facilitate the use of new technology by stakeholder. This work was specifically conducted by:

- Providing leadership and developing or updating new standards directly related to solar radiation measurements and modeling under the ASTM G03 (Weathering and Durability) and E44 (Solar, Geothermal, and Other Alternative Energy Sources) committees
- Actively participating in the development of ISO and IEC standards, including acting as liaison between ASTM and ISO
- Performing the duties of deputy operating agent for IEA PVPS Task 16 and participating in collaborative research
- Developing, in collaboration with the experts in IEA PVPS Task 16, the updated third edition of the solar resource measurement, modeling, and forecasting handbook to reflect the current state of knowledge.

**Developed methods and models to reduce the uncertainty in the evaluation and prediction of photovoltaic (PV) performance.**

As uncertainty in estimating the production of PV plants that are in the development stage leads to enhanced financing cost, this task strived to reduce such costs through reducing uncertainty in PV prediction. In addition, operational PV plants need to meet performance guarantees, and a reduction in the uncertainty in such evaluations, which also leads to a reduction in financing and operation-and-maintenance costs. This task also seeks to reduce the uncertainty in PV performance assessments. Specifically, this task:

- Developed methods to expand the validity of calibrations through developing new methods/processes similar to those used for NREL’s ISO-accredited BORCAL process that considers all angles of incidence
- Developed and maintained capabilities to measure spectral radiation at multiple locations using one-axis tracking for use in the validation of spectral data sets generated through the National Solar Radiation Database (NSRDB)
- Maintained and enhanced the capabilities of the NSRDB to provide spectral data sets in the plane of array (POA) on demand
- Developed standard spectra for various standard atmospheres.
3 Project Results and Discussion

3.1 Task 1: Applied Solar Radiation and Measurement
The work performed under this task was divided into two subtasks:

1. Calibration and measurement
2. Dissemination of data and models.

3.1.1 Calibration and Measurement
The following work was performed under this subtask.

3.1.1.1 National and International Pyrheliometer Comparison
The NREL team served as DOE’s lead laboratory for radiometer calibration traceable to the WRR (Fröhlich 1991), essential for accurate measurements. Working with the World Radiation Center in Davos, Switzerland, the NREL team participates in the quinquennial International Pyrheliometer Comparisons (IPCs) to maintain the WRR. In turn, annual NPCs provide stakeholders with access to the WRR. For example, NREL published the results of the NPC in 2018 as a technical report,3 and Figure 2 shows the results of the NREL transfer absolute cavity radiometers. NREL has developed and maintained a select group of absolute cavity radiometers with direct calibration traceability to the WRR (Reda et al. 2019). These instruments are used by NREL to transfer WRR calibrations to other radiometers used and owned by industry. During the NPC, representatives from many national and international agencies participate to maintain radiometer calibration traceability to the WRR. During the 2019 event, 39 participants from 25 organizations around the world came to NREL’s South Table Mountain campus to ensure that their 47 absolute cavity radiometers—used to measure direct-beam solar irradiance—are properly calibrated. In 2020, the NREL team planned to participate in the quinquennial IPC, IPC-XIII, to maintain the WRR; however, the IPC-XIII was rescheduled from the original date in 2020 to 2021 due to the COVID-19 pandemic. The Physikalisch-Meteorologisches Observatorium Davos World Radiation Center in Davos, Switzerland, hosts an IPC for transferring the WRR to participating radiometers. Representing DOE, NREL-SRRL staff participated in the IPC-XIII from September 27, 2021–October 15, 2021. The results and report will be published in FY 2022. Note: Because of this rescheduling of the IPC-XIII, NREL did not hold the NPC in 2021.

3 See https://www.nrel.gov/docs/fy19osti/72607.pdf.
Figure 2. History of WRR reduction factors for NREL reference cavities. Note: During the NPC of 2008, an abrupt reduction of TMI absolute cavity responsivity was observed, after investigation, it was found that, a spider and its web inside the cavity which was then removed from the precision aperture. This optical obstruction was determined to be the reason of the measurement differences (Stoffel and Reda, 2008).

3.1.1.2 Shortwave and Longwave Outdoor Radiometer Calibration

NREL’s unique BORCAL process is ISO/IEC 17025 accredited and, as DOE’s lead laboratory for solar radiation, provides WRR-traceable radiometer calibrations. While conducting active research to develop standards that reduce calibration uncertainty, this capability also ensures accurate measurements for various research projects supported by SETO. Calibration services using the BORCAL process are offered for a fee to external customers, and are free for internal customers.

During the FY 2019–2021, BORCAL was carried out in compliance with ISO 17025 accreditation for a total of 486 shortwave and 64 longwave radiometers (Table 1). Figure 3 shows an example of a BORCAL event. These radiometers came from NREL, various labs, and industry. Further, during this period, the NREL-SRRL team performed all necessary upgrades to the Radiometer Calibration and Characterization software to improve the process of calibration.
Table 1. Total Number of Radiometers Calibrated during FY 2019–FY 2021

<table>
<thead>
<tr>
<th>Fiscal Year</th>
<th>Shortwave Radiometers</th>
<th>Longwave Radiometers</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>190</td>
<td>24</td>
</tr>
<tr>
<td>20</td>
<td>116</td>
<td>14</td>
</tr>
<tr>
<td>21</td>
<td>180</td>
<td>26</td>
</tr>
</tbody>
</table>

Moreover, the NREL-SRRL team continues to develop a process for the manufacture and sell of the absolute cavity pyrgeometer (ACP) at NREL to interested customers. Thus far, the ACP has been sold to the German Meteorological Office, Australian Bureau of Meteorology, and Japanese Meteorological Agency.

The NREL-SRRL team also continues to provide timely outreach of the ACP’s relevance through publications and conference presentation. Recently, Reda et al. (2020), presented a paper at the IPC-XIII on their work, titled “Using an Absolute Cavity Pyrgeometer to Validate the Calibration of a Transfer Standard Pyrgeometer Outdoors, Independent from the Reference Value of the Atmospheric Longwave Irradiance.” The presentation detailed the unique method that was developed to calibrate pyrgeometers to improve the measurement uncertainty. The ACPs and pyrgeometer passive infrared model were deployed outdoors (Figure 4). The passive infrared was placed on a temperature controller like the ACP’s temperature controller.
Figure 4. Outdoor setup of the (left to right) ACP95F3, ACP10F3, and passive infrared on top of temperature controllers

The responsivity of the pyrgeometer is then calculated by cooling its case temperature, as described in Eq. 1.

\[ W_{atm} = K_1 V + K_2 W_r + K_3 (W_d - W_r) \]  
Eq. 1

Where:

- \( W_{atm} \) is the atmospheric longwave radiation in W/m².
- \( K_2 \) and \( K_3 \) are the calibration coefficients of the pyrgeometer, calibrated at the Physikalisch-Meteorologisches Observatorium Davos or using a blackbody (Note: A blackbody calibration source is an instrument for calibration of an infrared temperature sensor, a pyrgeometer.)
- \( K_1 \) is the reciprocal of the pyrgeometer’s responsivity, calculated from the outdoor calibration described Eq. 5.
- \( V \) is the pyrgeometer thermopile output, in microvolts.
- \( W_r \) is the pyrgeometer receiver radiation, equal to \( \sigma \times T_{r}^4 \) where:
  - \( T_r = T_c + K_4 \times V \)
  - \( \sigma \) is the Stefan-Boltzmann constant, \( 5.6704 \times 10^{-8} \) W/m²K⁴
  - \( T_c \) is the pyrgeometer case temperature in Kelvin.
  - \( K_4 \) is the thermopile efficiency factor, \( 1/(S \times n \times E) = 0.0007044 \) K uV⁻¹, where:
    - \( S \) is the Seebeck coefficient, equal to 39 V/K.
    - \( n \) is the number of thermopile junctions, equal to 56 junctions.
    - \( E \) is the thermopile efficiency factor, equal to 0.65 (manufacturer specification).
• $W_d$ is the pyrgeometer dome radiation, equal to $\sigma \times T_d^4$, where $T_d$ is the dome temperature in Kelvin.

Eq. 1 is rewritten in the following form:

$$W_{out} = W_{atm} - W_{net} = W_{atm} - K_1V$$  \hspace{1cm} \text{Eq. 2}$$

Where:

• $W_{net}$ is the net irradiance measured by the pyrgeometer thermopile.
• $W_{out}$ is the outgoing irradiance from the pyrgeometer.

$$W_{out} = K_2W_r + K_3(W_d - W_r)$$  \hspace{1cm} \text{Eq. 3}$$

A fundamental principle for this calibration procedure is to reduce the outgoing irradiance while the atmospheric longwave irradiance ($W_{atm}$) is constant, i.e., stable during clear-sky conditions to within 1 W/m² from the start to the end of the calibration, at least 7 minutes. Reducing $W_{out}$ was achieved by cooling the pyrgeometer’s case using the temperature controller. While reducing $W_{out}$, all signals from the pyrgeometer (i.e., thermopile output voltage, $T_d$, and $T_r$) were measured every 10 seconds (i.e., thermopile output voltage, $T_d$, and $T_r$). Differentiating Eq. 2 with respect to time then yields:

$$\frac{dW_{out}}{dt} = \frac{dW_{atm}}{dt} - K_1 \frac{dV}{dt}$$  \hspace{1cm} \text{Eq. 4}$$

If $W_{atm}$ is assumed constant, Eq. 4 then yields:

$$K_1 = -\frac{dW_{out}}{dV}$$  \hspace{1cm} \text{Eq. 5}$$

Eq. 5 implies that the change in $W_{out}$ versus the change in $V$ yields $K_1$, which is independent from the absolute value of $W_{atm}$.

Once $K_1$ was calculated, using the previous procedure, Eq. 1 was used to calculate the measured atmospheric longwave irradiance for 2 hours. This procedure was repeated when the solar zenith angle was $>95^\circ$.

Figure 5 shows the results of three test pyrgeometers using the transfer standard pyrgeometer, where $K_2$ and $K_3$ in Eq. 1 are calculated using the broadband calibration. $K_1$ is calculated by deploying the test pyrgeometers with the Transfer Standard Pyrgeometer outdoor during nighttime clear-sky conditions for 2 hours to account for the spectral response of the pyrgeometers and the spectral mismatch between the broadband and the atmospheric longwave irradiance. The test pyrgeometers are then used as a secondary transfer reference to calibrate other pyrgeometers during nighttime under all sky conditions.

The irradiance measured by the pyrgeometer (PIR) was compared against the irradiance measured by ACP95F3. The overall uncertainty ($U_{95}$) with a confidence level of 95% ($k=2$) was calculated by means of the square root of the sum of the squares method by using $U_{95ACP}$ equals $\pm 2$ W/m² with respect to SI and $U_{95PIR}$ equals $\pm 2.88$ W/m² with respect to ACP; therefore, $U_{95}$ equals $\pm 3.51$ W/m² with respect to SI.
These results suggest that this pyrgeometer calibration method might be useful in addressing the international need for a transfer standard pyrgeometer traceable to the International System of Units. Note: The current calibration and traceability of pyrgeometers is based on the World Interim Standard Group.

Figure 5. Calibrating three test pyrgeometers using the transfer standard pyrgeometer

3.1.1.3 Optical Metrology Laboratory for Spectral Irradiance Calibration

The NREL team continues to advance spectral solar irradiance measurement and calibration capabilities. A group of standard lamps from the National Institute of Standards and Technology (NIST) serves as the DOE/NREL spectral measurement reference. These lamps are used to calibrate spectroradiometers.

Spectroradiometers are used for many solar energy applications to understand the spectral properties of the PV modules. These spectroradiometers are most frequently used for measuring the spectrum of solar simulators or outdoor natural sunlight. These are critical measurements for many solar energy stakeholders, including NREL, because it is important to know the performance of PV modules and cells under a known set of standard spectral reporting conditions, for example.

Spectral irradiance is typically measured with a spectroradiometer; the spectroradiometer must be calibrated with traceability to national or international standards, such as those maintained by NIST (Yoon and Gibson 2010). The NREL Optical Metrology Laboratory maintains NIST traceable lamp standards of spectral irradiance. These lamps are used to calibrate spectroradiometers that indicate the irradiance (W/m²/nm) as a function of wavelength (nm). The laboratory is responsible for spectral field measurements, instrumentation troubleshooting/repair, and consultation. During FY 2019 and FY 2021, the NREL Optical Metrology Laboratory
completed an A2LA external audit for the ISO/IEC 17025 accreditation for spectral irradiance calibration at NREL—and passed with no deficiencies, certifying that NREL provides reliable testing, measurement, and calibration services. ISO/IEC 17025 is an internationally recognized technical quality management system standard for laboratory accreditation. NREL was assessed against the general criteria found in ISO/IEC 17025: General Requirements for the Competence of Testing and Calibration Laboratories.

Similarly, the NREL-SRRL team continued to calibrate and characterize spectroradiometers and solar simulators (Table 2). For example, the NREL-SRRL installed and calibrated the Spectrafy SolarSIM-G global horizontal spectral modeling device. The calibration was done in outdoor conditions at the NREL-SRRL and MIDC was updated to support this new device. Prior to the global horizontal deployment, the device was calibrated against the EKO Instruments’ WISER system on the two-axis tracker (Figure 6).

<table>
<thead>
<tr>
<th>Fiscal Year</th>
<th>Spectroradiometers</th>
<th>Solar Simulators</th>
<th>Filtered Radiometers</th>
<th>Reflection/Transmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>13</td>
<td>15</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2020</td>
<td>14</td>
<td>7</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>2021</td>
<td>17</td>
<td>10</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 6. SolarSIM-G (mounted highest on the left side of the tracker) being calibrated against the EKO WISER on a global normal (two-axis) tracker

3.1.1.4 Solar Resource Gap-Filling and Forecasting
NREL, in collaboration with the Department of Applied Mathematics and Statistics at the Colorado School of Mines (Mines), applied a machine learning-based forecasting method using
measured and modeled historical data sets while investigating the presence of long-term trends in those data sets. This research will directly benefit the field of solar measurements and modeling by providing additional useful information to PV plant operators, solar developers, and financiers. Methods and results from this research will possibly have applicability in many other disciplines, including geography, ecology, environmental science, aerospace engineering, and forestry, among others.

The first project focused on a data imputation process to obtain a complete and reliable temporal and spatial data series. This study focused on imputing temporal scales by applying random and artificial data gaps and then implementing eight imputation methods, including the Kalman filtering and smoothing and stine interpolations. These methods were implemented on 1-minute to half-hourly irradiance data for 1 year using a few locations from the NSRDB and a ground measurement data set. The ground measurement data were obtained from seven National Oceanic and Atmospheric Administration Surface Radiation Budget Network (SURFRAD) stations and modeled data from the NSRDB Version 3.

The following eight imputation methods were selected:

1. **Kalman filtering and smoothing for structural time series**: Kalman filtering, also known as linear quadratic estimation, produces estimates of unknown variables from a series of measurements observed over time by estimating a joint probability distribution over the variables for each time frame. Structural time-series models are set up in terms of their components, which have a direct interpretation (Grewal 2011; Harvey 1990; Welch and Bishop 1995).

2. **Kalman filtering and smoothing for the state-space representation of an ARIMA model**: Kalman filtering is applied to an autoregressive integrated moving average (ARIMA) model, which uses several lagged observations of time series to forecast observations (Grewal 2011; Harvey 1990; Welch and Bishop 1995).

3. **Linear interpolation**: Linear interpolation is a curve-fitting method that uses linear polynomials to construct data points within the discrete range of known data points.

4. **Spline interpolation**: Spline interpolation is a curve-fitting method that uses a piecewise polynomial interpolant to construct data points within a discrete range of known data points (Lyche and Schumaker 1973).

5. **Stine interpolation**: Stine interpolation is a curve-fitting method that uses piecewise rational interpolation to replace missing values (Stineman 1980).

6. **Simple moving average**: Simple moving average calculates an average of the last $n$ observations (Johnston et al. 1999; Ekhosuehi and Dickson 2016).

7. **Linear weighted moving average**: Linear weighted moving average calculates an average of the last $n$ observations through applying weighting factors that decrease in a linear fashion (Ekhosuehi and Dickson 2016).

8. **Exponential weighted moving average**: Exponential weighted moving average calculates of the last $n$ observations through applying weighting factors that decrease exponentially, never reaching zero (Johnston et al. 1999; Ekhosuehi and Dickson 2016).

Figure 7 shows the flowchart of the process of the gap-filling method implementation. The performance of the models was checked. To further measure the method performance, the strings of consecutive NA values in the NRSDB Kt series, both originally missing and synthetically created gaps, were partitioned into varying bin sizes. Each method’s imputation performance was...
measured for all six NA bin sizes across three separate groups: (1) Bin 1: 1 consecutive NAs, (2) Bin 2: >1 consecutive NA, (3) Bin 3: 1–2 consecutive NAs, (4) Bin 4: >2 consecutive NAs, (5) Bin 5: 1–3 consecutive NAs, and (6) Bin 6: >3 consecutive NAs. Dividing the bin sizes into three separate groupings allowed for testing the sensitivity of the imputation methods to gap size. For example, the following figures show that the spline interpolation’s imputation performance significantly suffered when implemented on large gap sizes.

Figure 7. Flowchart of the data imputation process for the solar irradiance data

The results demonstrated that some of the simpler methods, such as the stine and linear interpolation methods, were the relatively best models based on the statistical metrics for imputing NSRDB and ground measurement data, respectively.

Figure 8 shows the mean bias error (MBE) and root mean square error (RMSE) results for each method and bin size for the Bondville, Illinois, NSRDB site. Spline interpolation performed significantly worse than the other methods in imputing the missing values for bins 2, 4, and 6. The remaining methods performed similarly for all bin sizes except Bin 2, in which the stine interpolation had a comparatively low RMSE value. For graphical purposes, the absolute values of the MBE were used to visually compare the bias across the methods. Like with RMSE, the spline interpolation had the highest bias across bins 2, 4, and 6. The method also had noticeably higher bias than the others for Bin 1. The stine interpolation and the moving average methods exhibited the lowest bias; however, the Kalman filtering methods and linear interpolation did not have comparatively significant higher bias.

For the ground measurement, linear interpolation had the smaller resulting RMSE, though these values did not significantly differ for the stine interpolation. The methods performed most similarly for the Desert Rock, Nevada, location, which has more clear-sky days and therefore fewer missing observations than the other locations.
However, testing the algorithm in 15 ground measurement stations located in India demonstrated a selection of different imputation models; therefore, NREL and Mines made the code versatile to select one model for any location based on the statistical metrics. A suitable data imputation method would assist researchers in obtaining continuous observation of solar radiation.

The second project that NREL and Mines performed was the evaluation of deep learning methods for short- and long-term solar irradiance prediction. This study considered various machine learning prediction models, such as a long short-term memory (LSTM) network, ARIMA, a recurrent neural network, and gated recurrent units to predict daily, weekly, and monthly solar irradiance using the data set from the NSRDB. The study evaluated the skills of these models in predicting the various time horizons of solar irradiance for a few locations around the contiguous United States that represent various climatic conditions. Results from the prediction and evaluation demonstrated that the prediction skills vary temporally and spatially. The results demonstrated that the ARIMA model performed best in terms of MBE, RMSE, and mean absolute error (MAE) compared to deep recurrent neural network methods for both short-term and long-term solar irradiance prediction.

The NSRDB data consist of 22 years of global horizontal irradiance (GHI) observations in 30-minute intervals. The time series are complete with no data gaps. First, for each location, a log-transform was applied to stabilize the variance in the observations. The transform normalized the distribution of the series as well as possible. Next, three subseries of the data were created as follows: the daily totals of GHI, the monthly mean of the daily GHI totals, and the weekly mean of the daily GHI totals. For each subseries, seasonality was removed. For the monthly mean of the daily GHI totals, the seasonality was removed by subtracting the mean for a given month of the year from all data for that month. Similarly, the seasonality was removed from the weekly mean of the daily GHI totals by subtracting the mean for a given week of the year from all data for that week. The seasonality was removed from the daily GHI totals by subtracting the mean for a given day of the year from all data for that day. Last, each time series was converted into a supervised learning problem—as is required for neural network training in Python—such that the dependent variable is a lagged (t-1) version of the response, or the series at time t.

Figure 9 shows an example of the results of short-term predictions for the monthly mean of the daily GHI totals for the NREL location. Each method performed similarly in capturing the
cyclical behavior of the test values. There is no discernible graphical difference among the methods’ predictions; however, when analyzing the statistical metrics, the LSTM resulted in the lowest values for RMSE and mean absolute percentage error (MAPE). ARIMA had the lowest bias highlighted in the MBE result. Overall, the metrics for all four methods were not significantly different. The average run time for the ARIMA model was less than 1 minute, whereas the average run times for the recurrent neural network, LSTM, and gated recurrent units were 4 minutes, 8 minutes, and 7 minutes, respectively.

Figure 9. One-step-ahead prediction for the monthly mean of the daily GHI totals (NREL location)

3.1.1.5 Cooperative Research and Development Agreements

The NREL-SRRL, in collaboration with industry partners, develop and carry out CRADAs with the intent to evaluate radiometers and spectroradiometers. This also provides a framework for industry partners to conduct research to improve and develop new radiometric devices and applications in the future. The overall objective is to provide more accurate, site-specific, and reliable solar resources information required by industry to increase the deployment and improve the operations of PV and concentrating solar power plants.

During FY 2019–FY 2021, NREL carried out multiple collaborations—such as those with EKO Instruments, Kipp & Zonen, and Arable Labs—to test new instruments and evaluate radiometers deployed at the NREL-SRRL. The following is a summary of the analysis and results that were accomplished in collaboration with EKO Instruments. Some of the instruments deployed under this CRADA at NREL-SRRL are illustrated in Figure 10.
NREL and EKO Instruments collaborated to analyze the performance of radiometers and spectroradiometers.

One-minute data from eight spectrally flat Class A pyranometers measuring GHI for a period of 1 year (June 1, 2020, to July 2, 2021, Comparison Provision 3) were collected from the MIDC (Comparison Provision 8). Table 3 shows the list of pyranometers from various manufacturers, including EKO models. Two of the EKO models (MS-80 and MS-80S) employ new thermopile technology with a faster temporal response (<0.5 second) than traditional thermopile ISO 9060:2018 Class A pyranometers (<5 second).

<table>
<thead>
<tr>
<th>Model</th>
<th>QTY</th>
<th>Correction</th>
<th>Ancillary Equipment</th>
<th>Calibrated by</th>
<th>Manufacturer</th>
<th>ISO 9060:2018 Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMP22 (labeled as CMP22-vencorr)</td>
<td>1</td>
<td>Thermal offset</td>
<td>External ventilator</td>
<td>BORCAL (NREL)</td>
<td>Kipp &amp; Zonen</td>
<td>Spectrally flat Class A</td>
</tr>
</tbody>
</table>
As shown in Table 3, some pyranometers contain a thermal offset correction supplied by NREL’s BORCAL process. Many studies—including Sengupta et al. (2021), Michalsky et al. (2017), Habte et al. (2017), Younkin and Long (2003), and Dutton et al. (2001)—affirm that a thermal offset correction provides better-quality radiometric data in some radiometers. A reference data set with the lowest possible uncertainty was obtained using a component sum method using a Kipp & Zonen model CHP1 pyrheliometer and a Kipp & Zonen CM22 diffuse horizontal irradiance (DHI) shaded pyranometer (Habte et al. 2017; Habte et al. 2016; Wilcox and Myers 2008).

The MS-80S was calibrated at EKO, but the seven pyranometers were calibrated at NREL using the BORCAL process; therefore, data normalization was necessary to remove calibration biases. The normalization was carried out using Eq. 6 and Eq. 7 by isolating the irradiance data under all sky conditions between 44° and 46° solar zenith angles and summing and then obtaining the ratio of all the data in this solar zenith angle range for the reference data and a unit-under-test pyranometer for the study period (June 1, 2020, to July 2, 2021). The solar zenith angle range conforms to the NREL convention of reporting all broadband radiometer calibrations at a 45° solar zenith angle (Habte et al. 2017; Habte et al. 2016). The ratio for each test radiometer was then used to acquire the new normalized irradiance value by multiplying each test irradiance value for the time interval by the normalization ratio (Eq. 6):

\[
Normalization \ Factor = \frac{\sum I_{\text{Ref}}^{44^\circ \ to \ 46^\circ}}{\sum I_{\text{UUT}}^{44^\circ \ to \ 46^\circ}} \quad \text{Eq. 6}
\]

Where \( I_{\text{UUT}}^{44^\circ \ to \ 46^\circ} \) is the irradiance data under all sky conditions for the unit under test within the 2° solar zenith angle bin and \( I_{\text{Ref}}^{44^\circ \ to \ 46^\circ} \) is the irradiance data of the reference instrument within the same solar zenith angle range.
The new normalized irradiance data from the unit under test were then computed as (Eq.7):

\[ I_{UUT(\text{New})} = I_{UUT} \times \text{Normalization Factor} \quad \text{Eq. 7} \]

Missing data, which accounted for approximately 25\% of the 1-year data, were removed from the analysis. This data gap was for EKO model MS-80S; however, this data gap was resulted from an issue in the data acquisition system. The period of the missing data set was removed from all seven remaining pyranometer data sets before the analysis to ensure a rigorous comparison of the pyranometer data. Moreover, the analysis included data only for solar zenith angles less than 80°, which excludes nighttime, early morning, and late afternoon data.

After implementing data normalization and filtering, NREL’s SERI-QC software package, a data quality assessment tool, was employed for the data set from all eight pyranometers. As stated in the SERI-QC software user’s manual (Maxwell, Wilcox, and Rymes 1993), the software uses three component data—GHI, direct normal irradiance (DNI), and DHI—and calculates the clearness index (K) derived by standardizing the GHI, DNI, and DHI irradiance data to extraterrestrial solar radiation at the top of the atmosphere. These standardized quantities are represented by Kt, Kn, and Kd, respectively. The K values of any one of the three components can be computed from the other two. Further the K values are shown in Figure 11 in conjunction with data quality flags. As described in Maxwell, Wilcox, and Rymes (1993), the data quality flags range from 0–99; the latter refers to missing data, which was taken care of during the data filtering process. NREL applied additional filtering or exclusion processes by using the remaining data quality flags. Data quality flags from 10–97 signify failed two- or three-component tests (flags 10–93); and data fall into a physically impossible region where Kn > Kt by K-space distances of 0.05–0.10 (flag 94), 0.10–0.15 (flag 95), 0.15–0.20 (flag 96), or ±0.20 (flag 97). These criteria of excluding data with data quality flags of 10–97 were implemented when these flags occurred in four or more of the eight pyranometers. This exclusion accounted for approximately 1.5\% of the data set, which is in addition to the 25\% missing data mentioned previously.
Figure 11. Example of SERI-QC software data quality assessment for the (top) EKO model MS-80S and (bottom) Kipp & Zonen model CMP22 vencor. The clearness index, $K_t$, describes these two pyranometers. The reference $K_n$ and $K_d$ are from the BMS DNI and DHI, respectively. Note: The MS-80S was missing 3 months of data in 2020 resulted from a data acquisition problem.

The leftmost chart in Figure 11 shows the most severe flags from among the three components ($K_t$, $K_n$, and $K_d$) at each time interval. The lowest error levels are represented in dark blue, and the highest are shown in red.

The remaining three charts present the relative solar irradiance for the $K_t$, $K_n$, and $K_d$ clearness ranges, where the dark represents overcast or missing data, and white represents clear-sky data.
To analyze the comparison among the different pyranometer models, a partitioning of the sky condition at each time stamp was implemented. A PVLIB clear-sky algorithm by Reno and Hansen (2016) was used to distinguish between clear and cloudy skies.

The analysis was done for each unit-under-test instrument relative to the reference instrument under various sky conditions. The results of the analysis are shown in Figure 12, and for ease of understanding, the results of the comparison were partitioned into 10° solar zenith angle bins. Each blue box represents a 10° bin, and it also represents the upper and lower quartiles (also called an interquartile range) of the data in each bin. The circle in each blue box is a mean, and the black line signifies the median value. Ninety-nine percent of the data set is within the whiskers; beyond the whiskers are outliers, which are plotted by dot symbols.

Figure 12. Comparison of the eight pyranometers relative to the reference data under various sky conditions. The left column is bias in percentage, and the right is in W/m².
The comparison demonstrated that Class A pyranometers on average have small bias relative to the reference data. Under clear-sky conditions, the interquartile range is within approximately ±1% and ±2 W/m². On the other hand, models MS-802 and CMP11 showed relatively higher deviation than the Class A pyranometers. Under cloudy-sky and all sky (cloudy + clear) conditions, the deviation is slightly higher than the clear-sky biases, and, as expected, there are fewer outliers under clear skies.

Further, the external ventilation system for the CMP22-vencorr and SPP appear to assist in improving the relative accuracy of the pyranometer data that are deployed outdoors and exposed to various environmental and meteorological conditions. Under clear skies, the ventilation system reduced the number of outliers. Outliers are mainly caused by snow, frost, soiling, bugs, etc.; therefore, as previously reported, the advantage of external ventilators is twofold—not only does the external ventilation system assist in reducing errors caused by snow, frost, etc., but it also assists in stabilizing the pyranometer body temperature, which, in turn, reduces thermal offset errors (Sengupta et al. 2021; Michalsky et al. 2017; Habte et al. 2016; Younkin and Long 2003; Dutton et al. 2001). The remaining pyranometers, including the EKO MS-80 and MS-80S, are not equipped with external ventilation systems; therefore, the data are prone to outliers when compared to a ventilated reference. However, these two pyranometers are fast-response radiometers (< 0.5 second) that can capture relatively fast-changing atmospheric conditions compared to the rest of the pyranometers, including the reference radiometers. Consequently, some of the outliers observed from these two radiometers (EKO MS-80 and MS-80S) can be accurate data, which might have happened under fast-changing atmospheric conditions, and they were not captured by the relatively slow time response of the reference instrument (5 seconds).

Similarly, a pyrheliometer (measuring DNI) comparison was completed. DNI data sets are traditionally collected using pyrheliometers mounted on a tracker. The NREL-SRRL BMS is equipped with multiple pyrheliometers mounted on trackers, including the EKO MS-57 pyrheliometer (Table 4). The evaluation of the pyrheliometers was done by comparing each unit under test to the reference DNI measurements, which were taken by a Kipp & Zonen CHP1 pyrheliometer. As described and reported previously, this reference pyrheliometer has lower calibration and measurement uncertainty; however, more studies are needed to corroborate these previous studies (Sengupta et al. 2021; Michalsky et al. 2017; Habte et al. 2016; Younkin and Long 2003; Dutton et al. 2001) because in recent years many technological advancements have been made in the radiometry industry to reduce uncertainty. It is safe to assume that any of the Class A pyrheliometers can be a reference pyrheliometer based on the results obtained in this study. Note also that the EKO MS-57 pyrheliometer—a fast-response, spectrally flat, Class A pyrheliometer—has an advantage in capturing and quantifying fast-changing atmospheric conditions compared to a similar class of spectrally flat pyrheliometers with relatively slower time responses.

The data filtering, normalization, and data quality assessment were carried out in the same way as the GHI analysis. Figure 13 shows the data quality assessment using SERI-QC.
# Table 4. Pyrheliometer List

<table>
<thead>
<tr>
<th>Model</th>
<th>QTY</th>
<th>Calibrated by</th>
<th>Manufacturer</th>
<th>ISO 9060:2018 Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHP-1a</td>
<td>1</td>
<td>BORCAL (NREL)</td>
<td>Kipp &amp; Zonen</td>
<td>Spectrally flat Class A</td>
</tr>
<tr>
<td>CHP-1</td>
<td>1</td>
<td>BORCAL (NREL)</td>
<td>Kipp &amp; Zonen</td>
<td>Spectrally flat Class A</td>
</tr>
<tr>
<td>sNIP</td>
<td>1</td>
<td>BORCAL (NREL)</td>
<td>Eppley Laboratory, Inc.</td>
<td>Spectrally flat Class A</td>
</tr>
<tr>
<td>MS-57</td>
<td>1</td>
<td>BORCAL (NREL)</td>
<td>EKO Instruments, Inc.</td>
<td>Fast response Spectrally flat Class A</td>
</tr>
</tbody>
</table>

a Reference pyrheliometer
This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.

Figure 13. Example SERI-QC software data quality assessment for (top) an EKO MS-57 and (bottom) an Eppley Laboratory, Inc., sNIP. The clearness index, Kn, describes these two pyranometers. For SERI-QC, the units under test were compared with the NREL-SRRL BMS global and diffuse instruments.

Data sets from three pyrheliometers were included in this evaluation. Figure 14 demonstrates the comparison results under various sky conditions. The clear-sky conditions demonstrated smaller differences among the instruments than the cloudy sky conditions. For the GHI analysis, the differences were further divided into various solar zenith angle ranges; however, solar zenith angle dependence is not likely for pyrheliometers.
Under cloudy conditions, the EKO MS-57 demonstrated relatively higher differences. This could be because this particular pyrheliometer has a fast time response (<0.2 second), and therefore fast-moving clouds are captured in the measurement but not by the reference instrument, which has a response time <5 seconds.

![Figure 14. Comparison of the three pyrheliometers relative to the reference data under various sky conditions. The left column is bias in percentage, and the right is in W/m².](image)

3.1.1.6 Operate and Update the Baseline Measurement System

The NREL-SRRL hosts a BMS that provides real-time, high-quality baseline data using instruments from various manufacturers for research and standards development. The BMS data sets are unique because of their completeness, are of the best achievable quality, and therefore
are used for measurement research and instrument development. All radiometers in the BMS are calibrated using either the BORCAL or NREL’s optical metrology spectral calibration service. The BMS includes more than 100 instruments that measure independent components of solar radiation and meteorological conditions and represent current and past instruments from all major manufacturers. These data are widely used by researchers and industry, with more than 20,000 users per quarter, and they provide the basis for the development of standards. Collaborative research with universities and industry conducted using the BMS helps reduce the cost and improve the accuracy of radiometric measurements. NREL also conducts active research on identifying sources of uncertainty in measurements and developing processes to reduce those uncertainties.

3.1.1.7 Data Quality

Evaluating the performance of PV cells, modules, and arrays that form large solar deployments relies on accurate measurements of the available solar resource; therefore, determining the accuracy of these solar radiation measurements provides a better understanding of investment risks. This becomes especially important as deployment size and investment costs increase to the hundreds of millions of dollars. The accuracy of measurements is also important for acceptance testing and operations. NREL maintains a suite of the highest quality solar radiation measurement systems following the best practices for industry (Sengupta et al. 2021). These instruments provide a continuous stream of quality data for baseline research through the continuous application of data quality evaluations using NREL’s SERI-QC software (Maxwell et al. 1993). The results of the assessment for FY 2016–FY 2021 are illustrated in Figure 15.

![Figure 15. Quarterly MIDC data quality report](http://www.nrel.gov/midc/)

3.1.2 Dissemination of Data and Models

Through this activity, NREL collected and disseminated access to quality-controlled, traceable measurements to users in real time for the NREL-SRRL and other partner sites around the country that take quality solar radiation measurements throughout the United States. All historical and real-time measurement data are made available through the MIDC portal4 (Stoffel

---

and Andreas 1981). Figure 16 shows the location distribution of the stations whose data are disseminated by the MIDC.

**Measurement and Instrumentation Data Center (MIDC)**

![Map of NREL MIDC stations](image)

**Figure 16. NREL MIDC station map**

NREL keeps track of visits to the MIDC website that provides access to the NREL-SRRL data. Figure 17 shows user statistics for the MIDC and the grid modernization web page that holds archived solar resource data and solar resource models.⁵

---

Further, NREL has been submitting BMS data to the World Radiation Data Center (WRDC), which publishes surface radiation data collected from the world radiometric network. The WRDC is a recognized World Data Center sponsored by the World Meteorological Organization. The WRDC centrally collects and archives radiometric data from around the world to ensure the availability of these data for research by the international scientific community. The WRDC issues the publication “Solar Radiation and Radiation Balance Data (The World
Network) with the purpose of providing the users with data on solar radiation, radiation balance, and sunshine duration in a convenient and readily accessible form.

### 3.2 Task 2: Standards Development and Knowledge Sharing

A lack of common terminology, common methods, or awareness of national or international best practices, can lead to over- or underestimates of the available resource and long-term performance of a given solar power facility with higher uncertainty than warranted. These problems can result in over- or undersized equipment, increased financing costs, or poor plant financial performance. Standardization of data sets and models enables industry to develop widely accepted protocols for various stages of solar project development and operations. This reduces barriers to financing and reduces warranty costs. NREL developed and regularly updates the Best Practices Handbook for the Collection and Use of Solar Resource Data for Solar Energy Applications. This task supports NREL leadership in standards, best practices, and their timely dissemination to the U.S. solar energy industry, including manufacturers and developers (Figure 18).

There were two subtasks under this task.

1. Lead and contribute to the development and update of standards under ASTM and ISO.
2. Lead and contribute to activities under IEA PVPS Task 16.
3.2.1 Develop, Update, and Disseminate Standards

NREL provided continued leadership in the development of standards that are relevant to the measurement and modeling of solar radiation for solar energy applications. Some of these standard bodies include the ASTM Subcommittee G03.09 on Radiometry, which is under the ASTM Committee G03: Weathering and Durability, and ISO TC 180/SC 1 Climate – Measurement and Data. The subcommittees promote knowledge and stimulate research on the calibration and specification of radiometers, the development of reference spectral irradiance, and radiometers’ recommended field practices.
3.2.1.1 New Standards

- ASTM G222-21 – Standard Practice for Estimation of UV Irradiance Received by Field-Exposed Products as a Function of Location.\(^6\) The scope of this standard describes the method to estimate the total solar ultraviolet irradiance on a horizontal surface as a function of air mass and geographic location. The standard provides a model for calculating global horizontal ultraviolet irradiance from GHI data for a specific location.

3.2.1.2 Standards Balloted and Reapproved During FY 2019–FY 2021

- ASTM G222-21 – Standard Practice for Estimation of UV Irradiance Received by Field-Exposed Products as a Function of Location

3.2.1.3 Standards Balloted and Under Revision

- ISO/CD 9847 Solar Energy – Calibration of Pyranometers by Comparison to a Reference Pyranometer

---

\(^6\) See [https://www.astm.org/Standards/G222.htm](https://www.astm.org/Standards/G222.htm).

\(^7\) See [https://cie.co.at/publications/recommended-reference-solar-spectra-industrial-applications](https://cie.co.at/publications/recommended-reference-solar-spectra-industrial-applications).
3.2.2 Update of Solar Resource for Solar Energy Applications Handbook

Solar energy is fast becoming a major contributor to power production for many utilities around the world; however, data to understand and plan for this massively abundant energy resource is not always straightforward because the state of the art in solar resource data continually evolves and adopts advanced techniques. To help stakeholders stay abreast of the latest in solar resource data, the NREL, in collaboration with IEA PVPS Task 16 and SolarPACES technology programs published the third edition of the Best Practices Handbook for the Collection and Use of Solar Resource Data for Solar Energy Applications.8

The handbook covers the rapid evolution in the field of solar resource assessment and forecasting for solar energy applications. This handbook comprehensively describes the state of the field and serves as a reference document to stakeholders ranging from science to solar energy professionals and in solar applications that span concentrating solar power, PV, daylighting, and solar heating and cooling.

The rapid growth of the PV industry—in both the size of the installations and the penetration levels—boosted the need for accurate solar data for planning and operation. Similarly, during this rapid growth, significant enhancements in the knowledge of solar resource assessment and forecasting were attained, which are now included in this handbook. Distinct from past editions of the handbook, the third edition also features a new chapter on relevant meteorological parameters, such as wind, temperature, aerosols, and others. Another distinct focus in this edition was on the increasing importance of artificial intelligence applied to forecasts.

By helping solar stakeholders understand the nature of solar radiation, its variation around the world, and its evolution over time, this handbook contributes to making solar energy more predictable and more easily integrated into our energy systems.

3.3 Task 3: Reference Cell Calibrations and Spectral Measurement and Modeling for Photovoltaic Applications

Reference cell calibrations are provided by manufacturers, but they are calibrated indoors or outdoors using IEC 60904-4, and the calibration is only valid for normal incidence. The goal of this effort is to expand the validity of calibrations through developing new methods/processes similar to those used for NREL’s ISO-accredited BORCAL process, which considers all angles of incidence.

3.3.1 Calibrations of Reference Cells Using Global Measurements

The objective of this subtask is as follows:

- Develop outdoor calibration method for reference cells using the NREL’s BORCAL method.
- Acquire and use temperature correction equation and coefficients from NREL’s Cell and Module Characterization Lab.

---

8 See https://www.nrel.gov/docs/fy21osti/77635.pdf.
• Use spectral radiometer measurements and IEC/ASTM G173 standard reference spectra for spectral mismatch correction estimates.

NREL, PV Performance Labs, and the University of Oregon worked together to accomplish the planned objectives. PV Performance Labs, under a subcontract, delivered reports and submitted a journal paper that discussed the calibration comparisons between indoor and outdoor methods and the characterization of PV reference cells. One deliverable was titled *PV Reference Cells for Outdoor Use: An Investigation of Calibration Factors* and compares calibration factors from the manufacturer, NREL’s Cell Lab, and BORCAL for many commercially available reference cells. The study analyzed 39 reference cells that were obtained from 6 different manufacturers in the United States, United Kingdom, and Germany (Table 5). These reference cells differ in design, including size and type of cells, style and materials of the enclosure, mounting method, temperature sensing, and electrical interface. Nevertheless, most used monocrystalline silicon cells laminated under nontextured, low-iron float glass. Several polycrystalline cells were also included to investigate to what extent these might perform differently, whereas the filtered cell from Atonometrics and the amorphous cell from IKS Photovoltaik were included to see whether they offer any unique benefits. These reference cells are grouped by the letters P (polycrystalline), F (filtered), and A (amorphous), respectively, where relevant. Note: Four of these models were evaluated in a previous study (Driesse and Zaaiman 2015), which provides insight into the reproducibility of the result.

Table 5. Types of Reference Cells Used in This Study

<table>
<thead>
<tr>
<th>Company</th>
<th>Model</th>
<th>ID</th>
<th>Type/Designation</th>
<th>Fixed Tilt</th>
<th>Single Axis</th>
<th>Dual Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atonometrics</td>
<td>810226-02</td>
<td>RC18</td>
<td>Mono</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Atonometrics</td>
<td>810226-03</td>
<td>RC18</td>
<td>Filtered (for CdTe)/&quot;F&quot;</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EETS</td>
<td>RC01</td>
<td>RC01</td>
<td>Mono</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fraunhofer ISE</td>
<td>51131102</td>
<td>WPVS</td>
<td>Mono</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IKS Photovoltaik</td>
<td>ISET</td>
<td>ISET</td>
<td>Mono</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>IKS Photovoltaik</td>
<td>ISET-aSi</td>
<td>ISET</td>
<td>Amorphous/&quot;A&quot;</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IKS Photovoltaik</td>
<td>ISET-poly</td>
<td>ISET-P</td>
<td>Poly/&quot;P&quot;</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMT</td>
<td>Si-mV-85-PT1000</td>
<td>Si2</td>
<td>Mono</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NES</td>
<td>SOZ-03</td>
<td>SOZ-03</td>
<td>Mono</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NES</td>
<td>SOZ-03-P</td>
<td>SOZ-03-P</td>
<td>Poly/&quot;P&quot;</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9 See https://www.nrel.gov/docs/fy21osti/80437.pdf.
Comparing the NREL Cell Lab and the factory calibration factors showed that the monocrystalline calibrations were, on average, 0.8% higher than the Cell Lab. The two monocrystalline outliers were World Photovoltaic Scale (WPVS) cells from Fraunhofer ISE that were found to be 0.6% and 1.0% lower than those from the NREL Cell Lab; however, even with the bias, all these differences fall within the range of expectations. That is, the NREL calibrations have an uncertainty of approximately 0.9% (k=2), and the other manufacturers quote uncertainties ranging from 1.4%–3.0%.

For the non-monocrystalline cells, the largest observed differences were from amorphous cells, “A,” from IKS that were higher by +6.6% and +9.3% (Figure 19). For these cells, the factory calibration was performed in 2012; therefore, some of the differences could be attributed to the instability of the calibration factors since the last calibration date. The pair of filtered monocrystalline cells, “F,” from Atonometrics demonstrated the second highest differences, which could be related to how the references were calibrated in the factory. The manufacturer’s certificate states that the filtered monocrystalline reference cells were calibrated outdoors using a monocrystalline cell as a reference, and this approach could possibly create a spectral mismatch between the reference device and the unit under calibration. The two IKS polycrystalline cells, “P,” demonstrated smaller differences and were in the same range of differences as the IKS monocrystalline cells. Furthermore, most of reference cell calibrations, regardless of type, were positively biased with respect to the Cell Lab.

![Figure 19. Differences in factory calibration factors from NREL’s Cell Lab calibrations (unmarked: monocrystalline, F: filtered, P: polycrystalline, A: amorphous)](Figure 19. Differences in factory calibration factors from NREL’s Cell Lab calibrations (unmarked: monocrystalline, F: filtered, P: polycrystalline, A: amorphous))

The short-circuit current ($I_{sc}$) of PV cells, and therefore the irradiance signal of reference cells, is primarily caused by the decrease in bandgap energy with increasing temperature that broadens the spectral response toward the infrared (Osterwald et al. 2015). For most practical applications, this observed change in current with temperature, $dI_{sc}/dT$ (typically referred to as $a$ or TC), can be considered constant, although over a full range of operating conditions, the TC can vary up to 20% for a given sky condition (i.e., spectral distributions of incident irradiance) and varying spectral responsivity of the cell due to temperature and cell type.

Salis et al. (2019) reported that the uncertainty associated with the $I_{sc}$ temperature coefficient measurements is significant, which affects the uncertainty of the TC. As shown in Figure 20, there are large differences between the reported specifications from the manufacturer and those from the Cell Lab-measured TC for the filtered cells, “F,” and the polycrystalline cells, “P.” For
example, “F” demonstrated negative measured coefficients reported by the manufacturer, but they were positive in the NREL Cell Lab.

![Figure 20. Comparison of factory temperature coefficients to those determined by NREL’s Cell Lab](image)

Overall, the temperature correction (TCOR) of the reference cell output as used in this work was calculated using Eq. 8:

$$ TCOR = 1 + (TC \times (T_{cell} - 25)) $$  \hspace{1cm} \text{Eq. 8}

where $T_{cell}$ is the measured temperature of each device (or an adjacent unit of the same type).

### 3.3.2 Measurement and Data Capabilities

The objective of this subtask was to deploy reference cells in multiple locations with different climatology for evaluating measurements using high-quality broadband measurements with thermopile radiometers. The deployment took place at both NREL and University of Oregon locations that were equipped with spectral radiometer and thermopile radiometers. (Figure 21 shows the NREL deployment setup.)

This subtask performed the following list of calibration and measurement activities:

1. Calibrated all thermopiles, spectral radiometers, and reference cells
2. Collected data for horizontal, fixed-tilt, one-axis, and two-axis tracking systems at NREL
3. Continued measurement of one-axis spectral, reference cell, and thermopile measurements at the University of Oregon
4. Collected and distributed spectral and reference cell measurement information through the MIDC for the NREL and University of Oregon sites
3.3.3 Modeling and Validation

The objective of this subtask was to analyze measurements at NREL to accurately characterize the angle of incidence (AOI) and spectral effects using measurements from one-axis, two-axis, fixed-tilt, and horizontal systems.

PV Performance Labs and the NREL-SRRL team continued the characterization of PV reference cells. As a background, as stated in ASTM E2848-13(2018), reference cells are well suited for acceptance testing of newly installed PV systems. The irradiance obtained from reference cells reduces the uncertainty of the acceptance testing result. The standard recommends understanding and possibly quantifying the uncertainty introduced to the reference cell from such causes as spectral, directional, and temperature response errors; therefore, the study attempted to understand, quantify, and demonstrate the various sources of uncertainties of reference cell data. To accomplish this, the study developed reference data for comparison purposes using a weighted mean of the sensor values. The highest weights were assigned to the sensors that qualitatively had the fewest and smallest deviations during a preliminary comparison with the median. This turned out to be effective for illustrating differences but otherwise remains an imperfect reference. A percentage deviation statistic metric was calculated for the filtered data and the result is presented as follows using two types of charts:

1. A sun path diagram where the deviation metrics were binned by sun azimuth in 2.5° increments and by sun elevation in 1° increments, and the median value in each bin is
coded in color. The color scale was stepped so that a numeric value can be determined easily with a precision of 0.5% ranging from ±2.5%.

2. A time chart where the result showed a colored point representing the cell temperature for the percentage deviation of every measurement. The vertical range was expanded to ±10% to show extremes that are hidden from view by the median in the sun path diagram.

Using these metrics and charts, the result hereafter shows the directional, spectral, and temperature response analysis as well as the nonlinearity. The directional response analysis was focused on the fixed-tilt (latitude-tilt) orientation because the effect of this is moderate to minimum for the one-axis and two-axis tracking orientations, respectively. In the sun path diagram (Figure 22), the horizon created by the fixed-tilt POI (AOI = 90°) is drawn with a double line. The other double line is the geographic horizon, showing mountains to the south and west. The sun path diagram in Figure 22 shows IMT Si2, which has a very abrupt drop in irradiance response just before the sun sets on the horizon of the tilted plane. The cause for this appears to be the raised edge of the enclosure that partly shades the cell at very high incidence angles.

![Figure 22. Effect of raised edge on IMT Si2](image22)

A very different pattern with a substantial asymmetry is shown in Figure 23. In the morning, the EETS RC01 has an enhanced response, especially near the tilted plane horizon, whereas in the evening, its response is somewhat lower than the reference data.

![Figure 23. Effect of asymmetric white border on EETS RC01](image23)

The University of Oregon and the NREL-SRRL team performed a similar study approaching the characterization of PV reference cells from the modeling perspective to model reference cell
output using spectral and temperature data. An enhanced model was developed that incorporates the average AOI factor from beam, diffuse, and ground-reflected irradiance (Figure 24).

![Figure 24. The relationship between the measured irradiance and the modeled reference cell measurement](image)

The first approach of this study was published in *Solar Energy*, titled “Improved Field Evaluation of Reference Cells Using Spectral Measurements” (Vignola et al. 2020). The study analyzed the output from an IMT reference solar cell mounted on a one-axis tracking surface using spectral measurements covering the range from 350 nm–1650 nm for selected days throughout the year. Comparisons are made to a Class A pyranometer also mounted on the one-axis tracking surface. Systematic biases over the day and year were observed in the ratio of the reference cell measurements to the reference pyranometer measurements. This systematic bias is associated with the spectral, temperature, and AOI effects that differ between the reference cell and the reference pyranometer (Figure 25). The comparison was done for selected clear and totally cloudy days to determine the magnitude of the effects and to characterize the influence of these effects on the reference cell measurements. A model to calculate the reference cell output based on spectral irradiance and reference cell temperature was introduced.
Figure 25. (Top left) Relative spectral responsivity of an IMT mono-silicon reference cell. Measurements were made at 24°C and 45°C under a NIST-calibrated lamp. (Top right) Relative change in clear-sky spectral intensity at different times of the day normalized to one at 500 nm on September 13, 2018. Early morning (6:00—solar zenith angle = 87°) and late afternoon (17:30—solar zenith angle = 82.5°) exhibit a dramatic shift in the spectral distribution from distributions during the middle of the day. (Bottom) Comparison of average responsivity calculated with wavelengths from 350 nm–1249 nm, wavelengths from 350 nm–1650 nm, and the use of broadband data for the denominator. The three sets of average R values are set equal at 47°.

The modeled reference cell output (RC) for is proportional the sum of the spectral and temperature dependence of the reference cell $R(I_\lambda, T_\lambda)$ times the spectral irradiance $I_\lambda$ times transmission of the irradiance through the glazing $F(AOI)$, see Eq. 9.

$$RC = K \cdot \sum_{280nm}^{4000nm} R(I_\lambda, T_\lambda) \cdot I_\lambda \cdot F(AOI)$$

Eq. 9

where $K$ is similar to a responsivity that relates the measured current or voltage to the total irradiance, $\lambda$ is the wavelength, and $T_\lambda$ is the spectral temperature sensitivity of the reference cell. The values of $R(I_\lambda, T_\lambda)$ are determined from the normalized quantum efficiency of the reference cell determined using a solar lamp at the NREL laboratory. To simplify the calculation, the
transmission of light through the glazing, \( F(AOI) \), was assumed to be independent of the wavelength. When pulling \( F(AOI) \) out of the sum over wavelengths in Eq. 9, the integrated reference cell responsivity times the spectral responsivity, \( \tilde{R} \), was obtained.

To test the postulated relationship IMT measurements the \( K \) ratio values were determined by dividing the measured IMT values by \( F(AOI) \) times \( \tilde{R} \).

\[
K = \frac{IMT}{F(AOI) \cdot \tilde{R}} \tag{Eq. 10}
\]

The more consistent the \( K \) value is over all solar angle and types of irradiance, the more comprehensive the postulated relationship.

To minimize the influence of the angle of incidence, the data collected on a two-axis tracking surface were studied. For the beam irradiance, the sensors would be perpendicular to the incident radiation and \( F(AOI) \) would be 1. \( F(AOI) \) for the various diffuse components were less than one and when included in the calculations, a more consistent \( K \) value was obtained. The irradiance on the two-axis tracker was broken down into the beam and diffuse components using the Perez model (Perez et. al, 1990) and the transmission of diffuse light through the glazing, \( F(AOI) \), was calculated using the Marion model (Marion, 2017).

The study found that under clear sky conditions that the \( K \) factor for the IMT reference cell was approximately 1.70 ± 0.02 at a 95% level of confidence in July and December. Under totally cloudy conditions, \( K \) was 1.70 ± 0.07 in July and 1.69 ± 0.08 in December. It was found that modeling the \( F(AOI) \) for the diffuse components shifted the results by several percent and were necessary to obtain a consistent \( K \) value over the clear and cloudy conditions and over the year (see Figure 26). For a more detailed discussion see Vignola, et. al, 2021.

![Figure 26: Plots of the ratio of the measured IMT output compared with the calculated IMT output in July 2020 under clear skies and in December 2020 under totally cloudy skies at the NREL-SRRL in Golden, Colorado. Examples show the value of using the \( F(AOI) \) calculated modeling the diffuse transmission of light through the glazing.](image)
3.3.3.1 National Solar Radiation Database Spectral and Measured Spectral Comparison

A recent effort by NREL led to a new radiative transfer model, the Fast All-Sky Radiation Model for Solar Applications with Narrowband Irradiances on Tilted surfaces (FARMS-NIT), to efficiently compute spectral irradiances in the POA. This model has been implemented in the NSRDB to provide PV resource in both narrowband and broadband wavelengths. A study was conducted to evaluate the spectral irradiances from the PV resource data set using surface-based observations at the NREL-SRRL and the University of Oregon. The results demonstrate that the PV resource has a generally good agreement with the long-term observations in both clear-sky and cloudy-sky conditions. Further research is needed to reduce the overestimation of visible irradiances in clear-sky conditions and the underestimation of near-infrared irradiances in cloudy-sky conditions.

In this study, the spectral irradiances from the PV resource data were evaluated using surface-based observations at the NREL-SRRL and the University of Oregon. For the NREL-SRRL, the spectral irradiances were measured by a horizontal EKO WISER spectroradiometer system consisting of a set of instruments, such as the MS-711 and the MS-712. The spectral data on the horizontal surface were given at 1-nm intervals ranging from 350 nm–1650 nm. For the University of Oregon, the spectral data were measured by a MS-711 mounted on a one-axis tracking system to cover 1-nm intervals ranging from 300 nm–1100 nm.

Figure 27. A comparison of spectral irradiances on a (left) clear-sky and a (right) cloudy-sky scene at the University of Oregon

Note that any data point is not exact, and there are uncertainties associated with the data. Even if the data do match, there is still uncertainty in the data, and the match can only be as good as the data or model. Still, it always builds confidence in the model for the modeled and measured data match, even if there are systematic uncertainties and biases in the measured data. It is useful to look at clear-sky and cloudy-sky conditions over the year to see how well models and data match. Figures 27 and 28 illustrate the spectral irradiances at NREL-SRRL and the University of Oregon, respectively. The curve of the measured data is smoother than that of the modeled data.
because the measurements by the spectroradiometers are recorded at 1-nm separations, and the spectral model data are recorded at smaller wavelength intervals. More importantly, the measured data at a given wavelength also include measurements from other nearby wavelengths because the spectroradiometer has an average full width at half maximum of less than 7 nm. This has the effect of averaging over a range of wavelengths. If the full width at half maximum is a Gaussian distribution and is consistent over all wavelengths, the effect of this spread can be calculated; however, without actual laboratory tests, it is difficult to address this issue in a comprehensive manner. The spectroradiometer also has a directional response that is better than 5% for the MS-711. This can affect any comparison. On the one-axis tracker, the spectroradiometer is pointing more toward the sun and should have minimal directional effects; however, that must be proven. Figures 27 and 28 show that the clear-sky irradiances from the PV resource data are underestimated in the visible wavelengths, whereas a much better agreement can be found in the near-infrared wavelengths. This probably indicates an underestimation of the transmittance of the aerosol. For cloudy-sky conditions, however, the spectral irradiances from the PV resource data are underestimated. At specific wavelengths, e.g., 950 nm, the modeled and measured data can be considerably different. This is caused by the spectral measurements having a full width at half maximum of 7 nm or less; therefore, the measurement at a given wavelength is a combination of measurements from the surrounding wavelengths as well as at the given wavelength.

Figure 28. A comparison of spectral irradiances on a (left) clear-sky and a (right) cloudy-sky scene at NREL-SRRL

It can be concluded that the PV resource data have a generally good agreement with the long-term observations; however, some differences are noticeable. The clear-sky irradiances at visible wavelengths are underestimated by the PV resource data. This is probably caused by the uncertainty in the aerosol optical depths at the wavelengths. On the other hand, the cloudy-sky irradiances at near-infrared wavelengths are slightly overestimated by the PV resource data. Larger differences between the PV resource data and the surface observations can be seen at specific wavelengths that are particularly sensitive to water vapor absorption. This can be related to the relatively coarse wavelength resolution in the observations as well as the influence from
the surrounding wavelengths. Moreover, some of the differences observed could also be attributed to the uncertainty of the spectroradiometers.

### 3.3.3.1.1 Evaluation of Photovoltaic Resource Data from the NSRDB

In our previous work supported by this project, we developed a comprehensive capability to provide spectrally resolved PV resource data from the NSRDB, effectively providing 20 years of hourly data for the contiguous United States at a 4-km by 4-km spatial resolution. We integrated the advantages of the current models and developed an innovative radiative transfer model, FARMS-NIT, to efficiently compute irradiances on inclined PV panels for 2002 narrow-wavelength bands from 0.28 µm–4.0 µm. For clear-sky conditions, the Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) (Gueymard 1995) was employed to rapidly provide the optical properties of a given clear-sky atmosphere. The clear-sky irradiances in the narrow-wavelength bands were computed by considering three paths of photon transmission and solving the radiative transfer equation with the single-scattering approximation. The bidirectional transmittance distribution function of aerosols was given by their single-scattering phase function with a correction using a two-stream approximation. For cloudy-sky conditions, FARMS-NIT uses cloud reflectance of irradiance and the bidirectional transmittance distribution function from a precomputed lookup table by the libRadtran model with a 32-stream Discrete Ordinates Radiative Transfer (DISORT) (Stamnes et al. 1988). The cloud reflectance and bidirectional transmittance distribution function are combined with the clear-sky properties to efficiently compute spectral irradiances on the land surface and POA irradiances.

These data are now available free to users directly through a geographic information system-based web interface10 as well as through an application programming interface (Sengupta et al. 2018; Xie and Sengupta 2018; Xie, Sengupta, and Dooraghi 2018; Xie, Sengupta, and Dudhia 2016). Users of these data can conduct more accurate prefeasibility studies and assess multiple PV technologies. To promote the use of the PV resource data by widely used models—such as PVSyst; NREL’s System Advisor Model (SAM) (Blair et al. 2014); and PlantPredict, designed by First Solar—it is important to understand the performance and accuracy of the data as evaluated by surface-based observations. In this quarter, we analyzed long-term observations (2013–2018) from six surface sites operated by the First Solar to evaluate the PV resource data provided by the NSRDB. Figure 29 illustrates the locations of the surface sites at Picture Rocks, Arizona; Neenach, California; Deming, New Mexico; Calipatria, California; and London, Ontario (Canada). Note that the blue spots represent the availability of fixed-tilt observations, and the red spots represent measurements from one-axis tracking systems. The green spots indicate that both fixed-tilt and one-axis tracking observations are available (see more site information in Table 6). The GHI is measured by all sites using a number of Kipp & Zonen CMP11 pyranometers.

Figure 30 compares GHI between surface observations and PV resource data from the NSRDB. The blue bands represent the variations in the surface observations from different pyranometers. It is clear that the PV resource data have reasonable agreement over all sites under both clear-sky and cloudy-sky conditions; however, the 30-minute resolution PV resource data are insufficient to represent the rapid variations in solar radiation, as shown in the 1-minute observations (e.g., in

---

10 See [https://nsrdb.nrel.gov](https://nsrdb.nrel.gov).
Figures 30d and 30f). This bias should be reduced using the next generation of satellite data with an improved temporal resolution. Further, the observational uncertainty from different instruments might affect the accuracy of the evaluation, as shown in Figure 30b.

Figure 31 compares the long-term GHI from surface observations and PV resource data. The 1-minute measurements of GHI are averaged over each hour and compared with the PV resource data for the surface sites. The GHI data from the PV resource all have a decent performance over time. The MBE, MAE, percentage error, and absolute percentage error (APE) for the sites are given in Table 7. The magnitudes of the error metrics are comparable to those reported in Sengupta et al. (2018). For the surface sites with more clouds (e.g., Site 5 and Site 6), the MBE and MAE are lower than the other sites; however, they have relatively larger percentage errors and APEs due to the increased uncertainty in computing cloudy-sky radiation.

### Table 6. Site Information on the Six First Solar Ground Stations

<table>
<thead>
<tr>
<th>Site No.</th>
<th>Location</th>
<th>Latitude (°N)</th>
<th>Longitude (°W)</th>
<th>Time</th>
<th>CMP1 (horizontal)</th>
<th>CMP1 (fixed tilt)</th>
<th>CMP1 (1-min)</th>
<th>RC (fixed tilt)</th>
<th>RC (1-min)</th>
<th>Tilt Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Picacho Peaks, AZ</td>
<td>32.371535</td>
<td>111.262794</td>
<td>1/1/2013-12/31/2018</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>9</td>
<td>1-min tracking</td>
</tr>
<tr>
<td>2</td>
<td>Namao, CA</td>
<td>34.778913</td>
<td>118.427615</td>
<td>2/1/2013-12/31/2018</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1-min tracking</td>
</tr>
<tr>
<td>3</td>
<td>Deming, NM</td>
<td>32.572799</td>
<td>107.465525</td>
<td>7/1/2014-12/31/2018</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1-min tracking</td>
</tr>
<tr>
<td>4</td>
<td>Calipatria, CA</td>
<td>33.171175</td>
<td>115.484442</td>
<td>12/1/2014-12/31/2018</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>1-min tracking</td>
</tr>
<tr>
<td>5</td>
<td>Sarnia, Canada</td>
<td>42.935160</td>
<td>82.335933</td>
<td>10/1/2016-12/31/2017</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>1-min tracking</td>
</tr>
<tr>
<td>6</td>
<td>London, Canada</td>
<td>42.801388</td>
<td>81.11028</td>
<td>2/1/2013-12/31/2018</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1-min tracking</td>
</tr>
</tbody>
</table>

### Table 7. MBE, MAE, Percentage Error, and APE of GHI from the PV Resource Data in the NSRDB

<table>
<thead>
<tr>
<th>Site</th>
<th>MBE (Wm⁻² um⁻¹)</th>
<th>MAE (Wm⁻² um⁻¹)</th>
<th>PE (%)</th>
<th>APE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site 1</td>
<td>22.38</td>
<td>51.5</td>
<td>5.17</td>
<td>11.91</td>
</tr>
<tr>
<td>Site 2</td>
<td>21.19</td>
<td>48.03</td>
<td>4.9</td>
<td>11.1</td>
</tr>
<tr>
<td>Site 3</td>
<td>21.32</td>
<td>56.27</td>
<td>5.41</td>
<td>14.27</td>
</tr>
<tr>
<td>Site 4</td>
<td>19.76</td>
<td>41.15</td>
<td>5.18</td>
<td>10.8</td>
</tr>
<tr>
<td>Site 5</td>
<td>10.9</td>
<td>34</td>
<td>6.85</td>
<td>21.38</td>
</tr>
<tr>
<td>Site 6</td>
<td>10.6</td>
<td>63.99</td>
<td>3.71</td>
<td>22.38</td>
</tr>
</tbody>
</table>
Figure 29. The location of the six surface sites used in the evaluation. The blue spots represent that observations from fixed-tilt surfaces are available. The red spots represent that those from one-axis trackers are available. The green spots indicate that both fixed-tilt and one-axis tracking observations are available.

Figure 30. Comparison of GHI between surface observations and PV resource data from the NSRDB on May 1, 2015
Solar radiation is routinely measured or computed on horizontal surfaces; however, for greater solar energy gain, PV modules are often inclined with respect to the horizontal plane to reduce the solar incident angle. In contrast to PV modules with fixed-tilt angles, they can also be mounted on a solar tracking system, either rotating along a single axis or having two degrees of freedom to more closely follow the sun’s daily east-west motion as well as the seasonal north-south motion. The global solar irradiance reaching the inclined PV modules are often referred to as POA irradiance.

POA irradiance in system performance simulations is usually computed by transposition models using surface-based observations of GHI and DNI. In this study, we investigate a transposition model developed by Perez et al. (1987) that has been extensively used in solar energy applications (hereafter referred to as the Perez model). This model uses a modified form of the isotropic diffuse radiation on the PV plane to consider the enhanced solar radiation around the circumsolar region. The main equations of the model are given as functions of solar zenith angle, horizontal diffuse irradiance, and direct radiation, where the coefficients of the questions are empirically determined using hourly observations from Trappes and Carpentras, France. Although only 2-year POA irradiances observed by a 45° south-facing plane and vertical planes facing east, south, west, and north were used in developing the model, it shows acceptable accuracy at multiple locations and plane orientations.
The POA irradiance measured by PV modules suffers from an energy reduction caused by the reflection by the glass surface covering the PV modules. According to Snell’s law and the Fresnel equations, the energy reduction can be derived by the effective reflectivity of unpolarized light as a function of the refractive index of the glass and the solar incident angle. With the assumption of infinitely narrow direct solar radiation, the derivation of the AOI correction factor for direct radiation is straightforward; however, the computation for diffuse radiation can be extremely complicated resulted from the solar radiances from multiple directions with various intensities. Marion (2017) significantly simplified this computation by assuming that the diffuse radiation is isotropic. With the assumption, the AOI correction factor can be given by an integral of differential AOI correction factors associated with the solid angles in the field of view. This approach was used to compute the AOI correction factors for two different types of glass surfaces: the uncoated glass (n = 1.526) and the antireflection-coated glass (n = 1.3).

To examine the transposition models and measurement of POA irradiance by reference cell, we collected 1-minute resolution observations by a CMP22 thermopile and an IMT reference cell on a one-axis tracking system at NREL-SRRL. For the model simulation, the 1-minute surface pressure and GHI data observed by a horizontal CMP22 were also collected in 2019. Figure 32 is a flowchart of computing the POA irradiances and comparing them with surface observations. The surface-measured GHI were first applied to the Direct Insolation Simulation Code (DISC) (Maxwell 1987) to compute DNI. The GHI and DNI were then used by the Perez transposition model to numerically calculate the POA irradiance for a PV module on a one-axis tracking system. The POA irradiance was observed by the IMT reference cell. Following the numerical model reported by Marion (2017), the energy reduction by the PV surface reflection was considered by using the AOI correction factors for diffuse radiation associated with uncoated and antireflection-coated glass. The model simulation and corrected observation were compared with the observation from the CMP22 thermopile on the one-axis tracker.
Figure 32. Flowchart for POA comparison

Figure 33 compares the POA irradiances from the model simulation and observation. Compared to the IMT data in the selected 4 days, the computation from the Perez model has greater deviation from the more precise observation by the CMP22, especially in cloudy-sky conditions. Also, the IMT observation without a correction of the PV surface reflection underestimates the POA irradiance. The underestimation becomes more obvious at noon than the other times because the PV surface reflection is determined by the solar incident angle and the magnitude of the POA irradiance. With the correction of the PV surface reflection, the energy reduction is moderated, whereas the correction factor for the antireflection-coated glass leads to even smaller bias.
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Figure 33. Daily solar energy comparison for selected days in 2019

The consequence is consistent in long-term data, as shown in Figure 34, where the daily solar energy are compared over 2019. The annual POA irradiances for the thermopile (Kipp & Zonen
CMP22), the thermopile POA through the Perez decomposition model, the PV reference cell (IMT), the IMT (uncoated), and the IMT (antireflection coated) are 2323, 2393, 2269, 2375, 2355 kWh/m², respectively. The 1-minute resolution data from the model simulation and IMT measurements are compared with the CMP22 in Figure 35, where the green line represents the regression of the data. Based on the MBE, MAE, percentage error, and APE, the Perez model slightly overestimates the POA irradiance and leads to a greater deviation from the CMP22 measurements. The correction factors for the PV surface reflection effectively reduce the measurement uncertainty from the IMT reference cell. The correction factor related to the antireflection-coated glass reduces the IMT measurement error by approximately 50% according to the MBE and percentage error values.

A technical report was published\textsuperscript{11} demonstrating that the NREL-calibrated reference cells have reduced uncertainty in estimated energy generation when compared to energy generation computed using GHI from a thermopile and converted to the same array orientation.

\textsuperscript{11} See https://www.nrel.gov/docs/fy21osti/80260.pdf.
Figure 35. Comparison of 1-minute resolution data for one year from the model simulation and IMT measurements against the thermopile pyranometer CMP22. The green line represents the regression of the data.
4 Path Forward

The NREL-SRRL is an internationally recognized laboratory in solar resource measurements, calibration, and modeling. The NREL-SRRL will continue the work to support R&D projects supported by SETO—including PV performance and characterization, numerous economic and performance models, policy analysis, and grid integration systems—because accurate solar resource data are essential for reducing barriers to achieving SETO’s goals. Further, for decades, DOE has invested millions of dollars in the SRRL and NREL to develop unique capabilities for providing world-class solar resource measurement and modeling techniques.

Therefore, the SRRL project at NREL will continue to provide calibration traceability to the WRR for reference radiometers used by DOE and numerous stakeholders participating in each NPC. Instruments deployed at NREL will be calibrated using the BORCAL facility or the Spectral Calibration Lab, thereby providing ISO-accredited calibrations to broadband and spectral radiometers for instruments that are deployed in the NREL BMS and providing research-quality data important for advancing solar resource characterization, solar resource modeling for various technologies, and the validation and verification of new models. Moreover, the project will seek to develop state-of-the-art instrumentation and methods that enable the adoption of new solar energy technologies. The NREL-SRRL will continue the long-standing leadership roles and involvement in international standardization through the ASTM, the ISO, the IEC, and the IEA. The NREL-SRRL will continue to deploy, develop, and characterize measurements of high accuracy from the BMS to enable advanced radiometry and solar modeling, to support industry to reduce the cost of solar project development, and to develop the capability to use low-cost measurements for effective grid integration.

One task that the NREL-SRRL will continue to perform in the next 3 years is on PV reference cells. In principle, a well-matched PV reference cell deployed near a PV plant in any geographic location will provide an accurate measurement of effective irradiance (the irradiance that is used by PV modules) over the full range of operating conditions: temperature, cloudiness, sun position, season, etc. This contrasts with broadband irradiance measurements from pyranometers, which must be processed using a variety of models to estimate effective irradiance. High-quality reference cell measurements can eliminate these modeling steps and thereby remove the models’ contribution to uncertainty in various project planning and evaluation activities.

The advantage of measuring effective irradiance as opposed to modeling is particularly relevant for evaluating the contribution of reflected radiation to the performance of bifacial modules and systems. Both directional and spectral distributions of reflected radiation strongly differ from the front-side irradiance, and there are currently no practical models to translate rear-side pyranometer measurements into rear-side effective irradiance.

Two additional aspects are important for good reference cell measurements: accurate calibration and long-term stability. This is no different from any other measurement, but few studies have examined these qualities of commercial reference cells. Through this activity, the NREL-SRRL will provide stakeholders with state-of-the-art reference cell measurement approaches to measure effective irradiance, thereby removing the models’ contribution to uncertainty in various project planning and evaluation activities.
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