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Abstract—This paper presents the performance evaluation of a net load management (NLM) engine that balances load and generation in an isolated community to power a critical facility after a grid interruption event (e.g., the loss of a large generation unit). This NLM engine is particularly important for microgrid systems because it provides a high-speed, cost-optimal control solution to coordinate grid-forming inverters and to dispatch grid-following inverters and deferrable loads in microgrid systems to enhance grid resilience and reliability. The NLM algorithm cost-optimally dispatches the grid-following inverters and deferrable loads based on the demanded power and load priorities, and the grid-forming inverters use droop control to form system voltages and share active and reactive power. A controller-hardware-in-the-loop (CHIL) platform is developed to evaluate the control performance of the NLM algorithm with two sequential contingency events of lost generation units. The experimental results indicate that the NLM engine can maintain system stability, achieve the targeted system voltage and frequency, and balance load and generation to serve the critical facility with improved system resilience and reliability.

Index Terms—Droop control, grid-forming inverter, grid-following inverter, net load management.

I. INTRODUCTION

The integration of distributed energy resources (DERs), such as solar photovoltaics (PV), into electric grids has increased significantly during recent years to meet renewable energy targets [1]. With the proliferation of DERs in electric grids, many utilities face challenges integrating large numbers of nonutility devices into operations at all levels and ensuring grid stability and controls over them; therefore, utilities are deploying emerging technologies, such as distributed energy management systems (DERMS), to improve the controllability and visibility of DERs [2]. Further, the intermittent and unpredictable nature of renewable generation makes supply uncertain, which, in turn, requires continuous net load balancing to ensure grid stability and viable operations.

A novel ramp rate control and active power smoothing technique is developed in [3] by shifting between PV and energy storage for net load profiles in large distribution networks where high levels of PV penetration exist. Based on historical data of load and DER generation, reference [4] investigates the potential future change in the net load variability considering increasing shares of wind and solar generation to find a solution for net load balancing. Similarly, a probabilistic day-ahead net load forecasting method using Bayesian deep learning is developed in [5] to capture both epistemic uncertainty and aleatoric uncertainty caused by the increasing integration of renewable generation.

Managing microgrid net load variability also attracts extensive research attention. Reference [6] investigates and compares two options to reduce microgrid net load variability resulting from high penetrations of renewable generation via local and central management. Reference [7] develops an algorithm to determine a bounded (near-optimal) curtailment strategy while simultaneously satisfying practical constraints on strategy switching overhead and curtailment fairness/priority. Residential demand management using deferrable loads and DER dispatch is developed in [8] to smooth net load demand variation caused by the large-scale integration of renewable energy resources.

Even though the mentioned literature has developed solutions/techniques for net load management (NLM) and prediction in distribution systems and microgrids, the work is more site specific. A versatile NLM algorithm is developed in [9] that can be used to provide a fast frequency response via optimal coordination of net load resources, and it can be extended for many other applications. This paper extends the NLM algorithm to dispatching DERs and deferrable loads in isolated communities, and the focus is to demonstrate the viability and stability of the NLM strategy via laboratory controller-hardware-in-the-loop (CHIL) evaluation. The contributions of this paper can be summarized as follows: 1) We model the real-world power system with grid-forming (GFM) and droop-controlled grid-following (GFL) inverters in electromagnetic transient (EMT) simulations, and we show the strategy of stabilizing the isolated system; 2) we present the details of expanding the NLM algorithm for load and generation management in the isolated system; and 3) we evaluate the NLM algorithm using CHIL and a real-world network model running in real time, which provides realistic laboratory testing results and proves the concept of NLM for the viable and stable operation of isolated systems.

II. OVERVIEW OF THE HARDWARE-IN-THE-LOOP SETUP

The overall setup of the hardware-in-the-loop (HIL) platform is presented in Fig. 1, which includes three main elements: the real-time simulation in the digital real-time simulator OPAL-RT, the NLM engine in a computer, and the current control algorithm for GFL inverters in TI DSPs. Note that the measurements and control commands are exchanged between OPAL-RT and the NLM engine through User
Datagram Protocol (UDP). Each element is described in a separate section.

![Diagram](image)

**Fig. 1.** Overview diagram of the integrated HIL platform.

### III. DESCRIPTION OF THE MICROGRID MODEL

The simulated electrical network is developed based on a real power network at the University of Minnesota campus, which has many buildings (here, we simulate eight buildings for the NLM evaluation, and we amend them with extra renewable resources for demonstration purposes), and each building connects multiple DERs and both deferrable as well as nondeferrable loads. The schematic diagram of the electrical network is shown in Fig. 2. This power network can connect with the utility grid under normal operation, and it can also work in fully autonomous mode because the network has multiple GFM sources in case the utility power is not available. The utility voltage source and its buses have a voltage level of 13.8 kV, and the buildings have a voltage level of 480 V. The service transformers are connected between the utility voltage and the buildings. All the elements in the system are three-phase. The building csCu (commercial scale critical infrastructure unit) is the medical centre at the University of Minnesota, csCu, is a critical facility and needs uninterrupted power supply. Nearby buildings that form the central core for this neighbourhood are called central core units (CCus). There are six CCu buildings, as shown in Fig. 2. MOB1 is a mobile auxiliary generation unit available near the University of Minnesota campus.

To better understand the simulated system, the power capacity ratings of the DERs and loads are listed in Table 1. Based on the calculation, we can understand the following: 1) the total generation power (400 kVA) is less than the total demand (750 kVA) of the critical facility, csCu 2) Cold load is connected to Bus 5, and the cold load needs to be connected to the system all the time. For each building, the nondeferrable load is always connected to the system and cannot be interrupted. 3) The capacity of the nondeferrable load in each building is smaller than the available power generation capacity. 4) The total must-serve load capacity is 1140 kVA, and the total generation capacity is 1505 kVA.

The whole system is simulated in eMegaSim in OPAL-RT with a simulation time step of 100 µs. Each DER unit has a detailed control algorithm implemented, such as a phase-locked loop, Park transformation, droop control, power calculation, voltage control, and current control. The average inverter model is used to avoid any additional computational burden. The detailed model of the DERs adds huge computational complexity to the simulation model. To allow for the real-time simulation, the model is partitioned into five groups using the Artemis-SSN Nodal Interface Block in the OPAL-RT Artemis library. The V-type (left and right) interface is selected because the partitioned subsystems are connected to the rest of the system through a line impedance that is inductive. For each subsystem, the maximum allowable number of switches is 10 (single phase). So, the switches that do not change status during the simulation are deleted to keep the number of switches inside each subsystem within 10.

<table>
<thead>
<tr>
<th>Net Load Type</th>
<th>csCu</th>
<th>CCu 3</th>
<th>CCu 4</th>
<th>CCu 5</th>
<th>CCu 6</th>
<th>CCu 7</th>
<th>CS</th>
<th>MOB1</th>
<th>Cold Load 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV1</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>CMS2</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>DL</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>300</td>
<td>225</td>
<td>270</td>
<td>270</td>
<td>100</td>
</tr>
</tbody>
</table>

The nondeferrable loads and the cold load are modeled as constant impedance loads. The deferrable loads in each building are modeled as dynamic PQ loads. As shown in Fig. 2, each building has more than one deferrable load, e.g., csCu has 30, CCu3 has 17, CCu4 has 14, CCu5 has 28, CCu6 has 22, CCu7 has 22, and CCu8 has 5. In total, 138 deferrable loads will be dispatched and controlled by the NLM. Each deferrable load reads the load profile (obtained from real-world measurements taken at the medical center), and the circuit breaker of the load is commanded by the NLM to open/close.

The most important part of the simulated EMT model is the modeling of the GFM inverters. All the battery inverters are modeled as a GFM inverter capable of forming the system voltage and frequency using droop control, and the PV inverters are modeled as GFL inverters to inject the desired amount of power. The control diagram of the GFM inverter is presented in Fig. 3. This is a very commonly used control algorithm for the GFM inverter, which has droop control to generate the \( V_f \), frequency, \( \omega_f \), and phase angle, \( \theta \), double-loop control with voltage and current control loops, and the reverse Park transformation for the average inverter model. More details on the GFM control algorithm can be found in [10].

Modeling the GFM and GFL inverters individually is well studied; however, making the whole model work together and stabilizing it is a big challenge. In total, there are nine GFM inverters, two GFM diesel generators, and seven GFL PV inverters. The GFM inverters share the active and reactive power through droop control, and \( P_{ref} \) and \( Q_{ref} \) are the reference commands used to shift the frequency reference and voltage reference higher than nominal because the output power through power sharing will reduce the frequency and voltage. The strategy is to model the GFM inverters first and ensure that those models are stable and can achieve stable voltages and system frequency, and then to add the GFL inverter one by one.
FIG. 3. Control diagram of the GFM battery inverter [10].

IV. Net Load Management Algorithm

The NLM engine is a central dispatch control (CDC) system that provides high-speed, cost-optimal coordination of a set of net loads (a combination of generation and deferrable loads) connected to the same electrical network [9]. Compared to existing load management solutions, the NLM control platform is superior in the optimal coordination process in applications with much larger numbers of net load resources and fast-changing generation resources. It is also capable of accurately meeting a specific aggregate power set point to generation resources while achieving dispatch on a faster timescale. The high-level objectives of the NLM-based CDC are to:

- Maintain system viability (generation capacity > load), including a specified generation reserve margin, by triggering dispatch actions each time the generation reserve margin falls below or above the target range.
- Minimize the overall cost (the sum of the unit cost change in the active power of the net load resource for all resources) of each dispatch action.
- Maximize the amount of deferrable load that is served using the available generation based on their priorities.

Table 2: Components in the cNLU for the NLM Engine

<table>
<thead>
<tr>
<th>Component of cNLU</th>
<th>Number of Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deferrable load</td>
<td>138</td>
</tr>
<tr>
<td>Non-deferrable load</td>
<td>1 (8 loads are aggregated)</td>
</tr>
<tr>
<td>Solar GFL inverters</td>
<td>7</td>
</tr>
<tr>
<td>Slack bus</td>
<td>1 (8 GFM batteries + 2 diesel gen-set)</td>
</tr>
<tr>
<td>Grid</td>
<td>0 (off-grid mode)</td>
</tr>
</tbody>
</table>

NLM was previously demonstrated and validated to manage multiple net load units (NLUs), a combination of multiple GFL inverters, and deferrable and nondeferrable loads in grid-connected mode. In this work, however, the methodology is formulated so that NLM can be used for the optimal dispatch of NLUs operating on a microgrid in off-grid mode. The following formulation has been implemented to enable the NLM engine-based CDC for the concerned islanded microgrid network used in this paper. A combined NLU (cNLU) is defined here as an NLU that contains multiple nondeferrable loads combined into a single load with aggregated active power consumption; multiple deferrable loads with corresponding active power consumption; multiple solar GFL inverters with respective output active power; multiple droop-controlled GFM batteries combined into a single and aggregated active power resource called the slack bus; and active power consumption from the grid connection (zero in this off-grid mode). Table 2 lists the comprehensive set of net load elements of the microgrid under study. Each deferrable load and generating resource is associated with a preassigned participation unit cost. The generic optimization formulation used in this paper is as follows: Let the number of NLUs be $N_u$, with the $i$th NLU having $N_d$ deferrable loads, a nondeferrable load, and $N_{PV,i}$ PV inverters. The NLM engine optimization problem is given by:

\[
\text{minimize } \sum_{i=1}^{N_u} \sum_{j=1}^{N_d} c_{L_{ij}} x_{L_{ij}} P_{L_{ij}} + \sum_{j=1}^{N_{PV,i}} c_{PV_{ij}} |P_{PV_{ij}}(t) - P_{PV_{ij}}(t_0)|
\]

such that:

\[
\sum_{j=1}^{N_{PV,i}} (1 - x_{L_{ij}}) P_{L_{ij}} + c_{ei} - \left(p_{PV_{ij,base}} + p_{PV_{ij,up}}\right) = P_{stk}
\]

where $c_{L_{ij}}$ and $c_{PV_{ij}}$ are the participation unit costs for the $j$th deferrable load and the $j$th PV inverter in the $i$th NLU; $t_0$ is the time when the contingency happens; $P_{PV_{ij,up}}$ and $P_{PV_{ij,down}}$ are the upward and downward headroom of the $j$th PV inverter in the $i$th NLU; and $P_{L_{ij}}$ and $c_{ei}$ are the load powers of the deferrable loads and nondeferrable loads in the NLU $i$; $P_{PV_{ij,up}}$ is determined by Algorithm 1 in [9], and $P_{PV_{ij,down}} = -P_{PV_{ij,base}}$, where $c_{PV_{ij,base}}$ is the initial operating power of the $j$th PV inverter in NLU $i$ before the contingency event. The optimization problem, with its mix of integer and real-valued decision variables, is simplified to a binary programming problem. The purpose of this relaxation is to solve the problem faster using dynamic programming rather than the standard mixed-integer linear programing.

The data flow and operation are shown in Fig. 4. The cNLU periodically sends its unit measurements (real-time power measurements of the deferrable and nondeferrable loads along with the generation measurements of the PV inverters, diesel genset, and GFM inverters with respective power capacities). The measurement data packet is sent via UDP channel to the central NLM engine every 0.1 s. The NLM engine algorithm, implemented using Python, uses this information to solve the abovementioned optimization problem in a fast timescale, determine an optimal net load allocation (a combination of on/off signals of deferrable loads and optimal power dispatch commands to the PV inverters) for the cNLU, and send it back via the UDP channel to the real-time simulator.

V. CONTROLLER-HARDWARE-IN-THE-LOOP

As shown in Fig. 1, there are two TI TMS320F28377D DSP boards. Each DSP board receives analog outputs (voltage and current) from the simulated PV inverter, runs the embedded current control algorithm, and sends the generated pulse-width modulation (PWM) digital signals to OPAL-RT to control the simulated inverter. The active power reference is also sent from OPAL-RT to the DSP through analog output.
This CHIL is established to evaluate the effectiveness of the current control algorithm in a real hardware microcontroller.

The PV inverter in CCu7 and MOB1 are selected for the CHIL evaluation. The average model is used instead of the switching model, and each inverter is connected to the grid through an L-filter. The three-phase output current and the point of common coupling voltage of each inverter are scaled and shifted to approximately 0–3 V, which are sent to the DSP through analog outputs together with the active power reference. The ePWM module in OPAL-RT converts the PWM digital inputs into the modulation index in the field-programmable gate array and sends those signals to the central processing unit to control the simulated inverter. The modulation index multiplies the DC voltage, thus generating the voltage references for the controlled voltage source for the average model.

VI. IMPLEMENTATION AND RESULTS

A. Description of the Hardware-in-the-Loop Evaluation

The load profile for each building is obtained through the metering system by the energy management group of the University of Minnesota and is interpolated with a 30-second resolution based on the 1-second resolution raw data for a 15-minute test. Real-world solar irradiance data for the study are obtained for the area of the University of Minnesota from the National Renewable Energy Laboratory’s (NREL’s) solar Measurement and Instrumentation Data Center and NREL’s National Solar Radiation Database, which aggregates data from a variety of solar measurement sites across the United States. The PV profile is also taken during the same time slot as the load profile, and it is interpolated into 10-second resolution to show the impact of fast-changing solar irradiance/PV generation on the NLM dispatch and coordination. The example loads and PV profile of csCIu are shown in Fig. 5.

This HIL setup includes three timescales: 1) the EMT simulation in OPAL-RT with a time step of 100 µs to demonstrate the transient dynamics and stability; 2) the NLM real-time dispatch with a time step of 5 seconds; and (3) the sampling and execution time step of 100 µs in TI DSP for the current control algorithm and the PWM generation.

The testing scenario is described as follows: 1) The community works in autonomous mode without the main grid support. 2) All the circuit breakers shown in Fig. 2 are closed, and all buildings are interconnected. 3) The battery inverters in each building operate in GFM mode and use droop control for power sharing. 4) Two contingency events occur during the test: The first contingency event happens at CCu6 when the 200-kVA battery inverter is disconnected at 5 minutes, and the second happens at CCu8 when the 50-kVA battery inverter is disconnected at 10 minutes. For all low-voltage buses at each building, the testing metrics are defined as: 1) voltage: (dynamic) outside the ITIC prohibited range (steady state), ±10% of nominal; 2) frequency: (dynamic) 58–61 Hz, (steady state) 59.98 ±0.1 Hz.

B. Experimental Results

This section presents experiments that are designed to evaluate the performance of the NLM engine with the goal of serving at least 50% of the deferrable loads in csCIu and maintaining voltage and frequency within the target limits. The coordinated dispatch adjusts all net load statuses and operating levels across all buildings to rebalance the net load according to the priorities for starting the net load profile conditions. The representative results of the HIL testing are presented in Fig. 6–Fig. 10.

Fig. 6 shows the system frequency of the test. The results show that the system frequency is maintained within the target operating limits (59.9–60.1 Hz) during the whole test. In particular, the frequency is still maintained within the band (±0.1 Hz over nominal frequency, 60 Hz) during two contingency events. The 200-kVA battery inverter at CCu6 is disconnected at 300 seconds, and the frequency drops from 59.99 Hz to 59.95 Hz and slowly returns to the nominal values after the event with the contribution from other GFM inverters. The 50-kVA battery inverter at Ccu8 is disconnected at 600 seconds, and the frequency drops from 59.98 Hz to 59.97 Hz and returns to 59.98 Hz after the event.

The voltage of each building is presented in Fig. 7, which indicates that all the voltages are regulated within the target operation limits leveraged by the droop control and the NLM dispatch. For the two contingency events, all voltages drop slightly (≤6 V) the moment the contingency event occurs and return to a higher value and then stabilize. Note that the voltage of csCIu is the lowest of all the buildings because it serves the largest amount of load, and the voltage drop is the highest.

The active power measurements at the critical facility, csCIu, and other CCus are presented in Fig. 8 (a), (b), and (c) to demonstrate the performance of the NLM. The results illustrate the following: 1) csCIu meets a partial amount of the total active power demand by local emergency power resources, and csCIu imports the rest of the active power from the community’s external network to meet the total demand; 2) CCus are cumulatively exporting the required amount of active power along with serving the cold load and all critical loads of their own and the loss of power generation from two contingency events is quickly picked up and compensated by the rest of the GFM inverters through droop control and power sharing. Based on the calculation, approximately 70%–90% of the deferrable loads in csCIu are served, and 5%–10% of
the deferrable loads in the CCUs are served. This means that we meet the target of serving at least 50% of the critical facility, csCIu. Overall, the NLM engine along with droop-controlled batteries ensure the viable and stable operation of the autonomous system and the continuous power supply of the critical facility by balancing generation and demand.

Similarly, reactive power measurements at the critical facility, csCIu, and other CCUs are presented in Fig. 9 (a), (b), and (c) to demonstrate the performance of the NLM for the reactive power balance. Similar observations to those of the active power measurements are obtained for the reactive power balance. Thanks to the droop control for power sharing and the NLM’s balance of generation and load can achieve viable and stable operation of the isolated community to supply the power demand for the critical facility. The NLM engine does not include secondary control of the GFM inverters for voltage and frequency stability, which is the limitation and will be included in our future work.
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