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ABSTRACT

To harness the great amount of untapped resources on the demand
side, smart home technology plays a vital role in solving the “last
mile” problem in smart grid. Reinforcement learning (RL), which
has demonstrated an outstanding performance in solving many
sequential decision-making problems, can be a great candidate to be
used in smart home control. For instance, many studies have started
investigating the appliance scheduling problem under dynamic
pricing scheme. Based on those, this study aims at providing an

affordable solution to encourage a higher smart home adoption rate.

Specifically, we investigate combining transfer learning (TL) with
RL to reduce the training cost of an optimal RL control policy. Given
an optimal policy for a benchmark home, TL can jump-start the RL
training of a policy for a new home, which has different appliances
and user preferences. Simulation results show that by leveraging
TL, RL training converges faster and requires much less computing
time for new homes that are similar to the benchmark home. In
all, this study proposes a cost-effective approach for training RL
control policies for homes at scale, which ultimately reduces the
controller’s implementation costs, increases the adoption rate of
RL controllers, and makes more homes grid-interactive.

CCS CONCEPTS

« Computing methodologies — Reinforcement learning; «
Hardware — Smart grid.
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1 INTRODUCTION

The intelligent home energy management system (HEMS) is an
important component of the modern energy system because it can
not only provide benefits to homeowners but also help to form
clusters of dispatchable load, which can be leveraged during gird
critical times to improve system reliability [14]. To develop au-
tomated HEMS, control algorithms based on optimization have
gained popularity: Du et al. propose a controller for scheduling
thermostatically controlled home appliance based on price to mini-
mize homeowner’s payment [3]; Rastegar et al. propose a similar
load commitment controller and consider responsive appliances,
storage system and electric vehicle [6] and there are many other
related studies including [10, 11]. However, in real-life applications,
these approaches might suffer from high real-time computation
complexity (e.g., require solving mixed integer programming (MIP)
problems on-the-fly) and expensive implementation (e.g., require
powerful computers for real-time optimization and costly com-
mercial solvers) [7]. To overcome these drawbacks, reinforcement
learning (RL) has been recently proposed as an alternative for op-
timal scheduling of home appliances [4, 12]. Due to RL’s off-line
training capability, an RL agent can learn an optimal control pol-
icy based on home appliance models and occupant preferences
beforehand. During on-line control, the only computation needed
is the forward evaluation of the policy network, which can be im-
plemented by low-cost embedded systems or at cloud. As a result,
homeowners can achieve optimal home energy management with
little or none hardware cost and an RL policy training cost.

In this study, we envision that there exists a cloud service provider
(CSP), who helps homeowners train their smart home control poli-
cies by leveraging cost-effective cloud computing resources in ex-
change for a service fee, as proposed in [13]. To further reduce RL
training costs, which account for a major portion of the service
fee, we investigate using transfer learning (TL) and determine if TL
can accelerate control policy training in HEMS applications. The
insight behind TL is that generalization can occur across related
and different tasks [9]. Considering the similarity among homes
(the appliance types, numbers, and occupant preferences are sim-
ilar), the knowledge to optimally control Home A can be used to
jump-start the training of an optimal policy for Home B (which
is similar to Home A). Thus, instead of training thousands of in-
dividual RL control policies for different homes from scratch, the
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CSP can accelerate the training by using TL and existing smart
home control policies. Reducing training costs will make RL-based
HEMS more affordable and thus encourages a larger portfolio of
grid-interactive residential buildings. To the best of our knowledge,
no previous work has investigated “TL+RL” in smart home/building
control. In this paper we study this combination, and demonstrate
preliminary results for the efficacy of the proposed idea.

2 HEMS CONTROL PROBLEM
FORMULATION

Before delving in the RL controller, in this section, the optimal ap-
pliance scheduling problem in the HEMS is formulated, conducting
cost minimization over a period 7~ = [1, 2, ..., T] with consideration
of real-time electricity price (RTP) c;. Specifically, four different
types of common home appliance models (D = {a, §, w, 8}) [10]
used in this paper are shown below:

1) Schedule-based interruptible load (SA-IL) can be operated
and interrupted at any time, the goal is to schedule it over 7~ to
meet the users’ requirement (D%). Mathematically, x;* € {0,1} is
determined for ¢t € 7 and failure to finish the required amount of
work D* within 7~ will cause a linear user discomfort cost C* =
p* (D% = Y teq xf), in which p¢ is a user-defined unit penalty. In
addition, total SA-IL operation time over 7~ is limited by:

fo‘ < D%

teT

2) Schedule-based uninterruptible load (SA-UL) needs to be
scheduled to run at certain steps t € 7, however, as soon as it
starts, it cannot be interrupted until the operation is completed.
We use xf € {0, 1} to represents SA-UL’s status and sf € {0,1} for
its starting signal. Similarly, user discomfort occurs when a task
cannot be finished on time: C# = p#(DF - ZteTxtﬁ), in which
pﬁ is a user-defined unit penalty. Additionally, SA-UL operation is
constrained by:

1)

Sl <pl o<y < £)
teT teT
o< > F-sfpf (weloT-DP+1) ()
ie[t,t+DF-1]
o< Y f-sfDP<Df (vre[T-DP+1T-1]), (@
i€0,t—1]
0 Y W -JT-n<pf (vie[T-DF+1T-1)).
i€[t,T-1]
(5

where (3)-(5) enforce the uninterruptability of SA-UL’s operation.

3) Thermostatically controlled load (TCL) are in general temper-
ature regulating load (e.g., air-conditioner). Typically, the control
involves a thermal dynamics: J;+1 = F (J;,x;’), in which J; € R,
x;" € {0,1} and ¥ represent the temperature, control variable
and the thermal dynamics model. Single step thermal discomfort
is represented by C;° = p“[(J; - D+ - JO*12, in which
x* = max(0,x) and [J, J] depicts the temperature comfort band.
An operation requirement, i.e., the AC unit needs to remain turned
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OFF for two consecutive control intervals before it can be turned
ON again, is considered with (6), where M is a large positive number
(‘big-M’).

XLy xfy S1+M-xp (6)
4) Storage stores energy when c; is low and uses/sells it when c;
increases. Control variables ute € {0,1} and Uf € {0, 1} represent
whether to charge or discharge respectively. For a given time, there
is ute + Uf € {0,1} and Er4+1 = G(Ey, uf,otg), in which E; € [E, E]
is the energy stored and G is the battery dynamics. To prevent
depleting energy storage, we assume the cost of C? = p?(0.8Ey —
E7)*, which encourages the controller to bring back the storage to
at least 80% of its original value.
For simplicity, in this study, we consider one appliance for each
type. As a result, mathematically, the optimal appliance scheduling
problem can be formulated by:

P i T
mln)l(lt‘mze Z C + Z ¢t P xy - At
i€eD teT
subjectto (1) — (6) )

Additional constraints.

where P = [P%, pB ,P@, Pfh, —Pgis] T shows the power consumption
B 0

of different appliances, x; = [xt“, x; ,x?, u/, uf] T is the control sig-
nal and At represents the control interval. The objective function
in (7) considers both the cost related to failure of task comple-
tion/violation of user’s preference and the total electricity cost.
Additional constraints are those un-numbered constraints men-
tioned in the description above (e.g., equality constraints involve
thermal dynamics model (¥) and battery model(@)), which are
omitted here for space.

In some studies, RTP ¢; are precisely given for the whole horizon
7, which makes the problem deterministic. To be more realistic,
this paper considers perfect but limited-horizon information about
ct. Specifically, we assume only the c; for the next four hours from
the current step are perfectly known and beyond that period, a
day-ahead estimation of RTP, namely, the day-ahead price (DAP),
will be used to assist the decision-making.

3 HEMS RL CONTROLLER

In this section, how to use RL to solve the above-mentioned optimal
sequential control problem is presented.

3.1 Markov Decision Process Formulation

The optimal control problem (7) can be formulated in a Markov
decision process (MDP) in form of a quintuple (S, A, R, P, y). The
state transition probability # is implicitly defined in the RL sim-
ulator. Discounted factor y = 1.0 is used because the problem is
episodic. We will discuss A, S and R in detail next.

Action space A includes all legal actions the RL agent can take.
Here, there is a; = [x{, xtﬁ, x, xf] e A.In (7), ute and vf are used
to handle different charging/discharging power while keep the
problem linear; in contrast, a single variable xf € {0,1,-1} is used
in RL formulation for the three status of a battery since linearity is
not necessary. As a result, considering all possible values of x;'(i €
D), there are in total 24 discrete actions in A (Cartesian product

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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of the four control variables. E.g., a; = [1,0, 1, 2]). Apparently, A
grows exponentially with the number of appliances, also known as
the curse of dimensionality, which is another reason to investigate
techniques that can accelerate learning.

State s; € S represents the information that the RL agent needs
for decision making. In this study, the state structure is defined in (8),
with the first five elements represent the current task completion
percentage of SA-IL, whether SA-UL has started, normalized TCL
temperature, battery current storage and energy shortage towards
80% of initial energy stored. P; € RL and L are the RTP and number
of control steps in the next 4-hours, respectively. Finally, M; € R?*
is an action mask indicating which actions are unavailable at step ¢
(action availability is influenced by constraints such as (1) and (6)).

104
_ Zt'G[O,t] Xy
St = Da >

B ; _Et
Sf/’ bs

t'e[0,t]

0.8Ey — E
07T e M| (8)
Emax

>

Emax

Reward structure R defines how RL agent’s action is rewarded
or penalized. Here we align R with the control objective illustrated
in (7). Single step reward is defined by:

-CP - & (t#T)

= i 9
i { -CP - &t -~ Yien,izwC' (t=T) ©)

where &; = ¢; - PTx; - At is the step-wise energy cost.

3.2 RL Controller Training

Based on the MDP formulation, an OpenAI Gym environment [1] is
developed for the RL controller training. In this study, the proximial
policy optimization (PPO) algorithm is used for the control policy
training. PPO is a policy-based deep RL algorithm, it employs a
neural network to implement a parameterized policy 7g(als) that
maximizes a performance metrics J(0). Typically, the policy param-
eter 6y is randomly initialized and then at each training iteration,
PPO agent will estimate the gradient 69 J(0) using collected trial-
and-error experiences, and 6 is updated by:

0141 =0; +aVgJ(6), (10)
until the optimal parameter 6. is converged to. Interested readers
should refer to [8] for more details and the PPO implementation
used in this study is based on [5].

It is worth noting that there are some constraints (e.g., (1) and
(6)) that need to be addressed in our RL problem. Namely, in some
states, some actions are not available. There are two ways to enforce
these constraints: strong enforcement and weak enforcement. Strong
enforcement is handled by the RL agent, which uses a more compli-
cated neural network structure and integrate the action availability
mask M; into the final layer of the network to force the sample
probability of unavailable actions to be zero. Weak enforcement
is handled by the simulator: the RL agent can output any action
(e.g., a; = [1,1,0,2]), however, the simulator will apply a sanity
check, transforming invalid actions into a valid ones. If, for in-
stance, constraint (1) is bounded (means x{ can only be 0), then
the simulator will modify the above action to be a; = [0,1,0,2].
By implementing and comparing these two approaches, we found
that weak enforcement is more suitable for the smart home control
applications for two reasons. First, the majority of control variables
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in our problem setting are binary, which makes weak enforcement
easy to implement and logically sound (e.g., since x € {0, 1}, the
simulator can directly choose x = 1 if x = 0 violates operation
constraints, or the other way around). Second, the masking process
in neural networks introduces strong non-linear complexity dur-
ing training, significantly increasing the training time needed to
converge, making strong enforcement overkill for this application.
In all, soft enforcement is used in later experiments.

3.3 Transfer Learning

In contrast to the typical start of RL, where a control policy is
learned from scratch (i.e., randomly initialized policy parameter
6), TL focuses on starting learning from existing knowledge. In
this study, specifically, given an RL controller JI;HO (als), which is
able to optimally solve (7) for home Hj (i.e., source task), how to
leverage this known policy to optimally control a different home
H (i.e., target task) is what TL tackles.

For two homes, Hy and H, if they have the same types and
number of appliances to be controlled but possibly with different
parameters or user preferences, the problem spaces (i.e., S and A)
of the source and target tasks are of the same dimension. As a result,
the neural networks representing the control policies (rHo and )
share the same structure (i.e., input and output dimension). In this
case, by directly copying the policy parameters (i.e., HéH — 0,?-{ ),
the control behavior/knowledge is transferred to the new controller.
Considering the similarity between Hy and H, the optimal policies
for them should also not be too different. Therefore, this weight-
copying warm-start can effectively bring 9(;H to the vicinity of o
and thus potentially accelerate the learning process. Admittedly,
due to the difference between Hy and H, the new controller needs
to be further refined using RL.

Note that for actor-critic algorithms like PPO, both policy and
value networks will be copied to warm-start the new controller’s
training.

4 EXPERIMENTS AND RESULTS
4.1 Experiment Setup

The electricity price signal ¢; used in this study are from ComEd, a
utility company in the U.S. [2]. A simulated home Hj is developed
based on models introduced in Section 2 and appliance parameters
shown in Table 1 (P‘g is a load profile representing SA-UL’s power
consumption pattern). In addition, the control horizon considered
is from 08:00 to 20:00, and we assume occupants are at work/school
during this period so their behavior can be ignored in the model
for simplicity. The control interval At is 5 minutes. In the rest of
this section, we briefly discuss the efficacy of such an RL controller
by comparing it with a baseline controller; and then we focus on
experimental examination of transfer learning to see whether it
can accelerate training for various target tasks.

4.2 RL Controller’s Efficacy

To show the efficacy of the RL controller, its control performance is
compared with that of a model predictive controller (MPC), which
solves (7) repeatedly at each control interval. To train the RL con-
troller, RTP from July (2019) is used and the controller is tested

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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Table 1: Appliances Parameters used for Home H)

Appliances | Parameters
SA-IL D% =72, p* =10.0, P* = 10.0
SA-UL pP =50,PF =pf
TCL P® =45,p® =1.0,] =73.0,] = 76.0
P.p, =4.5, Pgig = 5.5, ncp = 0.95, ngis = 0.9,
STORAGE 9 ' = '
p? =200,E=15E=150
250 s MPC
RL
200
= 150
8
100
50
0
1 2 3 4 5 6 7 8 9 10

Figure 1: Total cost comparison for ten test cases.

using first ten day’s RTP in August. Figure 1 shows the comparison
of total cost (i.e., objective function value in (7)) for 10 testing days
between the RL controller and baseline MPC. For these 10 days, the
average daily total cost when using RL controller is 214.93 cents
while the value is 214.30 cents for MPC. Therefore, in this experi-
ment, we observed a equivalent control performance between RL
controller and MPC. Specifically, considering that MPC uses DAP
instead when RTP is unavailable (beyond four hours ahead, see
Section 2), its performance depends on the difference between DAP
and the actual RTP: RL performs better when DAP is an inaccurate
estimation of RTP, which leads MPC to sub-optimal control.

4.3 Transfer Learning Experiments

To examine the TL effectiveness, in this section, several homes
similar to Hy are created by perturbing the parameters used in Hp.
Here, Hj can be considered as a benchmark home that CSP has
and other created homes are new ones that need trained RL control
policies. Specifically, these new homes have the same appliance
types and numbers, but are different in user preference or/and
appliances parameters. Table 2 shows four new homes: Compared
with Hp, Cases 11 and 12 show homes (#11 and H12) with different
user preferences and Cases 21 and 22 show homes (H2; and Hya)
with different appliances parameters. In the following experiments,
we compare using RL to directly train a controller for these new
homes with using TL to jump-start the RL training. To implement
TL, weights of policy network 71';H %(als) are used as initial values for
the new policies to be trained, and a comparison between “TL+RL”
and pure RL (with randomly initialized weights) is presented in
Figure 2 for the above-mentioned cases. Using PPO, the RL policy
is synchronously updated by 35 parallel RL learners. We used a
two-layer fully connected neural network as the policy network
with 256 hidden neurons in each layers and a learning rate of 5e-6.
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Table 2: New Homes Similar to H,

Home Differences < H’, Hy >
Hiq pa =10.0 — pa =0.5
Hiz | p¥ =1.0— p® =0.5and J € [73,76] — J € [70,73]
FHyq P* =10.0 » P* = 6.0 and P® = 4.5 —» P¥ =7.5.
Fy pp = Pg —>Ph= P/f (a different load profile),
P, =4.5 > P, = 6.0 and Py;s = 5.5 — Py = 8.5
Table 3: TL Performance Metrics
Case 11 12 21 22 31 32
Aini¢ | 181.05 -48.79 211.8 25345 | 0.84 -13.77
AC 22.85 2943 29.78 30.12 | 33.08 6.44
Tin 30.6% 2.2% 0.0% 0.0% 2.8% 86.2%

To quantify the effectiveness of “TL+RL” (TL for simplicity here-
inafter), three metrics introduced in [9] are used: Jumpstart (Ajnir)
shows the initial performance advantage given by using TL; as-
ymptotic performance (AC) shows the difference between RL and
TL reward values by the end of training and time to threshold (T;1,)
is the time it takes for TL to reach the final reward value of RL.
Table 3 shows these metrics for the four cases. According to Figure
2 and Table 3, three observations are made: 1) TL provides faster
convergence, with three out of four test cases converge shortly after
training was started. Additionally, TL converges within two-hour
training sessions for all four cases, while RL doesn’t (even in Case
12 where there is Ajnjr < 0). 2) with AC > 0 for all cases, it means
that after the training session, TL obtains better control policies that
yield lower daily costs. 3) TL is more effective in Case 21 & 22 when
compared with Case 11 & 12. This is because changes in appliances
parameters can lead to a different converged value (i.e., different
daily cost), but the optimal policy can remain the same (as shown by
the near-flat learning curves in Case 21 & 22). In contrast, changes
in user preferences have direct impact on the reward values and
might change the coordinating relationship among appliances, and
thus need to move to a different optimal policy. We also observed
that in Case 11, if p% is changed to 8.0 or 4.0, TL still converge fast
(similar to Case 12 in Figure 2) and only when p? is reduce below
a threshold will the training time increases (to T, = 30.6%).

Next, we further increase the gap between the new home and Hjy
by creating Case 31 and 32: Home 731 contains all the differences
in Cases 12, 21 and 22 and ‘H3; contains differences in all four
above-mentioned cases. Figure 3 shows the learning curves and TL
metrics are also presented in Table 3. According to these results,
in Case 32 it appears that the advantage of using TL is largely
reduced when compared with other cases (TL only saves 14% of
training time while in other cases time saving can be more than 70%,
according to T;p). This is due to a larger difference of < Hsg, Hy >,

which makes 7'[;}{ %2 much different from JTZI ¢ and thus jump-starting

using weights from nz{ % does not benefit as much. In contrast, the
difference < H31, Hy > is small enough that TL is still beneficial.

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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Case 11 Case 12 Case 21 Case 22
-50
—250- -150 o
5 100 o - - - 200 .
5 5 300 & —200 5
£ -150; H H £ -250
-4 < —350 < -4
£ 200/ o L2 _250 L
H T 8 -a00 g g 300
2 2 2 2
2 -2501 2 2 =1
o w450 & _300 &350
& _300! ) ) )
o © © ©
@ g ~500 S © —400
Z-350 E 730 z
—— TL+RL —550 —— TL+RL —— TL+RL —— TL+RL
RL RL RL —450 RL
_a00" —600 -400
0 1000 1500 0 1000 1500 1000 1500 0 1000 1500

500 00
Training Iterations Training Iterations

0 0
Training Iterations Training Iterations

Figure 2: Learning curves comparison for Case 11, 12, 21, 22. The X-axis shows the training iteration (each iteration consists of
7,000 training steps) and the Y-axis indicates the average episodic reward (negative daily cost in cents). Orange curves represent
RL learning progress and blue curves show the “TL+RL” learning progress. Learning curves are averaged from 10 separate trials
and the shaded area represents the standard deviation. Each training trial was 2 hours in duration.
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Figure 3: Learning curve for Case 31 and 32.

5 CONCLUSION AND FUTURE WORKS

In this paper, we conduct some preliminary experiments for trans-
ferring the home control knowledge from an existing RL controller
to accelerate the training of a new RL controller. The results show
that TL can effectively reduce the training time of a new policy if
the new home is similar to the benchmark home; otherwise, the
advantage of using TL diminishes. In future studies, home similarity
should be more formally defined and evaluated according to the
home similarity distribution based on a large and realistic data set,
and then the quantitative relationship between home similarity
and TL acceleration potential should be studied. Finally, the best
practice for TL implementation in real-life applications should be
explored: either in the “benchmark-new homes” manner as used
in this paper or in a daisy-chain TL manner (new homes becomes
benchmark homes in other TL sessions).
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