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Abstract—This paper evaluates voltage regulation coordinated across advanced distribution management systems (ADMS), distributed energy resources (DERs), and distributed energy resource management systems (DERMS) using an advanced hardware-in-the-loop (HIL) platform. The HIL platform provides a realistic laboratory testing environment, enabling accurate dynamic modeling of a real-world distribution system from a utility partner, with real controller (ADMS and DERMS) and power hardware (DER) and standard communications protocols. The test results show proper performance of the voltage regulation by coordinated control systems and confirm correct functioning of the HIL platform. With this laboratory capability, utilities can test grid automation systems that can manage DERs to achieve system-level control and operation objectives (e.g., voltage regulation). This HIL testing capability will help mitigate risks of potential issues (e.g., instability) during field deployment.

Index Terms—advanced distribution management system, distributed energy resource management system, hardware-in-the-loop, voltage regulation.

I. INTRODUCTION

Power systems are evolving toward massively distributed infrastructures with millions of controllable nodes [1]. Transformative changes are taking place particularly at the distribution level, where increasing numbers of renewable generation devices, energy storage devices, and flexible loads—collectively referred to as distributed energy resources (DERs)—are becoming prominent considerations. This requires operators and planners to modernize electric grids. The utility industry is exploring ways for leveraging DERs to enhance system operations, pave the way for distribution-level markets, and offer new services to customers [2].

Distributed energy resource management systems (DERMS) are emerging to aggregate, monitor, and control groups of DERs at the grid edge in a scalable way [3]. DERMS will interface with distribution management systems (DMS) in order to determine which distribution grid services are needed and DERMS provide the services as requested [4]. New integrated control strategies will be needed to coordinate DERMS with DMS in order to achieve system-level operation goals (e.g., voltage regulation, frequency regulation) through coordinated control and operation of DMS, DERMS, and DERs. Before deploying such an integrated system at a site, it is beneficial to perform laboratory hardware-in-the-loop (HIL) evaluation of the coordinated control to test the stability of the whole system, mitigate potential hazards or risk of hardware damage in the field, and increase confidence that the communications infrastructure works correctly and the desired control performance is achieved.

A test bed for evaluating coordinated control among ADMS, other utility management systems (e.g., DERMS), DERs, and legacy utility equipment controllers (e.g., capacitor bank and voltage regulator controllers) is described in [5]. This ADMS test bed provides a realistic laboratory testing environment, including real-time co-simulation of a distribution system, controller and power hardware, and industry standard communications protocols. The test bed was developed with funding from the Advanced Grid Research program of the U.S. Department of Energy Office of Electricity. We developed an advanced HIL platform by applying the capabilities of the ADMS test bed to simulate a utility power system with high penetration of photovoltaics (PV), integrate real controller (ADMS and DERMS) and power hardware (DERs), and to evaluate the performance of voltage regulation coordinated across the ADMS, DERMS, and DERs for this power system. This advanced HIL platform helps utility partners understand the benefits of adopting DERMS to manage large-scale DER integration and to mitigate risks of technology integration.

II. OVERVIEW OF THE HIL SETUP

The advanced HIL platform simulates a utility distribution feeder in Colorado, part of the Holy Cross Energy (HCE) system. A co-simulation platform is used to simulate part of the feeder in OpenDSS and part of the feeder in OPAL-RT a digital real-time simulator. The DERMS includes a master controller and many distributed local controllers. The overall HIL setup is shown in Fig. 1.

![Fig. 1. Overall diagram of the HIL platform.](image-url)
The main elements of the test bed are the co-simulation (OpenDSS, Test bed Coordinator, and OPAL-RT), controller HIL (Survalent ADMS, DERMS coordinator, and two DER local controllers), and power HIL (six DER inverters). The following sections explain each main element in detail along with the communications protocols and data exchanges between them.

A. Co-simulation

The co-simulation of the real-world distribution feeder includes both a quasi-steady-state time-series (QSTS) simulation in OpenDSS with a simulation time step of 1 s and an electromagnetic transient (EMT) real-time simulation in OPAL-RT with a simulation time step of 100 µs.

Most of the utility distribution feeder is modelled using OpenDSS. The feeder has a peak load of 11 MW and approximately 4,000 three-phase nodes. The feeder contains 163 customers who have all electric loads suitable for the control algorithm being evaluated here, i.e., these customers are assumed to have heating, ventilating, and air-conditioning (A/C) units, electric water heaters (EWH), as well as PV and battery storage units on their premises. The feeder model uses yearly load and PV shapes for spot loads and PV units taken from utility advanced metering infrastructure (AMI) measurements. Fig. 2 plots the feeder topology with markers showing the locations of the PV systems. Simulated PV penetration is increased for this feeder to help evaluate the efficacy of coordinated control especially the DERMS algorithms.

Fig. 2. Schematic diagram of the HCE distribution feeder.

In OPAL-RT, a subtree of the feeder with 72 nodes (encircled by the oval in Fig. 2) is modelled using an EMT simulator, eMEGASIM. The head of the subtree is modelled as a Thevenin circuit \( V_s \) and \( Z_s \), where the magnitude and angle of \( V_s \) (frequency set to nominal) come from OpenDSS in real time, and \( Z_s \) is calculated offline based on the short-circuit impedance at the subtree point of common coupling (PCC). Apart from real-time simulation of the power system model, OPAL-RT communicates with the power hardware via analog inputs and outputs and communicates the power system model measurements to the ADMS using the standard industrial Distributed Network Protocol 3 (DNP3).

Test bed coordinator software developed for the ADMS test bed [5] is used to enable communications and synchronous data exchange between OpenDSS and OPAL-RT. The test bed coordinator is a set of Python scripts that uses the Hierarchical Engine for Large-scale Infrastructure Co-Simulation (HELICS) [6] as the core co-simulation engine. Note that the inputs of the DERMS algorithm are measurements from the simulated distribution feeder in OpenDSS and OPAL-RT, which are sent from OpenDSS to OPAL-RT, from OPAL-RT to the ADMS, and finally from the ADMS to the DERMS coordinator.

We also co-simulate 160 local controllers (one for each all-electric customer) that are not implemented in controller hardware. These simulated controllers receive the optimization parameters (e.g., the gradient) from the DERMS coordinator through an HTTP interface, receive measurements from OpenDSS through the test bed coordinator, and send the optimized power set points for the simulated DERs to OpenDSS.

B. Controller Hardware-in-the-Loop

The DERMS algorithms were developed by the National Renewable Energy Laboratory team based on the real-time optimal power flow (RTOPF) algorithm from [7]. Both the DERMS coordinator and local DER control algorithms are embedded in commercial Heila EDGE controllers, referred to in this paper as the Heila DERMS coordinator and Heila local controllers, respectively. The Survalent ADMS, the Heila DERMS coordinator, and the Heila local controllers are the hardware controllers to be evaluated for the coordinated control of voltage regulation. The Survalent ADMS has two roles: (1) to enable/disable the DERMS algorithm and set voltage limits and power references for the distribution feeder and, (2) to work as a supervisory control and data acquisition (SCADA) system for visualization and as a gateway to pass all measurements to the Heila DERMS coordinator through the standard enterprise-level communications protocol MultiSpeak.

The DERMS optimization algorithms are embedded in the Heila platforms, which provide decentralized processing and simplify DER integration and deployment. The DERMS includes the coordinator and multiple distributed local controllers. The coordinator is the master controller, which computes optimization parameters for each local controller to achieve system-level objectives. The local controllers compute the optimal set points for each DER asset, and the DERs work together to achieve the system objective (voltage regulation). Details about the DERMS algorithms are not provided here because the focus of this paper is on the HIL evaluation of coordinated control.

As shown in Fig. 3, the Heila coordinator receives inputs from the ADMS through the MultiSpeak communication protocol every 3 s in the form of a set of vectors \( \{ P_{feeder} \} \) feeder head active power setpoints, \( P_{feeder} \) feeder head active power, \( V_{meas} \) selected 163 voltage measurements, and \( V_{lim} \) voltage upper and lower limits). These data are forwarded to the Heila control functions, which manage in-and-out data for the coordination algorithm. These Heila control functions read data from the ADMS, send start/stop commands, and set real and reactive power set points. The DERMS coordination algorithm runs every 3 s to determine the optimization parameters (voltage and power gradients computed from dual variables \( \lambda, \gamma \), and \( \mu \)) which are then passed through the Heila control function, to the downstream communications module, and to the Heila local controllers through DNP3 every 1 s.

The Heila local controllers then forward their individual coordinator outputs along with local DER measurements from the DER inverters (e.g., active and reactive power, state of charge) through the Heila control functions to the local control algorithm. The local control algorithm computes the individual optimal power set points for each physical DER inverter in the PHIL system. Lastly, the Heila local controllers forward these set points to physical assets through Modbus.
which runs every 2 s. The schematic of the implementation in the Heila local controller is shown in Fig. 4. Note that each local controller manages the computation of the set points for multiple DER inverters.

C. Power Hardware-in-the-Loop

PHIL is used to integrate actual DER inverter power hardware to receive optimal power set points from the Heila local controller and output the desired amount of power. As shown in Fig. 1, there are six DER inverter hardware under test (HUT), which are installed in two DER racks. Each rack represents a PCC. A high-level description of each rack is presented in Table 1.

Table 1. List of DERs

<table>
<thead>
<tr>
<th>Rack Components</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rack 1:</td>
<td>Both PV inverters produce active and reactive power, and the battery inverter produces only active power. The PCC voltage and current are fed back to OPAL-RT. The DC side of the PV inverters is powered by PV emulators, and the battery inverter is powered by a LG battery.</td>
</tr>
<tr>
<td>Rack 2:</td>
<td>Rack 2 has the same PV units as Rack 1. The electric vehicle (EV) is connected through an EVSE and can only draw active power from 0 to rated power, i.e., it cannot discharge or provide reactive power.</td>
</tr>
</tbody>
</table>

Each DER rack is interfaced with the distribution feeder simulated in OPAL-RT through a grid simulator (a controllable AC power source to reconstruct the simulated voltage in OPAL-RT where the DERs are connected). Rack 1 and 2 share the same grid simulator (RS90 manufactured by California Instruments) and connect at Phase A and Phase B, respectively. Note that each phase of the grid simulator RS45 connects with a single-phase isolation transformer (15 kVA) for protection purposes. That means that the maximum power for these two racks cannot be more than 15 kVA. Fig. 5 shows a schematic diagram of the interface algorithm in OPAL-RT that represents the physical DER inverter dynamics in the real-time simulation through a closed PHIL loop. This interface algorithm calculates the actual power output of the DER racks based on current and voltage measurements from a current transformer (CT) and potential transformer (PT) respectively. It feeds the controlled-current source in OPAL-RT with current synchronized with the simulated voltage, which ensures satisfactory stability and accuracy.
which emulates the field deployment wherein the ADMS collects measurements from meters via DNP3 protocol at a fixed time interval. Those data points are then passed to Heila coordinate using MultiSpeak protocol. Next, the DERMS algorithms are integrated into the Heila coordinator and the Heila local controllers. The Heila coordinator pulls the voltage measurements from the ADMS using the MultiSpeak protocol every 3 s and runs the RTOPF optimization algorithm. The Heila local controllers receive the control parameters from the coordinator every 1 s and run the local optimization algorithm every 2 s. The DER inverters receive the power set points every 2 s. The multiple timescales of the HIL platform are illustrated in Fig. 6. Note these various time steps were arrived at through a tuning process to ensure that the DERMS optimization algorithms converge. Future work is warranted to determine the time steps that are required for optimal performance and to understand the impact of time delays.

Preliminary evaluation of the DERMS algorithm in the HIL platform is performed to check if the Heila coordinator and Heila local controllers work correctly by comparing their outputs to pure simulation results of the DERMS algorithms. An integration test is also performed to evaluate whether the whole HIL platform works stably for the final tests.

IV. EXPERIMENTAL RESULTS

This section presents experiments that are designed to evaluate the performance of the DERMS algorithms. Local control for PV comprises volt-ampere reactive (VAR) control and generation curtailment. For storage, optimal charging and discharging signals are solved. Local controllers can also control the PV/storage inverter set points based on tariff inputs when provided. Local DER controllers receive additional control signals that reflect the gradient values between system voltages and/or feeder-head power and nodal power injections from the Heila coordinator to achieve system-level benefits.

For this evaluation, a 1-h simulation window is selected when voltage issues are usually found (11 a.m.–12 p.m.) because of low load levels and comparatively higher outputs from PV. This pushes the voltages of the distribution system significantly beyond safe operation limits: 1.038 p.u., as shown in Fig. 8. Input data for these tests contain load and PV profile data that are originally AMI measurements but extrapolated to 1-min resolution to mimic near real-time operation of the DERs.

A photograph of the experimental setup is shown in Fig. 7, which includes most of the elements presented in Fig. 1. Note that the ADMS server is in a different location and we access it through its user interface software. Representative results reflecting the HIL platform work collectively, and the DERMS control algorithms function correctly, and demonstrate coordinated control across the ADMS, DERMS, and DERs with the co-simulation accurately simulating the utility feeder.

Results were taken from a baseline test without any DERMS control and from a controlled test with the HIL setup shown in Fig. 8. The 163 controlled voltages are shown in Figure 9. The upper and lower limits for the voltage set points are 0.96 p.u. and 1.038 p.u. The baseline voltages without controls exceed the maximum voltage of 1.038 p.u. The DERMS coordinator induces VAR control, which significantly reduces the voltage to less than the maximum limit, and all voltages settle within the limits in less than 10 minutes. Overall, this test shows that the coordinated control across the ADMS, DERMS, and DERs can regulate the voltage of the distribution feeder within the desired limits.
The optimal power set points, $P_{\text{setpoint}}$ and $Q_{\text{setpoint}}$, that are outputs of each of the two Heila local controllers and the measured power outputs, $P_{\text{measured}}$ and $Q_{\text{measured}}$, of the individual DERs for each rack are shown in Fig. 10. Note that the observed convergence time for the Heila local controller is approximately 1–3 min. The results show that each DER inverter tracks the power references sent by the local controller. In addition, the Heila local controllers optimize the DER set points as expected. Some PV systems are curtailed and controlled to sink reactive power to maintain low voltages. The battery and EV are both dispatched to charge to further reduce voltages with optimized set points.

Fig. 10. Optimal power set point outputs from the two Heila local controllers and measured power outputs of all DER inverters for Rack 1 (left) and Rack 2 (right).

Outputs of two selected simulated local controllers and corresponding simulated PV inverters in OpenDSS are shown in Fig. 11 to demonstrate that the DERMS algorithm works correctly in the simulation as well. The results show the slightly different performance in power references and output power compared to the hardware local controllers. The simulated local controllers control PV inverters to sink reactive power to maintain low voltages. Thus, the simulated local controllers work as expected.

Fig. 11. Optimal power set point outputs of two selected simulated local controllers and output power of simulated PV inverters in OpenDSS.

V. CONCLUSIONS

This paper evaluates the performance of voltage regulation algorithms coordinated across ADMS, DERMS, and DERs using an advanced HIL platform with a simulated real-world utility feeder. The HIL platform includes a co-simulation of the distribution system model, real controller (ADMS and DERMS) and power hardware (DER) and standard communications protocols. The structure and implementation of the HIL platform is described with details on each component’s hardware, integration, and communication. An experimental test with large PV penetration is performed and the test results demonstrate the effectiveness of the voltage regulation algorithm. The results show the benefits of using this advanced HIL platform to evaluate coordinated control systems prior to site commissioning to mitigate risks of technology integration.
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