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Abstract: The increasing proliferation of distributed energy resources (DERs) on the smart grid has made distributed solar and wind two key contributors to the expanding attack surface of the network; however, there is a lack of proper understanding and enforcement of DER communications security requirements. With vendors employing proprietary methods to mitigate hosts of attacks, the literature currently lacks a clear organization of the protocol-level vulnerabilities, attacks, and solutions mapped to each layer of the logical model such as the OSI stack. To bridge this gap and pave the way for future research by the authors in determining key DER security requirements, this paper conducts a comprehensive review of the key vulnerabilities, attacks, and potential solutions for solar and wind DERs at the protocol level. In doing so, this paper serves as a starting point for utilities, vendors, aggregators, and other industry stakeholders to develop a clear understanding of the DER security challenges and solutions, which are key precursors to comprehending security requirements.
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1. Introduction

The integration of distributed energy resources (DERs) such as wind and solar into the smart grid at the distribution level has been accelerating. These devices are equipped with sensing and actuating devices such as smart inverters, controllers, on-site Supervisory Control and Data Acquisition (SCADA), phasor measurement units (PMUs) and advanced metering infrastructure (AMI) smart meters. The multitude of these devices exploit different communications protocols and media to transmit information to utility command and control centers (CCCs) and receive control signals. With this growing ubiquity in sensing, communicating and acting, the corresponding vulnerabilities that can be potentially exploited also has been hiking [1–4]. Standards recommended by organizations such as the International Electrotechnical Commission (IEC) and the National Institute of Standards & Technology (NIST) have attempted to derive requirements and solutions to ensure strong and secure communications between grid-edge devices such as DERs and CCC applications such as the enterprise information system (EIS) or the integrated distribution management system [5–8]. However, in the United States, the recommendations of these standards have not been properly enforced by DER stakeholders, creating gaps resulting from customization that could be exploited by attackers.
Recent cyberattacks on the smart grid—including campaign efforts against Ukraine in 2015, 2016, and 2018 and the Dragonfly efforts against the western electric grid—suggest that security by obscurity is no longer a valid concept in securing digital assets [9–12]. Despite the sensitivity of communications infrastructure, the incorporation of stringent security controls and preventive measures that can withstand cyberattacks is subpar. Although the literature on power system aspects of DERs is exhaustive, the same cannot be said for that in the area of cybersecurity. In the future scenarios involving the use of DERs such as electric vehicles in grid-to-vehicle, vehicle-to-grid, and vehicle-to-vehicle modes of operation, and leveraging ancillary functions from DERs such as photovoltaic (PV) and energy storage in the form of dynamic grid support, primary frequency control, fault-ride through, intermittency response, and inertial response, raise concerns in the aspect of security at the customer level of the grid. Authors in [13,14] developed detailed models for vehicle-to-grid electric vehicles and utility-scale PV units, both equipped with fast-responding hybrid energy storage system, to support different ancillary services mentioned earlier. Considering their economical and performance viability, security paradigms—both centralized as well as distributed—must be explored. The use of edge and fog computing-driven security techniques would be better suited for such emerging scenarios [15]. Given a lack of clear organization of security requirements for DERs in such existing and emerging scenarios, the vendors employ different levels of security using proprietary methods, thus contributing to interoperability and standardization issues. Moreover, utilities currently have little to no operational visibility on remote DERs and, to compensate for it, rely on third-party vendors for monitoring, analytics and visualization, all of which in-turn depend on communication channels equipped with little or no encryption and other security precautions. Through multiple interviews with major utilities and DER vendors, different limitations of the current approach to DER security were discovered, presented here:

1. Most DERs communicate using Modbus or DNP3. Specifically, DERs such as smart inverters use Modbus, which is highly insecure since it employs no encryption. Communications from substation to the control center is typically on DNP3 which also has severe security deficiencies;
2. Vendors have access to utility OT networks for software/firmware updates, error reporting, performance monitoring, etc. This is highly insecure because a vendor (or an impostor) could successfully access other critical devices on the same network;
3. Manufacturers typically install Raspberry Pi-powered protection modules, and configure them to the Dynamic Host Configuration Protocol (DHCP) mode using which they communicate with the utility network;
4. Utilities also do not include cybersecurity requirements in their procurement language for DER equipment purchases because they assume the products come with adequate security mechanisms;
5. There is no mechanism today where patches or firmware get downloaded to an isolated system outside the OT network of concern, get inspected for data integrity and vulnerabilities, and only then be uploaded to the devices which need patching in the OT network;
6. Considering the minimal DER penetration into distribution networks currently, security is not given much importance, but with the increasing rate of integration of DERs, security at the device and protocol levels would be of utmost significance;
7. Regulatory guidelines such as the North American Electric Reliability Corporation (NERC) Critical Infrastructure Protection (CIP) have defined cybersecurity requirements but only for the transmission grid systems. Moreover, co-operatives pay greatest attention just to NERC CIP, but in this new scenario, they must explore their security requirements beyond what is specified in the guidelines.

This paper has the following key contributions: (a) considering the above key shortcomings in the existing literature, it attempts to bridge the gap through its exhaustive survey with a special focus on DER protocol-level vulnerabilities, attacks, and solutions; (b) it provides a roadmap to ensure effective
security of DERs through the recommendation that compliance documentation should take the most basic and stringent security controls into account. Such documentation can accompany specifications mentioned in the IEC, Institute of Electrical and Electronics Engineers (IEEE), NIST, NERC, and other organizations developing standards to secure DER data and communications infrastructure; (c) it is one of the first few works to create a holistic conceptual distribution smart grid communications model that includes all the key devices from the grid edge to the command and control. This conceptual model also maps the protocols based on the Transmission Control Protocol/Internet Protocol (TCP/IP) stack to the Open Systems Interconnect (OSI) basic reference model that is more widely understood. In doing so, it serves as a single point of reference for researchers and industry members in the related areas; (d) contributes significantly to the gap in literature by providing a comprehensive documentation to the industry which compiles all the vulnerabilities of DERs—both PV and wind turbines—at the protocol level; and (e) it determines the gaps in achieving DER communications security requirements and introduces a layered defense model capable of addressing the gaps thus identified.

This paper is the first of two-part research effort summarized by the flowchart in Figure 1. This effort considers only two types of DER systems: PV and wind turbines. Further, their security requirements are considered from the purview of the distribution domain per the NIST smart grid architecture. The effort is conducted as a sequence of steps: (a) components of both DERs work over the TCP/IP stack; however, different devices use different protocols at each layer. The first step is to gather all these protocols at each layer; (b) because the OSI basic reference model is more widely understood, a mapping between the protocols identified in step (a) to the OSI layers is conducted for a more thorough review; (c) irrespective of the DER type, the vulnerabilities, attacks that exploit those vulnerabilities, and the solutions currently in the literature to mitigate such attacks are all common because they all depend on the protocols used. Hence, they are collectively reviewed; (d) following a review of vulnerabilities and attacks across all layers, the results are synthesized to derive the different PV and wind DER security requirements that the mitigation solutions must meet. It is also analyzed whether the existing solutions meet all of these requirements; (e) once the gaps between the capabilities of the existing solutions and the requirements are identified, a layered defense model is introduced to discuss how it can address the identified gaps; and, (f) finally, a validation process is designed through test cases to apply the proposed layered defense model to fulfill the unmet security requirements. Discussions about how the validated model can be used to ensure vendor DER compliance to the key security requirements are also included.

This paper considers only steps (a) through (c) for the first four layers of the OSI basic reference model: Physical, Data Link, Network, and Transport. The other layers, including the subsequent synthesis, are reserved for future work following the completion of this work (further described in Section 5).

The rest of the paper is organized as follows. Section 2 describes the communications infrastructure used by distributed PV and wind to communicate with the utility and the protocol-mapping between the TCP/IP and OSI models. Section 3 summarizes the key vulnerabilities of DER communications at the protocol level, which is studied using the OSI layers 1–4 as the reference. Section 4 highlights the potential cyber-attacks that can result from a successful exploitation of the vulnerabilities, and surveys the key solutions that exist in the literature to mitigate such attacks. Section 5 documents the second part of the research effort in greater detail. Finally, the paper’s concluding remarks are documented in Section 6.
2. DER Communications Architecture

This section examines the communications infrastructure used by PV and wind DERs to interact with utility CCCs. Key vulnerabilities in the communications are also defined and summarized.

Most smart grid devices communicate using application-layer protocols that work on a TCP/IP stack, which is a practical implementation of the theoretical, more well-known OSI Basic Reference Model. Hence, to understand how these protocols operate, a mapping between the TCP/IP stack and the OSI model must be understood. This mapping is shown in Figure 2. The TCP/IP stack, also called the Internet Protocol Suite or the U.S. Department of Defense model, has four layers of abstraction, and the OSI model has seven [16].
2.1. Protocol Mapping

Although the OSI model is considered a reference model for network interconnection, the TCP/IP stack is considered, for all practical purposes, more effective in abstracting the communications. Developed primarily for connecting devices over the Internet, the TCP/IP stack facilitates point-to-point communications and prescribes how data must be framed, packeted, segmented, encoded/decoded, transmitted/received, and, finally, used for higher level user applications; however, the OSI model is more rigid in its definition of layers and does not pertain to the Internet networks.

Figure 2 that the Network Interface layer of the TCP/IP stack corresponds to the Physical and Data Link layers of the OSI model, the Internet layer serves a function similar to the OSI’s Network layer, followed by the Transport layer, which is attributed commonly in both. Although the OSI model distinguishes the Session, Presentation, and Application layers for establishing connections, sustaining context, and interfacing with the applications, the TCP/IP stack encapsulates these services into a single layer called the Application. Both the OSI model as well as the TCP/IP stack have been studied under the purview of security [17–22]. Tested security models such as defense-in-depth have been studied in the context of the TCP/IP stack [23]. It explored the use of physical security and Media Access Control (MAC) filtering for the Network Interface layer; the use of firewalls, access control lists (ACLs), and virtual private networks (VPNs) at the Internet layer, followed by Secure Socket Layer (SSL) or Transport Layer Security (TLS) at the Transport layer; and, finally, proxy- and host-based-firewalls and antimalware tools at the Application layer. However, this level of security is insufficient to counter sophisticated attacks such as those which targeting human users or those comparable to the advanced persistent threats (APTs). Recently, a security framework for the TCP/IP stack was proposed [24]. The work explored the use of 512-bit SF block ciphers and enhancing the Internet Control Message Protocol (ICMP) by leveraging the unused portion in the authentication field of the ICMP packet.

The OSI model’s Physical layer encompasses the security of network devices from physical attacks, including from fire, water, tampering, cuts, and signal disruptions caused by interference. Role-based access control and data backups are some ways to ensure security at this layer. The Data Link layer is vulnerable to spanning tree attacks, MAC flooding and Address Resolution Protocol (ARP) poisoning. The Network and Transport layers include technologies such as IDS/IPS, firewalls, routers, and switches that encounter attacks such as denial of service (DoS), and unauthorized access, which can be protected against through ACLs and network address translation. Unauthorized data and account access are primary forms of threats confronting the Session and Presentation layers that can be countered using encryption and authentication. Application layer attacks include but are not limited to backdoor and malware exploits, social engineering, and malicious code injection. These attacks can be curbed to an extent through defense-in-depth strategies but more effectively by augmenting the model with strategies such as minimizing backdoors, regular version upgrades, awareness, and training [25–36].

2.2. Architecture

Distributed PV can interact with the utility in different ways, as shown in Figure 3. The architecture is vertical, with grid-edge devices at the bottom and the CCC applications at the top. Distributed PV devices include smart inverters (which might be central plant inverters, string inverters, or micro-inverters), production meters that log the energy delivered by the system versus the energy drawn from the grid at the point of interconnection (POI) or point of common coupling, plant-level controllers that communicate directly with the SCADA, micro-PMUs or frequency disturbance recorders and weather stations (integrated with sensors) installed on-site. At the feeder level, multiple intelligent electronic devices (IEDs) such as reclosers, voltage regulators, capacitor banks, load tap changers, and switches monitor the feeder for changes in voltage and frequency. The AMI smart meters at the loads connected to the DERs and the DER’s own production meter are part of a wider neighborhood area network that is used to transfer packets to access points. The feeder IEDs, meter access points and DER plant controllers all send data of different resolutions at different
frequencies to the process bus, meter data concentrators, and facility DER management system (FDERMS), respectively, at the distribution substation.

Figure 3. (a) The high-level conceptual architecture of distributed PV and Wind DERs communicating with a CCC, along with the different communications protocols mapped to each layer; (b) a detailed schematic of distributed PV (A); and (c) A detailed schematic of a distributed wind turbine (B). Dotted lines represent communications flows, and solid lines or larger arrows denote power flows.

A cluster router at the substation bus aggregates the data and forwards it to the field area network (FAN), which bridges the gap between core IP devices and the field devices. Because of their large geographic coverage, FANs are deployed using wireless technologies such as cellular, both narrowband and broadband point-to-multipoint, and broadband wireless mesh networks [37]. FANs must ensure reliability, fault tolerance, and scalability, and, can be either dedicated to a single distribution substation, as shown in Figure 3, or expand across the utility territory. Additionally, FANs comprise FAN routers that can be deployed at the substation or on the field, and they use
protocols such as WiMAX, 900 MHz RF Mesh, 2G and 3G wireless, and WiFi [38–42]. Such routers enable grid operators to implement network security and also run SCADA protocol translation applications directly. Depending on the scale of the utility territory, wide area network (WAN) might be deployed, comprising gateway WAN routers at the edges and a mesh of internal routers within. Eventually, WAN routers at the utility’s end exist; one for the business network, one for the external network, and one for the operational network [43–45]. EIS applications such as workforce and asset management, geographic information system (GIS) and customer information system, and enterprise cybersecurity technologies supplement the core enterprise applications of distribution management system (DMS), DERMS, energy management system, meter data management, outage management system, and the SCADA components such as the Historian and human machine interface (HMI), all of which interact over the enterprise bus [46–48].

Shown to the left are the different communications protocols identified for use by various devices at the Edge, Field, Network, and CCC, briefly elaborated in the following subsections.

2.2.1. Edge and Field

This encompasses the communications employed by the DER devices with those above them in the hierarchy. Typical protocols involved are Modbus, Building Automation and Control network (BACnet) at the edge, and the Advancing Open Standards for Information Security’s (OASIS) Energy Market Information Exchange (eMIX) at the field [49–51]. Others include Smart Energy Profile (SEP) 1.x; object models from IEC 61850-7-420 and IEC 61850-90-7 mapped to Manufacturing Messaging Specification (MMS), Distribution Network Protocol (DNP) Version 3; SEP 2.0; or Web services through the Devices Profile for Web Services, Representational State Transfer, or web sockets [52–54]. The Modbus protocol has different subtypes: Modbus Remote Terminal Unit (RTU), TCP, or American Standard Code for Information Interchange (ASCII). Although Modbus RTU and ASCII work on serial, non-routable networks with a broadcasting mechanism, Modbus TCP works on the Application layer of the OSI basic reference model over a routable network, typically using Ethernet cables in unicast mode. Cybersecurity requirements for these protocols are as follows: none for Modbus, left to implementers for BACnet, inadequate for SEP 1.x and eMIX, IEC 62351 for IEC 61850 mapping to MMS, IEEE 1815 for IEC 61850 mapping to DNP3, WS-security and HTTPS for IEC 61850 mapping to Web services, and SEP 2.0 for IEC 61850 mapping to SEP 2.0. For the metering protocols of ANSI C12.19 and 22, the C12 security requirements apply [55].

SEP 2.0 is an international open standard that manages the energy of devices at homes and businesses. From minimizing peak, balancing the load and generation, to managing the operation of net zero buildings and microgrids, the protocol is used by utilities, aggregators, and consumers to securely install and maintain end devices with no additional configuration requirements [54]. It can be operated over any physical layer that supports IP-based protocols such as WiFi, ZigBee IP, Thread, Bluetooth, HomePlug, PLC, and Ethernet.

2.2.2. Network

F-DERMS at the substation level interacts with the DER SCADA at the distribution control center and DER aggregators over WAN-based information and communication technology (ICT) systems. F-DERMS in certain cases can also be replaced by microgrid energy management systems or microgrid control systems (MCSs) that support islanding features and on-demand dispatchability. Open Automated Demand Response (OpenADR) protocols find use here for demand response functionalities, and eMIX serves as a financial layer on top of the OpenADR for interaction with the energy market. OpenADR 2.0 facilitates information exchange between the utility and the customer and offers continuous dynamic pricing signals and automated demand response actions such as load shedding, direct load control, peak load shaving and shifting at customer levels. It uses standard-based IP transport mechanisms such as HTTP and XML Messaging and Presence Protocol (XMPP). Security has been integrated into OpenADR 2.0 across two levels: Standard, which uses TLS
to establish secure channels between a virtual top node and a virtual end node for communications, and High, which uses XML signatures for non-repudiation and documentation. IEC 61850 mapped to web services, DNP3, and MMS apply here as well.

Wireless protocols, part of the IEEE standards 802.11x—WiFi (IEEE 802.11), ZigBee (IEEE 802.15.4), and Bluetooth (IEEE 802.15.1)—are widely used by the Internet of things or industrial Internet of things sensors deployed at the Edge, Field, and Network layers of the grid. A prominent example of the use of ZigBee is by the AMI smart meters at the Edge to forward packets over their mesh network in the frequency of 868/915 MHz or 2.4 GHz.

2.2.3. CCC

At this level, the applications at the enterprise use the Common Information Model for interactions. IEC 61968 is used for the interactions among GIS, DMS, utility DERMS, OMS, and demand response, and IEC 61970 is used to exchange distribution power flow models. Inter-application messaging uses MultiSpeak, with its cybersecurity the responsibility of MultiSpeak Version 4. IEC 61968, IEC 61970, and enterprise standards such as HTTP, eMIX, and OpenGIS have no explicit cybersecurity specifications; however, Web services security and IEC 62541 can be used instead.

3. DER Communication Vulnerabilities

Considering different protocols are applied at different levels of the grid, with each layer covering multiple protocols, this section surveys the vulnerabilities with the OSI and GridWise Architecture Council (GWAC) layers at the focus. The OSI model’s seven layers are augmented with the semantics and business context layers of the GWAC interoperability stack. This section discusses the key vulnerabilities of each layer that are summarized in Table 1, and the next section explores the attacks that exploit these vulnerabilities and the existing solutions [56,57].

<p>| Table 1. A Summary of DER Communication-Level Vulnerabilities Layers 1–4. |</p>
<table>
<thead>
<tr>
<th>Layer</th>
<th>Layer Number</th>
<th>Protocols/Connections</th>
<th>Smart Grid Layer(s)</th>
<th>Standard/Body</th>
<th>Vulnerabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical [58–65]</td>
<td>Layer 1</td>
<td>RS 232, UTP cables (CAT 5, 6), DSL, optic fiber</td>
<td>Edge, Field, Network</td>
<td>IEEE 802.3</td>
<td>Data/hardware thefts, unauthorized changes to functional environment, undetectable data interception, wiretaps, and reconnaissance, open authentication, rogue employees and access points</td>
</tr>
<tr>
<td>Data Link [66–72]</td>
<td>Layer 2</td>
<td>Ethernet</td>
<td>Edge, Field</td>
<td>IEEE 802.1, IEEE 802.3</td>
<td>Unauthorized joins and expansion of the network, VLAN join, tagging and hopping, remote access of LAN, topology and vulnerability discovery, break-ins, switch control, guessing TCP sequence numbers, stealing existing session, no cryptography</td>
</tr>
<tr>
<td>Network [73–82]</td>
<td>Layer 3</td>
<td>IPv4/IPv6, ARP, IGMP, ICMP</td>
<td>Edge, Field</td>
<td>IETF</td>
<td>No authentication, works in broadcast, unauthorized access</td>
</tr>
<tr>
<td>Transport [83–92]</td>
<td>Layer 4</td>
<td>TCP, UDP</td>
<td>All</td>
<td>IETF, DARPA</td>
<td>Three-way handshake flaws, TCP sequence number prediction, port scan</td>
</tr>
</tbody>
</table>

3.1. Physical (Layer 1)

As briefly described in Section 2.1, the Physical layer includes the devices and the channels used for communications among devices. Such channels include connectors and cables such as RS-232,
CAT 5/6, Digital Subscriber Link (DSL), or optic fibers. This layer is vulnerable to thefts where sensitive data could be stolen by the attacker through efforts such as changing the configuration settings, altering the calibration, or simply damaging the equipment [58–60]. The connections between two devices might also be subjected to physical attacks that range from unplugging cords or cables to unauthenticated or unauthorized devices, damaging or severing the channels physically, or simply removing connections to the legitimate devices. Wiretapping and open authentication mechanisms are vulnerabilities that allow the attacker to gain access to the network directly [61,62]. The access points could deliberately be turned rogue by an attacker to potentially exploit man-in-the-middle (MITM) attacks. With humans being the weakest link in a cybersecurity kill chain, insider threats could manifest as rogue or disgruntled employees connecting to the remote DER devices through legitimate Bluetooth or speedwire connections and engaging in thefts, manipulation, or damage of the data or device. In addition to man-made causes, the same vulnerabilities could be exploited by natural means triggered by exposure of the DER devices to inclement weather, including extremities such as storms and lightning strikes [63–65].

3.2. Data Link (Layer 2)

Some protocols on this layer are Ethernet, Frame relay, and Asynchronous Transfer Mode. Among them, Ethernet is found to be used predominantly by all DER communications at this layer [66–68]. Hence, the other protocols on this layer will be considered beyond the scope of this paper. Using an unconnected port on a switch, any device can join the network’s Ethernet segment. It might also exploit the fact that upon disconnection of the host from a network, the connection between the socket and switch is not lost, thereby leaving wall sockets connected to switches. The network can be expanded without authorization by installing one’s own wireless access points and switches and adding other users to them [69–72].

3.3. Network (Layer 3)

This layer defines the path for a packet that might pass through different intermediary devices in the communications infrastructure. The primary protocols at this layer include IPv4/IPv6, ICMP, ARP, and the Internet Group Management Protocol (IGMP) [73–77]. The IP packets are found to transmit data in a plaintext format, and the ARP packets are susceptible to be exploited by the attacker because of the lack of authentication. This lack of authentication can enable rogue device connections such as compromised computers, access points, switches, or routers. The lack of encryption and authentication makes protocols on this layer vulnerable to flooding, poisoning, and spoofing attacks. The mitigation strategy currently employed by IPv4 against ICMP flooding is to drop all incoming ICMP packets because they do not affect the network functionality. However, this strategy cannot be applied to IPv6 because it uses ICMP for neighbor discovery and path maximum transmission unit [78–82].

3.4. Transport (Layer 4)

At this layer, two types of connections can be made: TCP or User Datagram Protocol (UDP). TCP requires acknowledgment for establishing connection but UDP does not. While the IP establishes the connection across the network, the port defines the type of connection and the protocol used by that connection. The first (FIR) and end (FIN) control flags of the segment can be exploited. The FIR and FIN flags indicate the first and final frames of the segment, respectively. When a message with the FIR flag arrives, all previously received incomplete segments are discarded. Inserting a message with the FIR flag set after the beginning of a transmission of a segmented message causes the reassembly of a valid message to be disrupted. Inserting a message with the FIN flag set terminates the message reassembly early, resulting in an error during the processing of the partially completed message [83–87]. The Sequence field used to ensure in-order delivery of the segmented messages is also vulnerable to attacks. The sequence number increments with each segment sent, so predicting the next value is trivial. An attacker who inserts fabricated messages into a sequence of segments can
inject any data and/or cause processing errors. The ports are vulnerable to either banning or scanning. Port banning occurs when the accessed port provides information on the protocol running on the port, the device’s operating system and application, etc. Port scanning helps the attacker in obtaining valuable information of the network, including IP address, list of open ports and the applications running on those ports [88–92].

4. Potential Cyberattacks and Corresponding Solutions to Secure DER Communications

Following the survey of the vulnerabilities, different attacks that could potentially exploit these vulnerabilities are discussed in this section, followed by a brief summary of existing solutions to mitigate them. The information is summarized in Table 2.

Table 2. A Summary of DER Communication-Level Attacks and Existing Solutions Layers 1–4.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Layer Number</th>
<th>Protocols/Connections</th>
<th>Potential Attacks</th>
<th>Existing Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Layer 1</td>
<td>RS 232, UTP cables, (CAT5/6), DSL, optic fiber cables</td>
<td>Stealing data, data slurping, wiretapping, Bluejacking and Bluesnarfing, physical destruction, obstruction, manipulation of physical assets</td>
<td>Block the USB port, data storage cryptography, accountability and auditing to track and control physical assets [57,62,96]</td>
</tr>
<tr>
<td>Data Link</td>
<td>Layer 2</td>
<td>Ethernet</td>
<td>ARP poisoning, MAC flooding and spoofing, spanning-tree, multicast brute force, identity theft, attacks on VLAN trunking protocol and VLAN hopping, double-encapsulated 802.1Q/nested VLAN attacks</td>
<td>Physical protection, network segmentation, role-based access control, ACLs, control and management plane overload protection, centrally managed LAN security, encryption and integrity verification, Ethernet firewall and deep packet inspection, IPS, port security, packet storm protection [103–106]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ARP</td>
<td>Spoofing, also known as cache poisoning</td>
<td>Authenticated IP addresses, modifying ARP using cryptographic techniques, manual configuration of static ARP entries [115]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IGMP, ICMP</td>
<td>ICMP flooding, Smurf attack</td>
<td>Rate-limit traffic, turnoff ping [114]</td>
</tr>
<tr>
<td>Transport</td>
<td>Layer 4</td>
<td>TCP, UDP</td>
<td>TCP hijacking, TCP SYN flooding, UDP flooding</td>
<td>Use: SSL/TLS, secure cookie flags, HTTP strict transport security, public key pinning, strong keys, efficient key management, certificates with required domain names and fully qualified names; do not use: sensitive data in URLs or caches, wildcard certificates [122–125]</td>
</tr>
</tbody>
</table>

4.1. Physical (Layer 1)

Data or device thefts, data slurping, and wiretapping are commonly observed attacks at this layer. The Bluetooth Physical layer can be compromised through Bluejacking and Bluesnarfing attacks [93]. Physical destruction, obstruction, or manipulation could result in malfunctioning of the physical assets in the DER environment, primarily because of their exposed installations at remote locations where operational visibility might be poor or none [94]. This increases the cost to repair or reinstall and the cost for crew dispatch, both at the expense of increased service downtime [95].

These attacks could be mitigated in different ways: (1) blocking or hardening the unused Universal Serial Bus (USB) ports; (2) using data storage cryptography to protect sensitive data to at least prevent the loss of data confidentiality or integrity if the theft is successful; and (3) employing additional security methods such as ACLs to ensure accountability, and auditing to track and control the DER...
devices. Additionally, to mitigate physical attacks, the devices could be installed in enclosures secured by locks and keys, or could be physically isolated from other frequently used infrastructure in the area, guarded by fences or gates [57,62,96].

4.2. Data Link (Layer 2)

Ethernet, the key protocol used at this layer by DERs is susceptible to a wide array of attacks, such as MAC flooding, MAC spoofing, or virtual local area network (VLAN) hopping. The MAC address can be spoofed to make the switch send Ethernet frames to the attacker’s machine [97–100]. Irrespective of the security measures deployed at higher layers, a successful MAC spoofing still compromises the target device. The MAC address table used by a switch to store the MAC addresses of different devices, each connected to a specific port of that switch, could be subjected to a flooding attack triggered by the attacker, which results in overuse of memory, potential bottlenecks in communications that in turn causes delays or a drop of legitimate MAC addresses from the table. Hence, MAC flooding can be viewed as a DoS attack at this layer [71,101,102].

Different solutions currently exist to counter attacks at this layer. Some include port security to configure switches and enable them to learn a limited number of MAC addresses; and deploying an Authentication, Authorization and Accounting server to mediate network connections and ensure that the MAC addresses are added to the table only after they have been authenticated, authorized, and accounted for. Role and authentication-based access controls are key strategies to prevent attacks of this nature. Segmentation of VLANs, link-layer encryption, and integrity validation techniques could also be of help [103–106].

4.3. Network (Layer 3)

False ARP requests could be sent by an attacker in the network, enabling them to link their MAC address with the IP address of a different authorized device or system. Such an attack is labeled ARP spoofing, possible because of the exploitation of the vulnerability of no authentication [107–110]. ICMP and ping flooding attacks overload the target IP addresses by a sudden influx of data packets. Ping requests or ICMP packets are transmitted over the network to check for connectivity, which could be exploited using tools such as hping and scapy. The data in plaintext could be used by an attacker to engage in different attacks ranging from sniffing or theft to more malicious ones such as MITM or packet replay.

The ping request and ICMP flooding can be mitigated by turning pings off from external networks and rate-limiting the ICMP traffic, respectively, to prevent the bandwidth and firewall performance from being impacted [111–114]. Attacks exploiting plain-text data can be avoided by using security architecture such as IP-Sec or transport access control [115]. The authors in [116] propose a fuzzy logic based model to mitigate DoS-style attacks against vehicular Ad hoc networks. This model extends the analysis of greedy routing for packet forwarding and is capable of selecting the best next-hop node in multi-hop vehicular Ad hoc networks. Two routing metrics are given as inputs to the fuzzy decision-making model for each of the neighbor nodes to select the best next-hop neighbor node based on the output of the fuzzy model.

4.4. Transport (Layer 4)

This layer is greatly susceptible to attacks that target the TCP or UDP, such as SYN flooding or UDP flooding. In SYN flooding, the attacker uses fake IP addresses to send continuous SYN requests to the target device on its different ports. Assuming all requests as genuine, the target system sends the acknowledgment (SYN_ACK) packets to each requesting fake IP. This creates a scenario where the port remains open until the connection times out, when another fabricated SYN request is received. This overwhelms the target system’s resources and prevents legitimate users from establishing connections [117–121]. Although UDP does not need a handshake to establish a
connection, which in itself creates a vulnerability for attacks that overwhelm the connections with large volumes of bogus traffic.

SYN flooding is prevented using methods such as cryptographic hashing where the target device sends the SYN_ACK packet with a sequence code derived from the requesting client’s IP address, port number, and a unique identification number. Stack tweaking can also be used, which reduces the connection request timeout period or resorts to random dropping of incomplete connections. UDP flooding is typically prevented by rate-limiting the UDP packets [122–125].

4.5. Key Observations

At each layer, a few attacks have been observed to show more prevalence in the literature. Some of the most prominent attacks include MAC flooding, which could target any device in the DER environment that has a valid MAC address and uses Ethernet in the Data Link layer. Such devices include but are not limited to inverters, control systems, smart meters, synchrophasors, network switches, routers, and other communications gateways. Port security in the form of hardening unused ports and predefining the number of MAC addresses on a particular switch port are the most effective solutions currently recommended by the industry to prevent attacks of such nature.

In devices that use IP addresses, spoofing is typically observed the most. Unauthorized access to the network can be gained by attackers by changing the source IP address in the IP packet header. The industry currently recommends the use of router-based IP filters to map the incoming traffic interface with designated interface of the source IP address present in the MAC address table. Many Intrusion Detection and Prevention Systems (ID/IPS) and inline blocking tools are also capable of detecting bad ARP messages and ensuring the stability and availability of the MAC address table.

MITM and packet replays are commonly observed attacks in DER devices where the set-point commands and other modification requests originating from the client applications using TCP or UDP could be intercepted and/or manipulated. These commands and requests have been observed to be in plaintext, thereby making these attacks prevalent. A particular use case of replay attack that retransmitted a legitimate plaintext set-point command after modifying it bypassed the DER client credentials and was successfully accepted by the device [126]. Different cryptographic techniques can prevent MITM and replay attacks considering the use of strong key distribution and exchange schemes [127]. It has also been shown through research that DER applications using TCP-based communications, by virtue of their three-way handshake and inclusion of the sequence number in their header, are less susceptible to replay than those using UDP.

DoS or distributed Dos (DDoS) attacks target DERs in three observed ways: volume, protocol, or application. The primary characteristic targeted is availability of services, which could be the availability of power or communications or data itself. Although volume-based DoS aim to overwhelm the device or communications channel by sending large volumes of requests or messages to reduce the availability of power or data, protocol-based attacks aim to cripple the underlying communications protocols by manipulating the payload or headers, thereby impacting the availability of the communication channel or medium. The application-layer-based DoS attacks target the client applications interacting with the DER devices, where the availability of data is compromised. The most widely employed methods to secure devices and networks against DoS/DDoS-style attacks include firewalls, ID/IPS, traceback and push-back services, and packet filters that limit the rate of traffic.

5. Future Work

This section first summarizes the second part of the research effort, which will be conducted by the authors moving forward. Then, the significant results derived from this survey are discussed.

5.1. Surveying Layers 5 through 7, GWAC Interoperability Stack

It has been identified in the literature that the OSI model’s 7 conceptual layers are insufficient to prevent higher level attacks, which are perpetrated by intelligent attackers and exploit the
vulnerabilities of human users and employ persistent methods to stay latent in the domain. To this effect, the OSI model is augmented with the GWAC interoperability stack’s top two layers of semantic and business for interoperability and policies and governance for organizational security; however, these additional layers bring their own security-related challenges, including those because of interoperability, an increased number of attack entry points, the likelihood of compromise of privacy and confidentiality, and more [128,129].

The second part of the research effort will explore the protocol-level vulnerabilities, potential attacks, and existing solutions at OSI layers 5 (Session), 6 (Presentation), and 7 (Application) as well as GWAC stack drivers of Semantics and Business. The basic and advanced security requirements will be revisited and refined based on the insights derived from this survey. The proposed layered defense model introduced in the following subsection will be elaborated, and its application in meeting these requirements will be discussed. The model has already been integrated into and validated over the Security & Resilience (S&R) networking testbed at the National Renewable Energy Laboratory (NREL) by the authors. As future work, the test cases designed to validate the basic and advanced controls to ensure DER security will be validated on the S&R testbed in the presence of the layered defense model, and the results will be documented.

5.2. Introducing the Significance of NREL’s Layered Defense Model for DER Security

Following the review of protocol-level vulnerabilities of DERs, the potential attacks that can exploit those vulnerabilities, and the solutions existing to counter those attacks, a set of security requirements have been developed by the authors to ensure security of data and communications in the DER domain. These requirements are categorized into basic and advanced security controls as shown in Figure 4. Although basic controls are the best practices for DER networks that are not specific to the DER devices, the advanced controls are required to be adhered to by a given communications or interconnection standard. These controls are described briefly as follows:

The basic security controls include:

1. Strictly implementing role-based access controls on the DER devices and network components;
2. Employing sound network segmentation principles to create different VLANs for information technology, operational technology and business networks;
3. Conducting regular upgrades of patches to the application software or DER firmware and ensuring that an effective patch management process is in place;
4. Using strong passwords that are immune to dictionary attacks and password cracking, including modifying the default passwords that the DER devices are assigned at the time of manufacturing/installation;
5. Employing selective encryption to reduce the processing overhead incurred in the encryption and decryption steps, considering that the DER devices are located at remote fields and are resource-constrained;
6. Padding the DER devices with network front-ends such as inline blocking and protocol-level filtering tools that validate the integrity of incoming and outgoing messages before being passed onto the actual devices;
7. Practicing strong port-hardening techniques such as disabling unused ports and closely monitoring the active ports available for connection to different client application requests.

The advanced security controls include:

1. Employing TLS versions 1.2 or 1.3 and recommended cipher suites to comply with the NIST guidelines;
2. Supporting session resumption that uses a secret session key for scenarios where the session stays disconnected for a time less than the TLS session resumption time;
3. Supporting session renegotiation that uses a secret session key for scenarios where the session stays disconnected for a time more than the TLS session renegotiation time;
4. Supporting the use of message authentication codes and multiple certificate authorities when communicating across DER domains;
5. Maintaining an active certificate revocation list to bar connection requests coming from entities with expired or blacklisted certificates.

Contrasting the existing solutions from Table 2 with these requirements above shows that there exists a gap in research. Although the solutions rely primarily on security technologies such as firewalls and ID/IPS, principles like strong passwords and access controls, and mechanisms for ensuring authentication and authorization, they are insufficient against sophisticated attacks such as APTs and social engineering. These traditional solution methods have a common goal of attack prevention but do not focus on event detection and incident response, which are crucial to countering future attacks.

Specifically, the existing solutions proposed by certain vendors cover basic requirements 1 and 7, and advanced requirement 4; however, these solutions must be augmented with advanced inline blocking, message filtering down to the hardware-level and anomaly-detection tools, using selective encryption and cipher suites, and enabling strong stakeholder engagement among different DER actors such as owners, aggregators, installers, and end-users. Additionally, at a central level,
intelligence-driven learning algorithms and data analytics can be used to detect and respond to potential threats to the DERs proactively. These suites of active methods have been accounted for by the layered defense model.

6. Conclusions

This paper dealt with the first of a two-part research effort to develop an organization of the existing literature in the domain of DER communications security at the distribution smart grid level. This paper focused on OSI layers 1 through 4, and the next paper will deal with OSI layers 5 through 7 and GWAC interoperability stack drivers 2 and 3, making for a comprehensive review of the protocol-level vulnerabilities of all eight layers, potential attacks that could exploit those vulnerabilities, and solutions proposed in the existing literature to mitigate such attacks. Given the application-level protocols used in the DER domain work on the TCP/IP stack, a mapping of protocols from the TCP/IP stack to the OSI model was made to gain a more conceptual understanding of the security challenges and solutions. Based on the survey, a high-level summary of the different basic and advanced security control requirements derived to ensure DER data and communications security were discussed. By contrasting the existing solutions for layers 1–4 against the requirements derived for the same, it was concluded that they are insufficient against APTs and social engineering attacks that exploit flaws in enforcement and human weaknesses to detect and respond to attacks.
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