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Abstract—In a traditional dynamic network reconfiguration study, the optimal topology is determined at every scheduled time point by using the real load data measured at that time. The development of the load forecasting technique can provide an accurate prediction of the load power that will happen in a future time and provide more information about load changes. With the inclusion of load forecasting, the optimal topology can be determined based on the predicted load conditions during a longer time period instead of using a snapshot of the load at the time when the reconfiguration happens; thus, the distribution system operator can use this information to better operate the system reconfiguration and achieve optimal solutions. This paper proposes a short-term load forecasting approach to automatically reconfigure distribution systems in a dynamic and pre-event manner. Specifically, a short-term and high-resolution distribution system load forecasting approach is proposed with a forecaster based on support vector regression and parallel parameters optimization. The network reconfiguration problem is solved by using the forecasted load continuously to determine the optimal network topology with the minimum amount of loss at the future time. The simulation results validate and evaluate the proposed approach.

Index Terms—Short-term load forecasting, parallel parameters optimization, network reconfiguration, distribution system.

I. INTRODUCTION

NETWORK reconfiguration alters a distribution network topology to improve the distribution system performance by opening sectionalizing switches (which are normally closed) and closing tie switches (which are normally open) without violating system operational constraints; this is mainly used to reduce energy loss and improve voltage profiles [1], [2]. A traditional distribution network reconfiguration is a one-time operation to achieve the minimum amount of loss by reconfiguring the network from one topology to another; however, with increasing penetrations of renewable energy resources and demand response programs, the end user profiles become more dynamic, which bring increasing stochastic deviations in load profiles and bigger challenges in distribution system reconfiguration [2]–[5]. If a distribution load profile can be forecasted, the dynamic distribution system reconfiguration can be more effective and efficient. In this paper, the aggregated loads of a small section of a distribution system are forecasted by a load forecasting approach based on support vector regression (SVR) to provide useful information for the distribution system reconfiguration.

Specifically, in SVR the parameters optimization is a critical problem, which decides the effectiveness and accuracy of the forecaster. Particle swarm optimization (PSO) is an effective method for parameters optimization; however, it is hard to guarantee that the PSO can converge to a global optimization [6], [7]; thus, a combined grid traverse algorithm (GTA) and PSO, a two-step parameters optimization approach, is designed to solve this problem.

Based on the Hadoop, Spark, and many other parallel computation frameworks, a work note can be a computer in a cluster or a single computer processing core (CPU) core in a multicore CPU [8], [9]. In this paper, a parallel computation architecture based on “Mapreduce” [15] is designed to further reduce the computation time in the two-step parameter optimization approach. Then the forecasted high-resolution loads are used for the network reconfiguration.

Although a network reconfiguration is a complicated nonconvex and nonlinear optimization problem, the optimal topology with the minimum amount of loss for a specific system is indeed determined by its net load profile. If the net load profile keeps changing, the optimal topology should be solved again to achieve the minimum loss under the new profile. Thus, with the forecasted distribution load profiles, the dynamic network reconfiguration can be pre-performed in response to load changes. Compared to reconfiguring the network by following the fixed time schedule, this data-driven reconfiguration is much more efficient and meaningful because it provides more observability to the distribution system operator (DSO) to determine the best system topology before an event happens. Also, it helps avoid unnecessary reconfiguration operations and captures the load dynamics and thus leads to more energy savings.

II. SVR-BASED FORECASTER

In this paper, the historic load data is used as input data to train the SVR-based forecaster. Considering the inconsistent, incomplete, and out-of-range values in the raw data, the data preprocessing methods are used as the first step for the input data [4], [9], [11].

In [10], the objective function of the SVR is defined to minimize the forecast error with coefficients regulation as follows:

$$ R = \min_{\varepsilon, \omega, \xi, \xi', \xi'', C, b, \gamma} \left\{ \frac{1}{2} \omega^T \omega + C \sum_{i'=1}^{n} (\xi_{i''} + \xi'_{i''}) \right\} $$  \hspace{1cm} (1)
subject to:
\[
\begin{cases}
L_i^\nu - f(x_i^\nu) \leq \varepsilon + \epsilon_i^\nu \\
-L_i^\nu + f(x_i^\nu) \leq \varepsilon + \epsilon_i^\nu
\end{cases}
\]
where \(\frac{1}{2}\omega^T\omega\) indicates the coefficient flatness; \(C\) is a trade-off coefficient; \(\gamma\) is a coefficient in kernel; and \(\epsilon_i^\nu\) and \(\epsilon_i^\nu\) are two slack variables, which indicate the training error thresholds. In [10], the parameters \(C, \omega, \) and \(\gamma\) are chosen as optimal variables, which play important roles in SVR performance. Then the objection function (1) with constraint (2) can be solved, and the parameters \(\omega, C, \epsilon_i^\nu\), and \(\epsilon_i^\nu\) can be determined.

III. TWO-STEP PARALLEL PARAMETERS OPTIMIZATION

A. Architecture of the Approach

As shown in Fig. 1, the proposed parameter optimization approach consists of two components: GTA and PSO. Specifically, in the first step, a GTA is designed to divide the global solution space into local solution spaces, and traverse the local solution spaces. In the Map phase, considering the independency among the local solution spaces, each can be mapped into a group of work notes and computed in parallel. Then in the Reduce phase, the computation results are compared, and one or several local solution spaces with minimum training errors are selected as the sub-local solution spaces for the PSO. In the second step, a PSO is used to optimize the parameters in the sub-local solution spaces, which also contain the Map and Reduce phases for the parallel computation. Finally, the optimal parameters can be determined effectively for the SVR-based forecaster.

\[\Omega_j\], a traversing vector \(\Omega_j\) can be built with corresponding step \(\Delta_j\). For example, the \(m_j^t\)th element in \(\Omega_j\) can be built as:
\[
\Omega_j^m = \Omega_j + \left( m_j^t - 1 \right) \frac{\Omega_j - \Omega_j}{\Delta_j}
\]
where \(\Omega_j\) and \(\Omega_j\) are the upper and lower limits. Then a finite, multi-Cartesian product \(H\) can be generated with every traversing vector \(\Omega_j\).

In this paper, three parameters—\(C, \omega, \) and \(\gamma\)—are chosen, and the total number of the elements in \(H\) is \(m_1 \times m_2 \times m_3\). This means that the global solution space can be divided into four local solution spaces, and each can be mapped to a different work note and computed in parallel. In addition, the 10-fold cross-validation is used to limit overfitting in forecasting [10].

As shown in Algorithm 1, the GTA is targeted to decompose the global solution space and select one or several local solution spaces with minimum training errors for the next PSO processing. In the first step, besides the parameters and traversing vectors initialization, the work notes are initialized from an idle state. Specifically, for a computer cluster, the master can pick the idle computer. For a single computer with a multicore CPU, the idle cores are picked and assigned with memories. In the second step, every work note receives the assigned tasks and can compute in parallel. In the last step, the master collects all the results and selects one or several local solution spaces for the next PSO processing.

Algorithm 1. Parallel GTA for Parameter Optimization

Objective: Solution space decomposition and local solution spaces selection of the global optimization problem.

Initialization: (1) Initial \(C, \omega, \) and \(\gamma\), compute \(\Lambda_j\) and \(H\).

(2) Initial the work notes.

Map phase: (1) Send the elements of \(H\) to all the work notes.

(2) In different work notes, the received elements of \(H\) are computed in parallel.

Reduce phase: (1) Collects computation results from all the work notes.

(2) Results comparison and one or several local solution spaces are selected for next step.

C. Particle Swarm Optimization

In the PSO, the number of the particles is \(N_{PSO}\), and the dimension of the solution space is \(n_{OBJPSO} = 3\). Then the position of the \(i_2\)th particle can be generated as \(a_t^\Omega = [a_t^\Omega_1, a_t^\Omega_2, ..., a_t^\Omega_{n_{OBJPSO}}]\), where \(\Omega = [C, \omega, \gamma]\). Then the vector of velocity \(v_t^\Omega\) and best position \(p_t^\Omega\) of the \(i_2\)th particle can be generated similarly.

In each iteration, the velocity and position can be determined as follows:
\[
v_t^{\Omega_2}(t) = v_t^{\Omega_2}(t - 1) + \varphi_1 \theta_1 (p_t^{\Omega_2} - a_t^{\Omega_2}(t - 1)) + \varphi_2 \theta_2 (p_t^{\Omega_2} - a_t^{\Omega_2}(t - 1))
\]
\( \alpha_{ij}^0(t) = \alpha_{ij}^0(t-1) + \psi_{ij}^0(t) \quad (5) \)

where the independently distribution random variables are \( \theta_1 \) and \( \theta_2 \), the acceleration coefficients are \( \varphi_1 \) and \( \varphi_2 \), \( t \) is the time index, and the best position vector is \( \eta_{ij}^0 \). Thus, as shown in Fig. 1, the selected sub-local solution spaces can be computed with (4) and (5) in parallel, and the best parameters can be determined.

D. A Short-Term Load Forecast Example

A short-term load forecast for a distribution feeder is shown in Fig. 2. The blue curve indicates the original load profile, and the red curve indicates the forecasted load profile. From 1–14,400 s is the training data, and from 14,401–18,000 s is the forecast result, which is defined as 1-h-ahead forecasting. On the other hand, the original load profile indicates that the distribution system loads contain more stochastic abrupt deviations than the transmission system loads. On the other hand, the forecasted load profile is almost consistent with the original load profile, which demonstrates the effectiveness and efficiency of the proposed approach.

Fig. 2. Forecast result of a distribution system load

IV. SHORT-TERM LOAD FORECASTING NETWORK RECONFIGURATION STUDY

A. Network Reconfiguration Optimization Problem

In a distribution system, the state of each controllable switch can be defined as:

\[
S_j = \begin{cases} 
1, & \text{switch } j \text{ is closed and current direction keeps same.} \\
-1, & \text{switch } j \text{ is closed and current direction is opposite.} \\
0, & \text{switch } j \text{ is open.} 
\end{cases}
\quad (6)
\]

A node-branch incidence matrix is used to define the connectivity of a network. Suppose all controllable switches are closed, and the node-branch incidence matrix for the meshed network is denoted as \( A^0 \). For any other system topology after opening/closing the switches, the new node-branch incidence matrix, denoted as \( A \), can be derived from \( A^0 \) using the states of switches. This paper takes use of network reconfiguration to minimize the power loss, so that finally the optimization problem can be defined as shown below. (For more details, see [2].)

\[
\begin{align*}
\min J(S) &= \text{Re} \left\{ \sum_{j=1}^{N} \sum_{k=1}^{M} \sum_{p=1}^{N} \sum_{a=1}^{M} \sum_{i=1}^{N} \left( \sum_{k=1}^{M} d_{jk}^{a} y_{ij}^{ap} \cdot S_{jk}^{a} \right) \right\} \\
&= \sum_{j=1}^{N} \sum_{k=1}^{M} \sum_{p=1}^{N} \sum_{a=1}^{M} \sum_{i=1}^{N} \left( \sum_{k=1}^{M} d_{jk}^{a} y_{ij}^{ap} \cdot S_{jk}^{a} \right) \\
&\text{s.t.} \\
&0.95 |V_{norm}| \leq |V_{p}| = |V_{j} - V_{i}| \leq 0.03 |V_{norm}|
\end{align*}
\quad (7)
\]

where \( a_{ij} = a_{ij}^0 \cdot S_j \), \( a_{ij}^0 \) are the \( ij \)-th elements of \( A \) and \( A^0 \). \( N \) and \( M \) are the total number of buses and the total number of branches, respectively. \( f_{\text{inject},i}^p \) and \( Q_{\text{inject},i}^p \) are the actual phase-\( p \) (\( p \) can be \( a, b, c \)) active and reactive power injections at bus \( i \). \( V_{i}^p = e_{i}^p + jf_{i}^p \) is the phase-\( p \) voltage at bus \( i \). \( I_{branch,j}^p \) is the phase-\( p \) current in branch \( j \). \( y_{ij}^{max} \) is the maximum current allowed for branch \( j \). Matrix \( \begin{bmatrix} y_{ij}^{ab}, y_{ij}^{ac}, & y_{ij}^{ba}, y_{ij}^{bc}, & y_{ij}^{ca}, y_{ij}^{cb}, & y_{ij}^{cc} \end{bmatrix} \) is the conjugate inverse matrix of the phase impedance matrix for branch \( j \). And \( g_{ik}^p + jb_{ik}^p = \sum_{j=1}^{M} \left( a_{ij}^0 a_{ik}^0 y_{ij}^{ap} \right) \cdot S_{jk}^2 \).

The voltage and thermal constraints are included in (7). In addition, the system topology after the reconfiguration must be radial without meshes, and all loads must be served without disconnection. These constraints are formulated as:

\[
\begin{align*}
\sum_{k=1}^{M} S_k &= N - d \\
\sum_{k=1}^{M} |S_k| &\leq M_k - 1 \\
\text{rank}(A) &= N - d
\end{align*}
\quad (8)
\]

where \( d \) is the total number of slack buses, and \( M_k \) is the total number of branches in loop \( k \). As a result, the network reconfiguration problem is finally formulated as a mixed-integer nonlinear optimization problem with switch states as the only decision variable.

When using the high-resolution load data, the dynamic network reconfiguration problem will be solved frequently, so a highly computationally efficient algorithm is preferred; thus, this paper uses the heuristic algorithm based on the branch-exchange and single-loop optimization to solve the network reconfiguration algorithm. (For the flowchart of the algorithm, see [1].)
B. Data-Driven Network Reconfiguration Based on Load Forecasting

Fig. 3 shows the framework of the proposed data-driven network reconfiguration based on the short-term load forecasting. At first, the short-term load forecasting is executed using the historic actual high-resolution data. This paper studies the 1-h ahead forecasting using the 1-s resolution data. Next, the network reconfiguration problem defined in (7) and (8) is solved using the heuristic algorithm continuously and the forecasted next-hour load data, and the highest resolution is to solve the reconfiguration problem using every second of data, leading to 3,600 results. However, considering that the load change happened in 1 s is generally not big enough to alter the optimal topology, so the reconfiguration problem is solved for every 5 min in this paper, finally leading to 12 results of the system topology for the next hour and each result for a 5-min time slot. Among all 12 system topologies for the 5-min time slots, the topology that achieves the most loss reduction will be selected and used for the entire next hour. This helps reduce the reconfiguration operation compared to using one topology every 5 minute.

Then the above procedures will be repeated for the following hours. Compared to the traditional dynamic network reconfiguration, which is based on the fixed time schedule without load forecasting, the proposed data-driven network reconfiguration based on short-term load forecasting enables the DSO to observe the events that will happen in the next hour and make decisions based on all future events; thus, it is highly likely to achieve better performance.

Fig. 3. Data-driven network reconfiguration approach based on short-term load forecasting

V. CASE STUDY

The proposed data-driven network reconfiguration approach based on short-term load forecasting is tested on a revised version of the IEEE 123-bus distribution system. As shown in Fig. 4, compared to the benchmark IEEE 123-bus test system given in [3], [16], four initially opened tie switches (TS-1, TS-2, TS-3 and TS-4) are added to make the system topology changeable, and all voltage regulators are removed to fully address the impact of network reconfiguration on reducing losses.

Fig. 4. Configuration of the revised IEEE 123-bus test system

A. Short-Term Load Forecasting

As shown in Fig. 5, the four net load profiles are forecasted by the proposed 1-h-ahead forecasting approach with 1-s resolution. The tests load data set consists of four net load profiles from a partner utility’s distribution feeder. In this paper, the net load profile includes both loads and distributed energy resources (DERs) so the net load can be negative when the DER generation exceeds the load demand.

The forecast error is shown in Fig. 6. Note that more than 80% of the errors are accumulated between (-3%, 3%). The MAPE is 2.15%, and NRMSE is 4.03%. In addition, the skewness and kurtosis are 0.71 and 7.23, which are used to measure the asymmetry and outlier prone of the probability distribution of the forecast errors [13], [14], [17], [18]. The average computation time is 72 s, with an Intel Xeon CPU Server. The forecast error analysis demonstrates the accuracy and effectiveness of the proposed distribution net load forecasting approach.

Fig. 5. Four profiles of forecasted net loads for four different regions

Fig. 6. Percentage error of forecast results

B. Reconfiguration Results

The benefit of the proposed approach contains two parts: total energy loss reduction and network reconfiguration operation reduction, which can be explained as follows. In Fig. 3, the data-driven network reconfiguration based on the 1-h ahead load forecasting is solved. Table III lists the results of the opened switches for each 5-min time slot within each hour. If multiple consecutive time slots have the same topology result, their results are aggregated to be displayed. The power loss

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
reduction achieved by each topology change is also listed. Among all topology results within 1 h, the topology that leads to the largest energy loss reduction (the product of power loss reduction and time duration) is selected as the final topology for the entire hour, which is highlighted using the color block.

Evaluating all final topology results for 24 h, 7 reconfiguration operations will be implemented, including: (1) opening switches at lines 93-95, 29-30, 101-105 and closing switches TS-1, TS-3, and TS-4 at 1 a.m.; (2) opening switches 87-89 and 108-300 and closing switches 93-95 and 101-105 at 6 a.m.; (3) opening switch 57-60 and closing switch 108-300 at 8 a.m.; (4) opening switch 67-72 and closing switch 87-89 at 9 a.m.; (5) opening switch 18-21 and closing switch 29-30 at 10 a.m.; (6) opening switch 29-30 and closing switch 18-21 at 3 p.m.; (7) opening switch 18-21 and closing switch 29-30 at 5 p.m.

As shown in Fig. 7, the hourly energy loss is obtained, and it is compared to the results obtained using the fixed hourly reconfiguration without load forecasting and for the no reconfiguration study.

The benefit of the proposed approach is twofold: total energy loss reduction and network reconfiguration operation reduction. The total energy losses in a day for these three scenarios are 60.49 kWh (with load forecasting), 71.81 kWh (without load forecasting), and 164.23 kWh (no network reconfiguration), respectively. In addition, the optimal topologies solved using the network reconfiguration with a fixed hourly time schedule but without load forecasting get changed at 1 a.m., 7 a.m., 8 a.m., 10 a.m., 11 a.m., 1 p.m., 2 p.m., 3 p.m., 4 p.m., 5 p.m., 6 p.m., 7 p.m., 8 p.m., 9 p.m., and 11 p.m.; thus, a total of 15 reconfiguration operations occur in a day, which is an increase of 8 reconfiguration operations than the proposed approach with load forecasting. In summary, compared to the traditional network reconfiguration approach, the proposed approach reduces system energy loss by approximately 15% and network reconfiguration operations by 50%.

VI. CONCLUSIONS AND FUTURE WORK

Compared to the traditional network reconfiguration approach, a novel distribution system network reconfiguration based on short-term load forecasting is proposed for a system with a high penetration of renewable energy. According to the case study, the net load profiles can be accurately forecasted with the proposed forecasting approach. Then, by using the 1-h-ahead forecasted load data to predetermine the optimal topology for the next hour, the system energy loss can be reduced with a reduced number of switching operations compared to the fixed scheduled network reconfiguration approach without load forecasting. Thus, this paper has proven the feasibility and effectiveness of the proposed reconfiguration approach.

In the next step, different types of events such as unplanned islanding and renewable generation intermittency will be studied.
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