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<td>IOU</td>
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</tr>
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<td>JEA</td>
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</tr>
<tr>
<td>LBNL</td>
<td>Lawrence Berkeley National Laboratory</td>
</tr>
<tr>
<td>LCOE</td>
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</tr>
<tr>
<td>LTPP</td>
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<tr>
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<tr>
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<tr>
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<td>Oak Ridge National Laboratory</td>
</tr>
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<td>RE</td>
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<td>ReEDS</td>
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</tr>
<tr>
<td>RPS</td>
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</tr>
<tr>
<td>SEC</td>
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</tr>
<tr>
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</tr>
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<td>Western Electricity Coordinating Council</td>
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Executive Summary

Background. Flexibility—the ability of a system to respond to the variability of load—has always been part of operating a power system because the normal demand for electricity varies significantly on a daily and seasonal basis. Traditional approaches to system planning have supported flexibility that is sufficient to meet load reliably.

However, the growing share of variable generation (VG) technologies such as photovoltaic (PV) systems and wind turbines may make traditional planning approaches inadequate to ensure sufficient flexibility in the future. In practice, higher penetration of VG renewable energy (RE) has increased the scrutiny on the economically efficient operation of the grid and places greater need for planning to meet increased variability and uncertainty of load over multiple time scales.

The flexibility of a power system is directly related to its ability to accommodate VG, as well as to maintain a reliable balance of supply and demand at a reasonable cost. Limited flexibility can result in increased operations costs, reduced operational value of VG (including RE curtailment), or the need for additional conventional capacity to meet reserves or peak demand.

Focus of Our Study. In this study, we attempt to quantify the benefits of various options for improving grid flexibility by measuring their impact on two measures: economic carrying capacity and system costs.

The first measure—economic carrying capacity (ECC)—determines the level of penetration of variable-generation RE at which the costs outweigh the benefits and where additional VG is no longer economically desirable. In all cases, we define penetration as the fraction of annual electricity demand met by RE. Fundamentally, an ECC results from the decline in value of renewables as they are added to the grid. Increased flexibility can increase the value of RE, and therefore, can also increase the ECC.

The concept of ECC, particularly when applied to VG, has evolved over time. Historically, physical or technical issues have been perceived to fundamentally limit the penetration of VG. However, a more nuanced understanding has been gained through grid integration studies and operational experience. Specifically, there is growing recognition that although technical challenges to integrating VG are real, they can generally be addressed by a variety of solutions already available—each one having an associated implementation cost. As a result, the limit of RE penetration is primarily economic, driven by factors that include transmission availability and operational flexibility.

The second measure looks at the reduction of system costs. Quantifying this measure includes determining the reduction in operating costs resulting from increased operational efficiency, as well as reduction in capital costs if the flexibility measure reduces the need for conventional capacity. (The operational value of VG represents its ability to offset the variable costs of operating a power system, including fuel costs, variable operations and maintenance costs, and emissions costs. The capacity value of VG represents its ability to offset the need for conventional capacity, driven by the coincidence of electricity demand with VG output.) A cost-benefit analysis can then be made by comparing this reduction in costs to the implementation costs.
Specific goals of our study are to examine the following:

- The operational and capacity value of VG as a function of penetration using a grid simulation tool, comparing this value to its cost. In our analysis, we use PLEXOS, a production cost model.
- Drivers behind limited ECC, including increasing levels of curtailment and decreasing capacity value of VG.
- The impact of grid flexibility options on ECC.
- The net cost savings from different flexibility options.

From the analysis, results, and conclusions of this report, system operators and planners can better understand how best to use flexibility options to accommodate greater amounts of RE on the grid across different regions and conditions.

**Our Approach.** We consider case studies in three regions of the country—California, Florida, and the central U.S.—which allows us to study different aspects of VG integration, including conventional generation mix and wind/solar mix. This analysis can help to further understand the flexibility supply curve and provide system planners with greater insights into the value of various grid flexibility options.

To illustrate the concept of VG ECC and the relationship between ECC and grid flexibility, we use an example that demonstrates the decline in total value of PV as a function of penetration. Figure ES-1 illustrates the framework used to evaluate a set of options to increase the ECC of PV. The total value is the sum of capacity value and operational value, which totals about $80/MWh in the base case, but declines rapidly. This value can be compared to the levelized cost of energy from PV, which is initially assumed to be $58/MWh, corresponding to an ECC of ~17% (indicated by the red dashed line). Increasing ECC requires some combination of decreasing costs or increasing value of PV. The following figure shows that decreasing the levelized cost of electricity (LCOE) of PV to $40/MWh would increase the ECC to more than 19%. Alternatively, a more flexible grid could increase value, primarily by avoiding curtailment. The figure also shows a hypothetical “increased flexibility curve” that indicates a higher value of PV created by grid flexibility. Here, the increased flexibility case increases ECC to 21%, whereas decreasing costs as well as increasing value produces an ECC of almost 28%. The value curves and associated ECC provide one metric of improved flexibility, but it does not consider the cost of flexibility options, which are also discussed in this work.
Using PLEXOS, we performed grid simulations with assumptions for a variety of PV and wind penetration scenarios to calculate the curtailed energy and value at each incremental RE penetration level.

Many grid flexibility options—such as improved forecasting and power system scheduling—have already been implemented or are being implemented in the U.S. and in countries with significant PV and wind penetration. In our analyses, we considered the options described below (although not every option was used in each region):

- **Add demand response.** Demand response (DR) and load shifting—which requires that a load can be used earlier or later than would normally occur—can improve system flexibility by changing the load to better match the supply of PV and wind generation. DR provides operational benefits by increasing demand during periods of high VG output, including the ability to reduce curtailment. It can also reduce peak demand, reducing the operation of the highest-cost peaking plants.

- **Add energy storage.** Battery storage provides a mechanism to shift energy in time and provide operating reserves; therefore, it can add grid-significant flexibility. We can consider various scenarios, such as low- and high-storage options. We also make assumptions of the number of hours of storage capacity and roundtrip efficiency.

- **Allow PV or wind to provide reserves.** A major reason for a system-wide minimum thermal generation level is due to the amount of thermal generation required to be online to provide spinning reserves. The number of units that must be online depends on what types of generators are available, their size, and how fast they can ramp to meet the requirement. Reducing the required amount of thermal generation on the system can allow higher levels of VG, thus reducing curtailment.

- **Reduce minimum generation level of combined-cycle and coal units.** Reducing the minimum generation level adds flexibility to the system because it increases the overall operating range of the thermal fleet. This can benefit the integration of PV because it can...
reduce the minimum conventional generator operating level, allowing more of the peak PV generation to be used rather than curtailed due to net load (normal load minus the contribution from renewable generation) falling below the minimum generation level.

- **Enhance cooperation between balancing areas (BAs).** This flexibility option removes market friction between BAs (represented by a hurdle rate, which is the minimum price difference for two regions to exchange power) and assumes that generation is scheduled by a central system operator instead of by each BA; the result is greater sharing of operating reserves.

- **Allow exports.** Creating market opportunities increases the ability for a region to export energy that would otherwise be curtailed. It can allow a region to export energy to a neighboring region, although constrained by existing transmission limits.

- **Increase transmission capacity.** This option expands transmission capacity between the study region and surrounding regions, allowing increased exports and improved system efficiency by sharing the diversity of both the loads and the VG resources. One challenge to properly valuing this option is the assumed amount of VG added in regions outside of the focus region. For consistency between scenarios, we fix VG penetration outside the region of focus, even as the penetration changes within the focus region. This assumption may overvalue increased transmission capacity. Neighboring regions may install a similar amount of wind or solar as the focus region. However, due to differences in resource quality, a neighbor may invest in VG within a focus region if there is sufficient transmission capacity to export it.

**General Results.** Overall, adding flexibility produces two impacts—decreased operational and capacity costs, and increased ECC.

Comparison between the case studies is difficult because the ECC of a power system is highly specific to region and can change over time—as when inflexible generators retire, or the forecasting of demand and renewable supply improves, or market designs evolve, or enabling technologies such as storage become more affordable. Nevertheless, we highlight some key takeaways from our three analyses.

- **California case study.** This study examined the value of PV. Figure ES-2 shows the results for the flexibility options considered. This graph shows the decline in value for the various cases, and also shows the resulting carrying capacity assuming a PV LCOE of about $50/MWh. The PV value was based on natural gas prices of $5.2/MMBTU and a $50/ton carbon cost. The “Increased Operational Flexibility” case considers flexibility options expected to be deployed in California by 2020. These include allowing VG to provide more than 60% of instantaneous demand, and development of about 1,300 MW of new storage. This case will substantially increase ECC and reduce operating costs in California. The other cases, such as further deployment of DR, exports and storage are added to this increased operational flexibility case, as well as near-term flexibility options now being deployed. As explained in the full report, the DR assumptions used in the study produce only a modest increase in ECC, although they can provide significant reduction in operating costs. This outcome is due to the limited availability of shiftable load in the spring and fall, which are periods of greatest PV curtailment. This result
points to the need for additional understanding of the potential to shift load during periods characterized by the so-called “duck curve.”

Figure ES-2 Possibility of increased economic carrying capacity in California—either by decreased PV costs or increased value of PV.

- **Florida case study.** This study also evaluated PV. Figure ES-3 shows the impact of flexibility on PV value at various PV penetrations. The figure also shows the change in ECC of PV when flexibility is added compared to a PV LCOE of about $55/MWh. The PV value is based on an average price of natural gas of $6.8/MMBTU and a social cost of carbon of $50/ton. The case study demonstrates significant operational value and increased ECC from both increased transmission and energy storage. Limited benefits were demonstrated from providing reserves from PV. This result is due, in part, to the limited ability to evaluate the very short-term benefits of PV providing frequency response and frequency regulation. Limited benefits were also found from increasing combined-cycle flexibility. This counter-intuitive result is largely due to the inherent flexibility of the combined-cycle fleet to frequently cycle on/off, even on a daily basis. Even with the ability to turn down to lower outputs, most combined-cycle units simply turn off during peak PV output, limiting this flexibility option to reduce PV curtailment.
• **Southwest Power Pool case study.** The results of this study, which evaluated wind, are substantially different from the other regions. Figure ES-4 shows the impact of flexibility on wind value at various wind penetrations. The value of wind is based on an average coal price of $2.3/MMBTU and an average natural gas price of $5.6/MMBTU and a social cost of carbon of $50/ton. The value of wind as a function of deployment is fairly flat relative to PV, with an ECC of at least 50% due to the low cost of wind, and when including the assumed cost of carbon. As a result, wind did not need flexibility options to increase the ECC under the scenarios evaluated. Although the impact on ECC is limited, this case shows significant value of new transmission. Net cost savings, rather than increasing ECC, is the more important value of flexibility in this region.
Figure ES-4 Economic carrying capacity in the Southwest Power Pool was never reached due to low LCOE of wind and high value.

Conclusions. In addition to the region-specific conclusions, there are several general conclusions from our study:

- Flexibility can increase ECC and reduce overall system costs. In some cases, options that provide a limited increase in ECC can provide significant operational savings, thus demonstrating the need to evaluate flexibility options using multiple metrics. The value of flexibility options varies regionally due to different generation mixes and types of renewables. The more rapid decline in PV value compared to wind makes PV more dependent on adding flexibility options, including transmission and energy storage.

- Even though certain flexibility options may provide similar services, their benefits may not be additive. Therefore, to understand the net additive benefits, multiple combinations of flexibility options must be evaluated.

- New analysis methods and data sources will be needed to evaluate some flexibility options, including the ability of VG to provide reserves and the role of demand response in integrating VG. In addition, more work is needed to assess the reliability and resiliency values of implementing flexibility options.
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1 Introduction

In this report, we attempt to quantify the benefits of various options for improved grid flexibility by measuring their impact on two measures: economic carrying capacity and system costs. Our four goals are specifically to examine:

1. The operational and capacity value of variable generation (VG) as a function of penetration using a grid simulation tool, comparing this value to its cost.
2. Drivers behind economic carrying capacity, including increasing levels of curtailment and decreasing capacity value of VG.
3. The impact of grid flexibility options on economic carrying capacity.
4. The net cost savings from different flexibility options.

We consider three regions of the country—California, Florida, and the Southwest Power Pool region in the central U.S.—which allows us to study different aspects of VG integration, including conventional generation mix and wind/solar mix. The benefits of increased carrying capacity in each region are compared to costs, which help to further understand the flexibility supply curve and provide system planners with greater insights into the value of various grid flexibility options.

1.1 Defining Flexibility

Flexibility is an important aspect of power system planning and operation, particularly with increased penetration of VG renewable energy resources such as wind and solar photovoltaics (PV) (Holttinen et al. 2013). Although it does not have a uniformly accepted definition, power system flexibility generally reflects the ability of a system to respond to the variability of net load, which is the load minus the contribution of VG (Lannoye et al. 2012, Ela et al. 2014).1

Flexibility has always been part of power system operation because the normal demand for electricity varies significantly on a daily and seasonal basis. Traditional approaches to planning have supported flexibility that is sufficient to meet load reliably. However, increasing VG may make traditional approaches inadequate to ensure sufficient flexibility. In practice, higher penetration of VG renewable energy (RE) has increased the scrutiny on the economically efficient operation of the grid and places greater need for planning to meet increased variability and uncertainty of load over multiple time scales.

A system that is totally flexible can meet any demand or reserve requirements. But in the context of renewable integration, a system will have limited flexibility, which means that it can only accommodate part of the output and value of VG resources. Limited flexibility can result in increased operations costs, reduced operational value of VG (including renewable curtailment), or the need for additional flexible conventional capacity to meet reserves or peak demand (Cochran et al. 2014).

1 Additional discussion of flexibility metrics is provided by Zhao et al. (2016), Bertsch et al. (2016), Lannoye et al. (2015), and Nosair and Bouffard (2015)
We evaluate two metrics of grid flexibility in this report. The first is the economic carrying capacity of VG (Section 1.2), and the second is reduction in system costs (Section 1.3).

1.2 Determining Economic Carrying Capacity

The concept of carrying capacity, particularly when applied to VG, has evolved over time. Historically, physical or technical issues have been perceived to fundamentally limit the penetration of variable RE. However, a more nuanced understanding has been gained through grid integration studies and operational experience. Specifically, there is growing recognition that although technical challenges to VG integration are real, they can generally be addressed by a variety of solutions—each one having an associated implementation cost. As a result, the limit of RE penetration is primarily economic, driven by factors that include transmission availability and operational flexibility.

One approach to estimating this limit is to determine the penetration of VG (i.e., the fraction of a system’s energy met by VG) at which the costs outweigh the benefits and where additional VG is no longer economically desirable. This can be measured as economic carrying capacity (ECC) (Cochran et al. 2015). Fundamentally, an ECC results from the decline in value of renewables as they are added to the grid (Mills and Wiser 2012a). Many studies have identified a decrease in the value of VG as it begins to represent a larger percentage of an electric grid, particularly in systems that are unable to increase system flexibility. The ECC could be evaluated for the current grid (including transmission configuration and operational practices), as well as under a variety of potential future conditions, to determine the incremental costs and benefits associated with increasing carrying capacity. The ECC of any power system is highly specific to region and can change over time—with examples including when inflexible generators retire, or demand and renewable supply forecasting improves, or market designs evolve, or enabling technologies such as storage become more affordable.

As an emergent concept, ECC has not been analyzed in detail for any specific grid. Challenges to calculating ECC include lack of consensus on the components of a cost-benefit ratio, and the complexity of valuing many of these cost and benefit components. Valuation of some benefits—such as avoided fuel, emissions, and capacity—require detailed grid modeling of both the generation and transmission system. Additional benefits—such as the value of fuel diversity, reduced fuel price volatility, local economic benefits, and air quality—require different tools and may be difficult to estimate.

Decreases in the ECC value result from both reduced operational value and reduced capacity value. The operational value of VG represents its ability to offset the variable costs of operating a power system, including fuel costs, variable operations and maintenance (O&M) costs, and emissions. The capacity value of VG represents its ability to offset the need for conventional capacity, driven by the coincidence of electricity demand with VG output. All energy resources decline in value as a function of penetration, but VG is particularly impacted by its limited dispatchability, which is the ability to provide energy on demand.

In our three case studies, we examine the relationship between system flexibility and economic carrying capacity. To illustrate the concept of variable-generation ECC and the relationship between carrying capacity and grid flexibility, we use an example that demonstrates the decline in total value of PV as a function of penetration. Figure 1 illustrates the framework used to
evaluate a set of options to increase the economic carrying capacity of a VG resource—in this case, PV. The total value is the sum of capacity value and operational value, which totals about $80/MWh in the base case, but declines rapidly. This value can be compared to costs, which are initially assumed to be $58/MWh, corresponding to an economic carrying capacity of almost 17%. Increasing economic carrying capacity requires some combination of decreasing costs or increasing value of PV. Figure 1 shows that decreasing the levelized cost of electricity (LCOE) of PV to $40/MWh would increase the carrying capacity to more than 19%. Alternatively, a more flexible grid could increase value, primarily by avoiding curtailment, as discussed in the individual case studies. Figure 1 also shows a hypothetical “increased flexibility curve” that indicates a higher value of PV created by grid flexibility. In this example, the increased flexibility case increases ECC to 21%, whereas decreasing costs as well as increasing value produces an ECC of almost 28%.

![Figure 1](image_url)

**Figure 1. Possibility of increased carrying capacity—either by decreased PV costs or increased value of PV.**

A variety of flexibility options are available to system operators and planners, as shown in Figure 2. Many of these options—such as improved forecasting and power system scheduling—have already been implemented or are being implemented in the U.S. and in countries with significant wind and PV penetration (Cochran et al. 2014, IEA 2014). We examine a subset of these options, which are discussed in more detail in the case studies in Sections 2, 3, and 4.
1.3 Impact of Flexibility on System Costs

The impact of grid flexibility can also be measured by system costs. Quantifying this measure includes determining the reduction in *operating costs* resulting from increased efficiency of operation, as well as reduction in *capital costs* if the flexibility measure reduces the need for conventional capacity. A cost-benefit analysis can then be made by comparing this reduction in costs to the implementation costs.
2 Case Study: California—Increasing PV

2.1 California Model

The California case study examines the economic carrying capacity of PV in the entire state of California including the service territories of all investor-owned and publicly owned utilities.

This study uses the PLEXOS production-cost model, which simulates the operation of all power plants throughout the Western Interconnection. The data and assumptions are derived from NREL’s 2030 Low Carbon Grid Study (LCGS) (Brinkman et al. 2016) with additional modifications derived from Denholm et al. (2016). As discussed in LCGS, the underlying data sets are largely derived from the Western Electricity Coordinating Council (WECC) Transmission Expansion Planning Policy Committee (TEPPC) 2024 Common Case (WECC 2014) and the California Independent System Operator (CAISO) 2014 Long-Term Procurement Plan (LTPP) data set2 (CPUC 2013).

In this study, we examine the impact of several flexibility options compared to a base case. The base case is a “limited flexibility” case that includes a set of restrictive assumptions about grid operations in California, and it could be considered a “business-as-usual” scenario.

Key assumptions in this limited flexibility case include the following:

- There are no net exports of electricity from California.3
- No new demand response (DR) or storage is installed beyond what is in service in 2015.4 Existing pumped storage (about 2,500 MW) is allowed to respond to net load, but this simulation does not consider the 1,325 MW of additional storage that will be deployed as part of the California storage mandates; this is evaluated in later sections.
- Twenty-five percent of all generation within certain zones must be met with local fossil fuel or hydro generation.5
- Instantaneous penetration of VG in the state—including PV, wind, and concentrating solar power (CSP) without thermal energy storage (TES)—is limited to 60% of the normal load.6

---

2 Additional discussion of the California LTPP model can be found in Eichman et al. (2015).
3 This is based on the fact that California has historically been a net importer, and there are limited market mechanisms to allow California to sell excess renewable energy out of state. Further discussion is provided in Liu (2014a).
4 Up to about 1.3% of peak demand (as much as about 900 MW during periods of peak demand) can be shifted via economic DR programs. This value is about equal to the existing “price response” DR available from the three investor-owned utilities in the CAISO territory (CPUC 2015b).
5 In the database from which this study is derived (the Low Carbon Grid Study from Brinkman et al. 2015), the zones that require the 25% local generation limit account for 77% of all California load. The Diablo Canyon nuclear power plant does not contribute to the local generation requirement, which is a conservative assumption based on the fact that nuclear power plants typically do not vary load to provide operating reserves. For additional analysis of the impact of the local generation requirement, see Nelson (2014) and Brinkman et al. (2015).
VG cannot be used to provide reserves.

The costs of fuel are assumed to vary by region and seasonally. However, the price of natural gas delivered to power plants in California is assumed to average $5.1/MMBTU. We also assume a value of $50/ton of CO₂, based on the EPA’s value for the social cost of carbon assuming a 3% discount rate. The total annual load (based on growth to 2030) is 320 terawatt-hours (TWh), with a peak demand of 64.7 GW, which is about 6% higher than 2014 (CEC 2015).

Although we focus on analyzing California, the simulations actually consider the operation of the entire Western Interconnection. This is because of the extensive interaction between California and the rest of the West, including extensive imports and dedicated purchases of renewable energy generation from outside the state. We simulate this scenario to determine the total cost of operating the system for one year, accounting for fuel, variable O&M, and emissions costs.

### 2.2 PV Penetration Scenarios

We performed grid simulations with these assumptions for a one year timeframe and for a variety of solar penetrations to calculate the curtailed energy and value at each incremental penetration level of PV. Table 1 summarizes the scenarios, with the first column representing the annual potential PV penetration, before curtailment, so the actual penetration is typically less, especially for the higher potential scenarios. The second column translates the annual % penetration into annual energy potential, while the third adds the total potential from other renewable resources.

<table>
<thead>
<tr>
<th>Solar Pre-Curtailment Potential Scenario (%)</th>
<th>Total Solar (PV + CSP) Potential (GWh)</th>
<th>Total Pre-Curtailment Renewable Portfolio Standard (RPS) Potential (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.5</td>
<td>23,973</td>
<td>24.5</td>
</tr>
<tr>
<td>11</td>
<td>35,331</td>
<td>36.0</td>
</tr>
<tr>
<td>15</td>
<td>46,473</td>
<td>39.6</td>
</tr>
<tr>
<td>18</td>
<td>56,438</td>
<td>42.7</td>
</tr>
<tr>
<td>21</td>
<td>66,155</td>
<td>45.8</td>
</tr>
<tr>
<td>24</td>
<td>77,329</td>
<td>49.4</td>
</tr>
<tr>
<td>31</td>
<td>98,964</td>
<td>56.3</td>
</tr>
<tr>
<td>37</td>
<td>119,682</td>
<td>62.9</td>
</tr>
</tbody>
</table>

---

6 This is based on the provision that renewables cannot provide reserves and the concern that at 60% VG penetration without VG providing reserves, “the grid may not be able to prevent frequency decline following the loss of a large conventional generator or transmission asset” (CAISO 2013).

Figure 3 shows the dispatch of generators in California for six days in two different time periods, spring and summer, in the 7.5% case. The scenarios assume that wind provides 11% of California’s annual demand. This case is close to the actual contributions of VG in 2015.8 In the figure, each generator type is aggregated and “stacked” in the order of operational cost. Low-cost nuclear and renewable generators are at the bottom, whereas higher-cost gas plants are at the top. PV is placed at the top of the dispatch stack to more clearly show its impact. Note that the announcement of the Diablo Canyon nuclear plant was made after the completion of the analysis, and the impact of this retirement on system flexibility was not considered in this study. California supplies a significant amount of its load from imports, which explains the difference between the stacked generation supply and the total load. The difference between the load and generation is met by imports. If total generation is larger than load and no power can be exported, VG must be curtailed to maintain the balance of electricity supply and demand.

8 In 2014, California generated 12.7 terawatt-hours (TWh) from wind in-state and imported another 12.7 TWh of wind for a total of 25.4 TWh, which provides about 8.6% of the total demand (296.6 TWh). Penetration of utility-scale solar in 2014 was about 4.2%, or about 6% including rooftop solar. Based on recent projections, 11% solar penetration could be achieved as early as the end of 2017. Sources: http://energyalmanac.ca.gov/electricity/total_system_power.html, http://energyalmanac.ca.gov/electricity/electricity_generation.html, GTM 2015.
(a) Spring

(b) Summer

Figure 3. California-wide system dispatch for six days in the spring and summer at a solar penetration of 7.5%.
2.3 Flexibility Options

2.3.1 Increased Operational Flexibility

Many of the assumptions in the base case represent business-as-usual (BAU) assumptions that are in the process of being modified in many parts of the country. Many regions are changing how the system is operated in response to increased capabilities of VG and distributed resources. The California Public Utilities Commission (CPUC) (2015a) discusses many flexibility options in a California-specific context, and how the grid in California is evolving. The specific set of changes we made is in response to projected changes in how California will operate the grid between now and 2020.

First, we added 1,290 MW of new storage, roughly following the California storage mandate (Eichman et al. 2015) and consisting of 550 MW with 2-hour discharge duration, 520 MW with 4-hour discharge duration, and 220 MW with 6-hour discharge duration. The devices are assumed to have 80% roundtrip efficiency and are distributed among the three California investor-owned utility (IOU) zones in accordance with the storage mandate. We assume all of the storage added is optimized by the system operator to minimize the overall cost of system operation and can provide multiple services including provision of reserves. This is a critical assumption and would require optimization either 1) directly by a system operator in the case of utility-scale storage, or 2) indirectly through real-time pricing or other mechanisms that would optimize behind-the-meter storage.

Second, we removed the 60% instantaneous VG penetration limit and 25% local-generation requirements, representing the availability of frequency-responsive reserves from new storage, existing DR, and curtailed wind and solar. We also allow curtailed VG to provide upward regulation, contingency, and flexibility reserves. However, considering the possible stability impacts of extremely high instantaneous VG penetration, we restrict VG (including PV, wind, and CSP without TES) from providing more than 80% of load within California at any time. The ability of VG and distributed resources to provide reserves and stability services is an important change for accommodating increased penetration of VG. Use of distributed resources and load to provide frequency response will require loads to sense system frequency and automatically reduce load during low-frequency events. This incurs both an implementation cost and any costs associated with paying customers when load is curtailed.

9 The 40-MW Lake Hodges plant is eligible for the storage mandate, and it existed in the base case, so the additional storage is less than the 1,325-MW requirement.
10 This is a deviation from the current assumptions in the LTPP model, which assumes a mix of transmission-, distribution-, and customer-sited storage, of which only a fraction can provide reserves (Liu 2014a).
11 A summary of stability issues is provided by Kundur et al. (2004). They provide the following definitions: “Voltage stability refers to the ability of a power system to maintain steady voltages at all buses in the system after being subjected to a disturbance from a given initial operating condition” and “Frequency stability refers to the ability of a power system to maintain steady frequency following a severe system upset resulting in a significant imbalance between generation and load.”
12 An example of an existing program that uses frequency-responsive loads is the ERCOT Responsive Reserve Service, which pays loads to reduce demand automatically when the frequency drops below a certain threshold (ERCOT 2014).
It is important to emphasize that this assumption requires greater visibility and control of multiple distributed resources, including both PV and storage. These distributed resources will likely be needed to perform many functions currently met by conventional generation resources, with appropriate controls and market mechanisms put in place to compensate owners for providing these services.

The increased flexibility case is in the process of being deployed in California, so all subsequent flexibility options are added to this case.

2.3.2 Demand Response

The base-case analysis assumes a small amount of responsive demand that approximates the amount available in 2015. Additional demand response could improve system flexibility by shifting the load to better match the supply of wind and solar generation. DR provides operational benefits by increasing demand during periods of high VG output, including the ability to reduce or avoid curtailment. It can also reduce demand during periods of net load peak, reducing the operation of the highest-cost peaking plants. Directly controllable responsive demand can provide the system operator with increased flexibility to provide operating reserves, respond to VG resource uncertainty, and address emergency events. Demand shifting can be implemented through market-based incentives such as time-varying prices. But using DR to allow for increased VG penetration will likely require DR to provide grid-stability services such as primary frequency response. Use of DR in this manner will require provision of services not typically provided by loads.

To evaluate the role of DR in increasing PV value, we used an assessment of demand-shifting potential in the Western U.S. performed by Lawrence Berkeley National Laboratory (LBNL) (Olsen et al. 2013). The study estimates shifting of 13 classes of loads primarily in residential and commercial buildings, but also certain industrial “non-manufacturing” loads including municipal and agricultural water-pumping loads. The study provides estimates for the “projected” availability of DR using a number of filters that estimate acceptability and controllability of various loads. The amount of load estimated as shiftable over multiple hours in this case is very small. In the base-case assessments, using estimated “current” levels of consumer acceptability for demand response, the LBNL study identified an average of 248 MW of shiftable load in California, with a peak of 964 MW. Overall, these studies indicate that using BAU-type assumptions, only a few hundred MW of load at best can be shifted during periods of high curtailment, which would have a negligible impact on curtailment reduction and on increase in PV value.

Very high PV penetration would likely change electricity pricing structures and create new incentives for load management. The LBNL reports provide a higher estimate for energy-shifting values referred to as “technical potential,” where the potential for shifting is increased to an average of about 2,100 MW, with a peak of about 8,500 MW.13 Table 2 shows the breakdown of the DR availability by end use.

13 This and other changes to system operation will likely require new market mechanisms. Several of these are discussed in Hogan and Paulos (2014).
Table 2. Classification of Demand Response by End Use in the Enhanced Demand Response and Storage Case

<table>
<thead>
<tr>
<th>End Use</th>
<th>Annual Shiftable Demand (GWh)</th>
<th>% of Annual CA Load (%)</th>
<th>Maximum Load Reduction (MW)</th>
<th>Load Reduction during Top 20 Load Hours (MW)</th>
<th>Maximum Load Increase (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural Pumping</td>
<td>2,400</td>
<td>0.75</td>
<td>614</td>
<td>623</td>
<td>921</td>
</tr>
<tr>
<td>Data Centers</td>
<td>1,150</td>
<td>0.36</td>
<td>131</td>
<td>157</td>
<td>156</td>
</tr>
<tr>
<td>Refrigerated Warehouses</td>
<td>620</td>
<td>0.2</td>
<td>117</td>
<td>124</td>
<td>164</td>
</tr>
<tr>
<td>Residential Water Heaters</td>
<td>1,610</td>
<td>0.50</td>
<td>139</td>
<td>122</td>
<td>400</td>
</tr>
<tr>
<td>Wastewater Pumping</td>
<td>161</td>
<td>0.05</td>
<td>18</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Commercial Cooling</td>
<td>1,020</td>
<td>0.31</td>
<td>1,790</td>
<td>1,450</td>
<td>1,790</td>
</tr>
<tr>
<td>Commercial Heating</td>
<td>42</td>
<td>0.01</td>
<td>82</td>
<td>0</td>
<td>85</td>
</tr>
<tr>
<td>Municipal Pumping</td>
<td>120</td>
<td>0.04</td>
<td>52</td>
<td>28</td>
<td>52</td>
</tr>
<tr>
<td>Residential Cooling</td>
<td>3,900</td>
<td>1.2</td>
<td>5,750</td>
<td>3,670</td>
<td>5,750</td>
</tr>
<tr>
<td><strong>Total (non-coincident)</strong></td>
<td><strong>11,023</strong></td>
<td><strong>3.4</strong></td>
<td><strong>8,693</strong></td>
<td><strong>6,195</strong></td>
<td><strong>9,339</strong></td>
</tr>
</tbody>
</table>

DR availability has strong daily and seasonal patterns driven by the cooling demand. Figure 4 shows the estimated hourly shiftable load from the LBNL DR assessment for two days in the spring and summer. Each figure shows the total load, as well as the load evaluated by the LBNL study. The large amount of load that was not evaluated includes residential lighting, manufacturing, and all “plug” loads including items such as appliances and computers.
Figure 4. Shiftable load in the LBNL technical potential resource dataset.

Figure 5 translates this into the fraction of the load that can be shifted in each hour over the entire year.

Figure 5. Fraction of total hourly load that can be shifted using both LBNL and Oak Ridge National Laboratory technical potential.

We implemented the DR resource availability and profiles in the PLEXOS model following methods documented in Olsen et al. (2013), Hummon et al. (2013a), and Brinkman et al. (2016). We assume that there is no cost associated with a load-shifting event, and costs are recovered through fixed annual payments, as discussed in Section 2.5.2.
2.3.3 Electricity Storage
The base-case system includes 2,518 MW of existing pumped storage\textsuperscript{14} plus 1,290 MW of storage to be installed in response to the California storage mandate. We consider the addition of either 1,500 MW or 6,000 MW of new storage. This addition results in as much as 8,300 MW of total storage, or about 2.2 times the amount of storage expected in 2020, including existing pumped hydro and new mandated storage. The storage is assumed to have 6 hours of capacity and a roundtrip efficiency of 80\%. We assume this addition of storage is effectively optimized to minimize the overall cost of system operation. This is a critical assumption and would require either direct optimization by a system operator (in the case of utility-scale storage) or indirectly through real-time pricing or other mechanisms to optimize behind-the-meter storage. We also considered a case with both 1,500 MW of new storage as well as the full DR technical potential.

2.3.4 Exports
The base-case system does not allow net energy exports from California. This is because California has historically been a net importer, and limited market mechanisms have existed to allow California to sell excess renewable energy out of state (Liu 2014a). However, the creation of the Energy Imbalance Market (EIM), along with prospects of further market opportunities, increases the ability for California to export energy that would otherwise be curtailed. In this flexibility case, we allow California to export energy to its neighbors, constrained by existing transmission limits.

2.4 Results
2.4.1 Base-Case PV Capacity Value
The capacity value of solar depends on the extent to which solar generation aligns with demand patterns. Solar energy provides capacity value by reducing the demand that must be met by conventional generators during periods of high demand. Figure 6 shows normal load and net load for increasing levels of solar. The data are from the same studies discussed previously, but with solar profiles scaled to provide different potential annual penetrations from 0\% to 14\%. These three days include the day with the highest demand of the year.

---
\textsuperscript{14} These values are for the four existing California pumped-storage plants in the Transmission Expansion Planning Policy Commission (TEPPC) common case (Castaic, Eastwood, Helms, and Lake Hodges). The CAISO Long-Term Procurement Plan (LTPP) model has a combined capacity of 2,728 MW for these four plants.
Figure 6. Load and net load profiles for California July 27–29.

Figure 6 illustrates how PV can reduce the net load by generating electricity during the hours of peak demand (typically 4 to 6 pm). This results in a capacity value—that is, the ability of PV to replace conventional generation.

Capacity credit can be expressed either as a value (kW, MW) or as the annual fraction of the renewable generator’s nameplate capacity that adds to system reliability by offsetting conventional capacity. To distinguish between physical capacity and the monetary value of capacity, we follow Mills and Wiser (2012b), who use “capacity credit” to refer to physical capacity and “capacity value” to refer to the monetary value of the physical capacity.

As more PV is added, the net-demand peak is shifted later into the evening, to periods of lower PV output. Figure 7 shows the decline in capacity credit for the additional PV cases. This figure estimates capacity credit by using the capacity-factor approximation technique, which measures the average PV capacity factor during the top 100 load hours. This approach is an approximation of the more detailed reliability-based metrics used to assess the capacity contribution of different resources. These methods use statistical approaches to determine the ability of a generation resource (such as PV) to maintain a reliable system and meet demand (Madaeni et al. 2013).
The estimate in Figure 7 follows previous analysis, summarized by Mills and Wiser (2012b), that follows two general trends described above. The first is that at low penetration, PV can have considerable capacity credit, typically within 50%–75% for locations in the Western U.S. The second common result is the significant drop in PV capacity credit as a function of penetration.

The capacity credit values in Figure 7 can be used to estimate a monetary capacity value by applying an assumed cost of capacity. Because the energy value of PV is expressed in value per unit of potential generation ($/MWh), some conversions must be made to translate PV generation into capacity value. In this case, we first derive an estimate of the annualized cost of new capacity ($/kW-year) and multiply this value by the capacity credit. This number, divided by the PV potential generation, provides the capacity value per unit of PV generation. Figure 8 provides the results, using $190/kW for the annualized cost of new capacity (CAISO 2012).
2.4.2 Base-Case PV Operational Value

Determining the operational value of PV requires measuring the avoided cost of electricity generation when PV is added. This is done by calculating the reduction in production costs that result from PV displacing fossil fuel consumption and emissions in each scenario.

In the periods of high load (such as summer), at lower penetration, PV tends to displace lower-efficiency (higher-cost) units such as gas combustion turbines (CTs). However, as more PV is added, it begins to displace lower-cost, higher-efficiency combined-cycle (CC) units either in California or from out-of-state generators. During periods with relatively low load (such as the spring), PV or wind can provide more energy than can actually be accommodated by the system. This challenge has been popularized by the publication of the “duck chart” by the CAISO (CAISO 2013). This figure shows the potential for “over-generation” and the need to curtail solar energy. The over-generation risk occurs when conventional dispatchable resources cannot be backed down further to accommodate the supply of VG. Part of this challenge is the need to have sufficient capacity online to meet the increased ramp rate of net load that occurs when solar output drops in the evenings (Bouillion 2014).

Over-generation has a relatively simple technical solution, often referred to as curtailment, which occurs when a system operator decreases the output from a wind or solar PV plant below what it would normally produce. For wind, this is performed by changing the energy actually captured from the wind (changing blade pitch angle) (Aho et al. 2012). For solar, generation is curtailed by either reducing output from the inverter or completely disconnecting the plant. This, of course, requires that a plant or system operator has physical control of the generation resource— which is typically available for large renewable power plants, but uncommon for smaller systems, particularly distributed or rooftop systems. This situation is seen in Figure 3a, where on May 30, the supply of energy exceeded the load in California, resulting in curtailed solar energy. Although curtailment is technically easy, it has the obvious undesirable trait of reducing the economic and environmental benefits of VG. That is, each unit of VG curtailed represents a unit of energy not sold onto the grid and a unit of fossil fuel not avoided.

Curtailment is inherently related to the flexibility of the power system to vary output and accommodate VG. All generation resources have limits on their ability to vary output for a host of technical, economic, and institutional reasons. Most thermal plants have a minimum stable operating point below which the plant cannot run. Because certain plant types cannot be started and stopped quickly, they are forced to remain online and operate at this minimum generation level. Additional factors include contractual and institutional restrictions on plant operation, including long-term “must-take” contracts, self-scheduling, and combined heat and power (CHP) plants. Solar generation may also compete with other renewable resources such as wind or geothermal.

These constraints result in curtailed energy, and as more PV is added, there will also be more days with PV curtailment. On an annual basis, increasing the annual solar potential from 11% to 15% increases the total curtailment from 0.4% to 1.6% of potential solar generation. However, marginal curtailment—that is, the curtailment of additional PV required to increase solar...
potential from one level to the next—increases at a greater rate.\textsuperscript{15} Increasing annual solar potential from 7.5% to 11% requires that only 1.2% of the added PV generation be curtailed. However, increasing annual solar potential from 11% to 15% requires that about 5.5% of the added PV generation be curtailed.

Figure 9 illustrates the total and marginal curtailment results from the addition of PV. The annual solar penetration is the fraction of total demand in California met by PV (plus the fixed amount of CSP), after removing curtailed solar energy.\textsuperscript{16} The points on the curve are the actual modeled scenarios.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Annual marginal and total solar curtailment due to over-generation under increasing penetration of PV in California in a system with limited grid flexibility.}
\end{figure}

The combination of displacing lower-cost generators and increasing curtailment results in a lower value of displaced fuel per unit of PV potential. The actual avoided fuel (British thermal units, BTUs) per unit of potential PV generation is illustrated in Figure 10. At low penetration, PV avoids about 7,000 BTU/kWh, which is approximately the heat rate of a CC gas generator. This value drops rapidly at about 15%, where curtailment begins to increase substantially.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{Actual avoided fuel (British thermal units, BTUs) per unit of potential PV generation.}
\end{figure}

\textsuperscript{15} This is actually the average marginal curtailment because it is not the true marginal curtailment of an extremely small addition of PV. It is the average curtailment for all incremental PV added from one scenario to the next.

\textsuperscript{16} Where the total demand is equal to the consumer demand plus storage losses associated with pumped hydro.
The overall value per unit of PV potential generation is provided in Figure 11, which includes fuel, variable O&M, start costs, and emissions. In addition to a reduction in value associated with fuel use, increased PV penetration also results in a greater number of power plant starts, which produces a small negative value.

2.4.3 PV Total Value

Adding the operational value and capacity value provides a total value that can be compared to costs. This forms a potential basis for calculating economic carrying capacity. Figure 12 provides the total value for the base system as a function of penetration. The figure also includes horizontal lines that represent an estimate for a range of utility-scale PV LCOE values (from...
about $54/MWh to about $64/MWh) using 2015 estimated PV costs across various regions in California. These values include the federal investment tax credit.\textsuperscript{17} The value of PV falls below the estimated cost at the point where PV provides about 15%–17% of the system’s annual energy. This implies that at current prices and under a limited grid-flexibility regime, the economic carrying capacity of PV in the California grid is restricted to about 15% to 17% of annual energy.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{PV total value ($/MWh) as a function of penetration.}
\end{figure}

It is important to recognize both the limitations of this approach and the sensitivity of economic carrying capacity to a variety of factors. The value of PV generated by this method includes a carbon price but does not account for other factors, such as the value of PV in reducing criteria pollutants, the associated health benefits of reduced pollutants, or the value of avoided water use. If included, these external benefits would raise the value of PV and increase the economic carrying capacity. Alternatively, a decrease in natural gas prices or the removal of the federal investment tax credit would decrease the economic carrying capacity.

These non-technical factors emphasize that economic carrying capacity is not a technical metric related solely to issues such as grid stability or transmission capacity. Rather, it is largely tied to a set of assumptions regarding future fuel prices and societal benefits.

Even within the limited framework considered above, our approach demonstrates the potential value of PV and provides an opportunity to explore the benefits of enhanced flexibility. The value of other generation sources also falls as a function of increases in their penetration, but the drop is typically less pronounced.\textsuperscript{18}

\textsuperscript{17} Calculations were performed using the NREL System Advisor Model using assumptions described in Woodhouse et al. (2016).

\textsuperscript{18} For example, the capacity value of PV falls significantly as a function of penetration because the normal U.S. peak load, which typically occurs in the late afternoon, is met by PV; the new net load is effectively shifted later, to the early evening, when PV output has dropped substantially. Because the output of a conventional thermal plant is
We discuss results for individual flexibility options in Section 2.5. As a result of more flexible operation, curtailment of PV is substantially reduced. Figure 13 provides the marginal curtailment curves for each of the flexibility cases. It is important to note that the five “Add” cases assume that each flexibility option is added to the “increased operational flexibility” case. Many of the changes associated with the increased operational flexibility case are in the process of being implemented, so this case represents a starting point for further grid-flexibility enhancements.

Figure 13. Impact of individual flexibility options on marginal curtailment.

Figure 14 shows the curves for total value. There is a large shift in value between the base (BAU) case and the case with changes that would be expected in the 2020 time frame (increased operational flexibility). Additional flexibility options added to the increased operational flexibility case have a less dramatic impact, but still increase the ECC. We discuss flexibility options in greater detail in Section 2.5, highlighting their benefits and comparing their value to implementation cost.

If independent of time of day, the plant can maintain high capacity value. For additional discussion of the value of RE as a function of penetration, see Mills and Wiser 2012.
The value of flexibility options can be measured using the economic carrying capacity presented in Section 1. Figure 14 also includes a horizontal line that represents an estimate for the average LCOE for utility-scale PV in California (about $50.5/MWh) using 2020 estimated PV costs.19 This puts the economic carrying capacity of PV in the base case at 18.1%. Table 3 shows how adding flexibility options impacts the economic carrying capacity of PV at particular LCOE values of PV.

Table 3. Change in Economic Carrying Capacity due to Flexibility Options

<table>
<thead>
<tr>
<th>Flexibility Option</th>
<th>Change in Carrying Capacity Relative to Base Case (percentage point difference from base)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Highest-Cost PV System ($54.6/MWh) (%)</td>
<td>Average-Cost PV System ($50.5/MWh) (%)</td>
</tr>
<tr>
<td>Increased Operational Flexibility</td>
<td>5.2</td>
<td>5.7</td>
</tr>
<tr>
<td>Add DR</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Add 1,500 MW Storage</td>
<td>1.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Add 1,500 MW Storage and DR</td>
<td>2.7</td>
<td>3.3</td>
</tr>
<tr>
<td>Add Exports</td>
<td>5.1</td>
<td>5.9</td>
</tr>
<tr>
<td>Add 6,000 MW Storage</td>
<td>6.1</td>
<td>6.5</td>
</tr>
</tbody>
</table>

The following scenarios are in addition to the Increased Operational Flexibility case.

19 Calculations were performed using the NREL System Advisor Model using assumptions described in Woodhouse et al. (2016).
### 2.4.4 Value of Flexibility Options

The second performance metric evaluated is the reduction in costs associated with each flexibility option. Figure 15 summarizes the annual operational savings from each flexibility option. It is important to note that as in previous cases, all the DR, storage, and export cases are added to the operational flexibility case. Further discussion of each option, including implementation costs, is discussed in the next section.

![Figure 15. Operational benefits of flexibility options.](image)

### 2.5 Discussion of Results for Individual Flexibility Options

#### 2.5.1 Increased Operational Flexibility

The increased operational flexibility case introduces two distinct measures, as discussed previously. The first is adding 1,290 of new storage, and the second is removing instantaneous penetration limits. From the standpoint of curtailment reduction, instantaneous penetration limits appear to be far more important. Figure 16 illustrates how additional storage shifts load to change the net load shape and reduce curtailment on March 29, a day with low load and high solar generation. This figure shows the normal load from the 15% PV case and load with the additional storage. The resulting curtailment is also shown and is compared to the case without the added storage.
Figure 16. Impact of adding 1,285 MW of storage on March 29 in a scenario with 15% annual solar. Alternatively, Figure 17 shows the curtailment reduction that results from reducing the maximum penetration limits. In this case, the curtailment of PV has been substantially reduced from about 13% on this day to about 7%.

Figure 17. VG curtailment on March 29 in a scenario with 15% annual solar after removing the 60% maximum VG penetration limit.
Operational flexibility increases the operational value (reduction in production costs), but it does not affect the supply/demand coincidence of PV with load. As a result, the capacity credit and capacity value curves do not change, and they still show a substantial reduction in value at relatively low penetration.\textsuperscript{20}

Figure 18 shows the operational value for just the base and increased operational flexibility cases, magnified to show the change. The figure shows an increase in economic carrying capacity from about 16% of annual load to about 21% of annual load derived from PV (a spread of about 5 percentage points), assuming a $60/MWh LCOE. However, at a lower-cost PV ($40/MWh), the increase in ECC is greater, or about 8 percentage points from about 20% to about 28%.

Figure 18. Increase in economic carrying capacity resulting from increased operation flexibility.

Figure 18 demonstrates the increase in ECC, whereas Figure 19 shows the operational savings as a function of PV penetration for the increased operational flexibility case, as well as avoided curtailment. Even at low solar penetration (with almost no curtailment), significant benefit is still gained by adding the operational flexibility assumptions in this case (1,290 MW of new storage and eliminating the local generation and 60% instantaneous penetration limits). At the lowest PV penetration, this additional flexibility increases dispatch efficiency and saves about $100 million per year.

\textsuperscript{20} Reducing curtailment does not increase capacity credit, because there is typically no curtailment during periods of high net demand.
It is difficult to generate a cost/benefit comparison for the increased operational case. This is because a variety of changes have been or are being implemented in the California grid to increase operational flexibility, and it is difficult to isolate the benefits to any individual flexibility measure. The following sections evaluate both the costs and benefits of further flexibility measures in the added flexibility case.

2.5.2 Demand Response
Adding demand response in these simulations has a modest impact on carrying capacity. Figure 20 shows the results for just the increased flexibility case and the added DR case (where DR is added to the increased flexibility case). Overall, the economic carrying capacity is increased by about 1 percentage point.
The limited increase in PV value and associated increase in ECC are due to two factors. The first is the limited availability of DR during periods of very low PV value (including periods of curtailed PV), as shown in Figure 21. Figure 21a shows how the net load changes on March 29, which is a day with significant curtailment. The actual shifted load is extremely small because there is little need for either cooling or heating in the middle of the day; thus, there is low potential for demand shifting on this day based on the model assumptions. Figure 21b shows the seasonal coincidence of DR availability and curtailment in the 18% case. The figure shows the curtailment before the addition of DR, as well as hourly DR availability.

![Graph showing impact of DR on March 29 and seasonal availability of DR compared to curtailment in the 18% solar case.](image)

The second limitation in the value of DR applied to PV is how we account for potential changes in the capacity credit. A significant benefit of DR is its ability to reduce conventional capacity
needs. Figure 22 shows the net load on July 27 with and without the addition of DR, indicating how the net load is reduced by more than 5,000 MW. This produces significant economic benefits of DR, but does not translate into a significantly higher ECC. The benefits of DR exist with or without the addition of PV, and the capacity value of DR would likely be accrued by the DR provider. Therefore, we did not attribute any capacity value of DR to PV.

The importance of examining multiple performance metrics is demonstrated by examining the operational and capacity cost savings associated with demand response, with the total savings shown in Figure 23. Even at low penetration, DR produces significant overall operational savings—in excess of $200 million per year. This is in contrast to the ECC results, where DR showed relatively little benefit. This difference is largely due to the assumed profiles, where DR can provide significant shifting benefits in the summer, when demand peaks and there is relatively little curtailment. As noted previously, the DR scenario also provides significant reduction in peak demand of about 6,000 MW. The potential capacity benefits—avoiding the need for new generation capacity—is significantly larger than its operational benefits, as demonstrated previously by Hummon et al. (2013a). Using a range of $100/kW to $200/kW for the annualized cost of new conventional capacity produces an overall potential benefit that is at least three times the operational savings.
These total benefits can be compared to estimates for implementation costs. Table 4 provides estimates of DR annualized implementation costs, and the total annual cost using these estimates ranges from $580 million to $1.1 billion. These numbers are substantially higher than the operational value of DR, which implies that implementing DR solely for its operational benefits appears to be uneconomic for most applications. However, using DR for capacity benefits can significantly exceed implementation costs (Ma et al. 2016).
Table 4. Estimates of DR Implementation Costs

<table>
<thead>
<tr>
<th>End Use</th>
<th>Enabled Capacity (MW)</th>
<th>Total Annual Cost ($/kW-yr)</th>
<th>Total Annual Cost ($M)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>Agricultural Pumping</td>
<td>623</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Commercial Cooling</td>
<td>1,790</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Commercial Heating</td>
<td>82</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Data Centers</td>
<td>131</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Municipal Pumping</td>
<td>52</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Refrigerated Warehouses</td>
<td>117</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Residential Cooling</td>
<td>5,750</td>
<td>75</td>
<td>150</td>
</tr>
<tr>
<td>Residential Water Heating</td>
<td>139</td>
<td>50</td>
<td>125</td>
</tr>
<tr>
<td>Wastewater Pumping</td>
<td>21</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>8,705</strong></td>
<td><strong>475</strong></td>
<td><strong>900</strong></td>
</tr>
</tbody>
</table>

Additional analysis and consideration is needed to understand potential synergies between PV and DR. PV may enable the system to derive more firm capacity from DR because of the reduced amount of time between on-peak and off-peak periods, as well as the overall narrowing of the on-peak period. These issues are illustrated in Figure 24, which shows the impact of PV on net load shape for a summer and winter period. The reduced amount of time between on-peak and off-peak periods is especially useful for DR. Demand response—and, in particular, load shifting—requires a load that can be used earlier or later than would normally occur. A large fraction of demand during peak periods in the summer and winter is associated with cooling and heating. One method of shifting cooling demand is pre-cooling. Pre-cooling—or cooling a building at or below a desired setpoint before the cooling is needed—depends on the ability of a building to store thermal energy. It is easier to pre-cool a building with a shorter delay between the pre-cooling period and when the building must stay at the desired temperature.

Figure 24a shows the load for two days in July. Without PV, the lowest net load occurs in the early morning (1–4 am), and the highest load occurs in the late afternoon (4–6 pm). This means that there is a roughly 12-hour time difference between the “ideal” period to pre-cool (increase load) and when this “stored” cooling load is used. With added PV, there is reduced demand in the late morning and early afternoon, which provides spare capacity that could provide energy from load shifting. Thus, the time needed for pre-cooling or other load-shifting applications is substantially reduced. Similarly, the winter load pattern creates another low net-demand period shortly before the peak demand in the early evening. This may create additional opportunities for demand shifting. The second impact of solar on net load shape is the narrowing of the peak
period (Jorgenson et al. 2014). Figure 24 demonstrates how the number of peak-demand hours is shorter in the summer (the period of highest absolute demand).

![Graph showing Load with and without PV demonstrating possibility of increasing availability of DR.](image)

**Figure 24.** Load with and without PV demonstrating possibility of increasing availability of DR.

The combined impact of midday off-peak energy availability and shortened peak periods should increase the availability of DR while decreasing the costs of storage used for meeting peak demand. Further analysis is needed to estimate the actual potential for demand shifting and associated costs under increased PV penetration.

### 2.5.3 Energy Storage

Figure 25 provides the total value curves for the two storage cases, as well as a case with both 1,500 MW of storage and the added demand response.
Energy storage increased the ECC by reducing curtailment and shifting the supply of PV. Limits to the benefits of storage include storage losses, which can be considered a kind of curtailment, because 20% of all PV energy cycled through storage will be lost. Other limits include the very high instantaneous curtailment rates that occur during the spring, as seen previously in Figure 21. The addition of 6,000 MW of storage increases ECC from about 20% to about 26%. This is significantly higher than the DR case even though the peak load-shifting capacity in the DR case is about the same. This implies a higher value for storage despite the higher loss rate. This outcome is due entirely to storage being available during all hours of the year, whereas DR is tied to specific applications and is dominated in these simulations by cooling demand.

Similar to DR, the value of energy storage is heavily influenced by its ability to provide capacity value. This value is significantly greater than its operational value, particularly at low solar penetration. Figure 26 summarizes the total annualized benefits for the two storage cases. Each case has two value lines similar to the DR case, assuming an avoided capacity cost of either $100/kW-yr or $200/kW-yr. We assume the storage plants (with 6 hours of capacity) receive full capacity credit, based on Sioshansi et al. (2014) and Denholm et al. (2016). The values can be compared to the annual estimates for the cost of storage. Figure 26 also shows the “breakeven” point for new storage, assuming installed cost of $250/kWh to $350/kWh and a fixed charge rate of 12%. Points where the value of storage exceeds the cost results in economic storage.

---

Figure 25. Increase in economic carrying capacity resulting from added storage.

---

21 This also assumes that storage is replaced or maintained to account for degradation in capacity due to cycling.
As with DR, there may be important synergies between PV and storage. As PV narrows the peak (as shown in Figure 24a), fewer hours of storage may be needed to provide the same level of capacity service. This general concept has also been referred to as the “minimum buffer energy storage capacity” (Perez et al. 2008).

Figure 27 shows the trend in storage energy capacity needed to provide firm capacity for the two amounts of storage power capacity added to the system (1,500 MW and 6,000 MW). This figure estimates the storage capacity needed (in hours) to reduce the net demand by the full capacity of the storage device for the top 50 demand days of the year. These curves consider the existing storage capacity. At low penetration of PV, 8 hours or more of battery capacity are needed to reduce load reliably by the rated capacity of the storage device, assuming an optimally scheduled battery (requiring perfect foresight of demand during the peak period). Note that this does not mean that the battery operates at full output during the entire period of discharge; rather, the battery output is assumed to follow the shape of the demand curve, often discharging at partial output. As PV penetration increases, the battery capacity requirement decreases, to the point where about 4 hours of storage capacity are needed at penetrations beyond 10%.

---

22 Beyond 20% PV penetration, the net demand peak does not narrow any further, which is why the hours of storage needed do not decrease.
Additional analysis would be required to determine the actual benefits of reduced storage capacity requirements as a function of PV. In theory, it may be possible to compensate PV generators for the reduced demand period and corresponding amount of storage. There would be some small tradeoff, because reduced storage energy capacity would reduce operational benefits; however, this should be much less than the reduction in cost, and thus, it provides a net benefit. If the PV and storage were not owned by the same entity, then new market mechanisms would likely be needed to facilitate the shared benefits.

### 2.5.4 Export Capacity

Figure 28 shows the impact of allowing exports on the total PV value. This option has the highest increase in value of all of the options except the 6,000 MW storage case.
The ability of California to export PV may require broader implementation of various market mechanisms that allow for exchange of energy across regions.\textsuperscript{23} A long-term challenge may occur when surrounding states also adopt increasing amounts of wind and solar PV, leading to regional surpluses of renewable energy. It is not clear that the “carrying capacity” is an entirely appropriate metric in this case, because the penetration of PV over the entire region in this scenario is much lower than in California alone. Additional analysis could examine the ECC of a larger region, and the regional ECC could increase when maximizing cooperation and coordination.

In contrast to its large impact on ECC, the exports case had the lowest operational benefits. Furthermore, exports do not provide additional capacity benefits of DR or energy storage. However, this case would likely have very low implementations costs. This case does not expand transmission, and it only creates mechanisms to increase the use of existing transmission to export surplus solar energy to surrounding states. This would likely occur through more efficient day-ahead and real-time energy exchange. The creation of the Energy Imbalance Market has already facilitated some of these transactions, but the export benefits calculated here would require greater day-ahead transactions, as well as transactions throughout the Western Interconnection. Costs of implementing these transactions are expected to be relatively low. For example, an estimate for implementing the EIM across all of the WECC was expected to be largely associated with a one-time cost of about $19.6 million (CAISO 2015). Furthermore, the benefits calculated here only consider those to exports, and does not consider the full benefits of more-efficient system scheduling, which could provide much greater net benefits (CAISO 2016).

\textsuperscript{23} An example is the Western Energy Imbalance Market. 
https://www.caiso.com/informed/Pages/EIMOverview/Default.aspx
3 Case Study: Florida—Increasing PV

3.1 Florida Reliability Coordinating Council Model

In our study, we extracted the Florida Reliability Coordinating Council (FRCC) model from the 2026 Eastern Interconnection (EI) model developed for the Eastern Renewable Generation Integration Study (ERGIS). To create the EI model for ERGIS, NREL used two models. We used the PLEXOS unit-commitment/economic dispatch model to simulate an entire year of power system operations down to a 5-minute resolution. The second model was NREL’s Regional Energy Deployment System (ReEDS) (NREL 2012), which is a capacity expansion model that was developed to accurately model the spatial and temporal availability of renewable generation technologies. We used ReEDS to determine the quantity and location of all generation additions and retirements in the study. The coordinated use of these models results in a detailed simulation of power system operations (Bloom et al. 2016).

In addition to extracting FRCC from the full EI, we made other changes to the model to enhance some of the assumptions and model configuration to better capture unique characteristics of FRCC. Those changes included the following:

- Breaking FRCC into six distinct Balancing Areas (BAs).
- Increasing the number of enforced transmission thermal limits to include all lines rated at 230 kV or above.
- Reducing the installed thermal capacity to limit the planning reserve margin in FRCC to 20%.
- Representing FRCC’s connection with the Southeastern Electric Reliability Council (SERC) using a supply curve connected to the main lines that tie FRCC to SERC and the rest of the EI. The supply curve defines the price of electricity as a function of generation.
- Changing the amount of contingency reserves to be held to be consistent with the amount of contingency reserves held today in FRCC.

Further discussion of these changes and the FRCC model itself are included in the appendix.

3.2 PV Penetration Scenarios

Six penetrations of PV are tested in this study (Table 5), based on a percentage of annual FRCC load that would be met by PV if all of the available generation were used (not curtailed). The penetrations range from 5%–29% and increase in about 5% increments, with installed capacity ranging from 7 GW to 39 GW. For reference, peak load in FRCC in this model is 50 GW. Each flexibility option is modeled under all PV penetrations.
Table 5. FRCC PV Penetration Scenarios

<table>
<thead>
<tr>
<th>Solar Pre-Curtailment Potential Scenario (%)</th>
<th>Installed Capacity (GW)</th>
<th>Total Pre-Curtailment Energy (GWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7</td>
<td>12,854</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>25,678</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>38,552</td>
</tr>
<tr>
<td>20</td>
<td>27</td>
<td>51,343</td>
</tr>
<tr>
<td>24.3</td>
<td>33</td>
<td>62,369</td>
</tr>
<tr>
<td>29.2</td>
<td>39</td>
<td>77,034</td>
</tr>
</tbody>
</table>

The PV sites and output profiles from the ERGIS RTx30 scenario are used to achieve each penetration (Bloom et al. 2016). Discrete sites are added to the model until the desired penetrations are reached. Larger penetrations are supersets of the smaller penetrations. Sites are chosen so that the total capacity is spread out between the BAs proportionally to each BAs load.

The PV capacity is split roughly 60:40 between utility-scale projects and distributed-scale (commercial and residential) projects. Utility-scale includes sites with fixed-axis and single-axis tracking systems, whereas the distributed-scale sites are exclusively roof-mounted, south-facing systems.

### 3.3 Flexibility Options

In addition to a base case, a total of five flexibility options were considered in this analysis. The options include:

1. Allowing PV to provide reserves
2. Reducing minimum generation levels of combined-cycle generators
3. Enhancing cooperation between FRCC BAs
4. Adding energy storage
5. Increasing the transmission capacity between FRCC and SERC
6. Combining the two cases of increased transmission capacity with SERC and enhancing BA cooperation.

The following section details the assumptions used to model these flexibility options in the FRCC model.

#### 3.3.1 Allow PV to Provide Reserves

One of the major reasons a system-wide minimum thermal generation level exists is due to the amount of thermal generation required to be online to provide spinning reserves. The number of units that must be online depends on what types of generators are available, their size, and how fast they can ramp to meet the requirement.

One method to reduce the minimum thermal generation level is to allow PV to provide reserves. PV has shown that it can respond to reserve signals (Gevorgian et al. 2016) and can provide up-reserves during periods of curtailment, or down-reserves by curtailing when the reserves are
called. This allows the minimum thermal generation level to be reduced because a conventional generator may be shut down rather than staying online simply to provide reserves.

To test this flexibility option, we allowed PV in FRCC to provide both contingency and regulation reserves. To simplify the model and reduce runtime, only up-reserves are modeled, even though PV can provide both up- and down-reserves.

### 3.3.2 Combined-Cycle Minimum Generation Level

The modeled FRCC system has about 39 GW of combined-cycle gas generation, which is an increase of about 14 GW compared to capacity in 2015. This increase is due to planned retirements of coal and oil capacity between now and 2026 (Bloom et al. 2016). Although more flexible than coal plants, gas plants still have limits on ramp rates and minimum generation levels (i.e., how much they can reduce their output relative to their nameplate capacity without needing to shut down).

Reducing the minimum generation level adds flexibility to the system because it increases the overall operating range of the thermal fleet. This can benefit the integration of PV because it can reduce the minimum conventional generator operating level, allowing more of the peak PV generation to be used rather than curtailed due to low net load.

In the base case, CCs in FRCC are assumed to have a minimum generation level of 50% of their installed capacity (Bloom et al. 2016). This flexibility option decreases the minimum generation level for all CCs in FRCC to 40% of their installed capacity, which adds an additional 3.8 GW of operational range to FRCC. However, the system only benefits from the increased operational range when these units are available and committed. Given outages and other reasons for a CC to be turned off, the actual benefit to the system at any given time will be less than 3.8 GW.

### 3.3.3 Enhanced BA Cooperation

Cooperation among the various investor-owned, municipal, and rural co-operative utilities in FRCC primarily amounts to the splitting of reserve requirements to maintain reliability on the Florida Peninsula. The scheduling of bulk generation is up to each individual utility. Individual utilities can buy generation from other utilities, but there is no central operator ensuring least-cost unit commitment and dispatch for all of FRCC.

In the base model, FRCC is assumed to have six BAs that commit and dispatch generation to meet load in their respective areas. In addition, each BA is required to provide a certain amount of FRCC’s reserve requirement. Buying and selling generation is allowed, but is assumed to be more expensive given the market friction that exists in a bilateral market. We model market friction by adding a $10/MWh hurdle rate between BAs.

The flexibility option of increased cooperation between BAs removes this market friction between BAs and assumes that FRCC generation is scheduled by a central system operator instead of by each BA. In addition, each BA is no longer required to carry a certain amount of reserves. Instead, reserves can be met by using any eligible generator within FRCC, thus ensuring that reserves are met at least-cost to all of FRCC.
Increased BA cooperation increases system flexibility primarily by ensuring that the most-efficient and least-expensive generators are committed first. In terms of flexibility used for integrating PV, increasing BA cooperation allows the system to better capture the benefits of the geographic diversity of PV sites. It allows sites within FRCC to partially cancel out each other’s variability. For example, one part of the Florida Peninsula may have cloud cover moving over it, while another part may have clouds leaving the area. In this case, the decreased generation at the first site can be cancelled out by the increasing generation from the second site. In the base case, individual BAs were forced to deal with these two PV ramps separately. In addition to reducing net variability using PV sites throughout FRCC, BAs will also have a large suite of generators at its disposal to deal with PV variability under this flexibility option.

Unlike the technical flexibility options described earlier, this option does not decrease the total system minimum generation level. It can reduce minimum generation levels within individual BAs, but the total system minimum generation level remains unchanged. Therefore, much of the reduction in curtailment of this flexibility option is due to reduced market friction, facilitating PV generation from one BA to displace conventional generation in another BA.

3.3.4 Battery Storage
In FRCC, we examine two different deployments of battery storage. One scenario adds 1,000 MW of battery capacity (about 2% of peak FRCC load). Another high-storage scenario adds 4,000 MW of capacity (about 8% of peak FRCC load). In both cases, we assume that each battery has 6 hours of storage capacity. The battery capacity is evenly distributed between 20 discrete batteries. Therefore, in the first scenario, each battery has a maximum capacity of 50 MW and 300 MWh of storage capacity. In the high-storage case, each battery is 200 MW with 1,200 MWh of storage. All batteries are assumed to have an 80% roundtrip efficiency.

The batteries are distributed among FRCC’s BAs according to each BA’s proportion of total PV capacity. However, the batteries are not necessarily co-located with PV installations. Instead, the batteries are placed on high-voltage nodes to reduce the potential of transmission congestion caused by the introduction of the batteries.

3.3.5 Increased Transmission Capacity between SERC and FRCC
FRCC’s connection with the rest of the EI is extremely limited, but the connection to SERC could be increased. Similar to the internal flexibility option of increased BA cooperation, this flexibility option allows the system to take advantage of the geographic diversity of PV between FRCC and SERC and more ramping ability.

In the base case, the flow of power between SERC and FRCC is limited to 3,200 MW of import from SERC and 1,000 MW of export to SERC. The smaller limit when exporting to SERC is based on stability limits that exist in SERC. This flexibility option assumes that the lines and supporting infrastructure are upgraded to allow 5,000 MW of import from SERC and 2,000 MW of export.

3.3.6 Enhanced BA Cooperation and Increased Transmission between SERC and FRCC
The final flexibility option combines increased transmission between SERC and FRCC and enhanced BA cooperation between FRCC BAs. This option assumes that the transmission
capacity between SERC and FRCC is increased (5,000 MW import / 2,000 MW export) and FRCC’s BAs enhance their cooperation to reduce market friction and share reserve requirements. This flexibility option measures how additive the internal and external flexibility options are when considered together.

3.4 Results

3.4.1 Base-Case PV Capacity Value

Similar to California, one component of PV’s value in FRCC is the reduced need for firm capacity from conventional generation sources. Capacity credit is the percent total installed PV capacity that can be relied on to meet the peak net load. Consistent with earlier studies and the California case study (Section 2.4.1), that value decreases as PV penetration increases. Figure 29 shows the declining marginal capacity credit of PV as a function of annual PV penetration. The marginal capacity credit is calculated in the same manner detailed in Section 2.4.1 by measuring the average PV capacity factor of the incremental PV during the top 100 net-load hours.

![Figure 29. Capacity credit of PV in FRCC.](image)

Assuming that new capacity costs $190/kW-yr, the capacity credit can be expressed as a monetary value, or the capacity value of PV in FRCC. Figure 30 shows the decline of PV capacity value as a function of penetration. The value of PV capacity drops rapidly, falling below $5/MWh before reaching a pre-curtailment penetration of 20%. This drop is somewhat faster than other regions, including California. FRCC can have significant early morning winter peaks (due to significant electric-heater usage) when PV is not generating and cannot contribute capacity.
Given that there is no shift in demand across the flexibility scenarios in FRCC (no DR was considered), the capacity value of PV is unchanged for all scenarios.

3.4.2 Base-Case PV Operational Value
The components of the operational value of PV for the base case are shown in Figure 31. The four components include: 1) displaced generator fuel and variable O&M costs, 2) reduced CO_2 emissions, 3) the change in generator start costs, and 4) the change in SERC-GA import/export costs. The modeling did not include the cost of CO_2 emissions when considering how to commit and dispatch the system. Therefore, the CO_2 emissions costs considered here reflect the cost borne by society due to generator CO_2 emissions. In the following results, the social cost of CO_2 emissions is assumed to be $50/ton of CO_2.
Figure 31. Base case PV operational value.

In the base case, the value of the displaced fuel, variable O&M, and emissions remains constant for the smaller penetrations; this is due to the low PV curtailment in those scenarios. However, the total operational value drops across these penetrations as the cost of generator starts increases and the ability to export excess PV generation decreases. At the higher penetrations, curtailment reduces the amount of fuel, variable O&M, and emissions that additional PV generation can displace. This leads to a more significant drop in total operational value of PV at the highest penetrations.

Much of the operational value of PV depends on the amount of PV that is curtailed. Figure 32 shows the total curtailment of PV in all flexibility scenarios.
At penetrations below 15%, curtailment is below 1% in all scenarios. Beyond 15% penetration, curtailment becomes more significant, with a peak curtailment of greater than 9% in the base case. In the higher penetrations, all flexibility options decrease total PV curtailment. Adding battery storage and increasing export/import capacity with SERC provide the largest reductions in curtailment in these higher penetrations.

Figure 33. Marginal curtailment of PV in FRCC.

Figure 33 shows the marginal curtailment of all flexibility scenarios. This indicates how much of the new generation will be curtailed. The marginal curtailment of PV heavily influences the operational value of PV, because the operational value is determined by the reduction in costs of the system from one PV penetration to the next. The largest reduction in marginal curtailment comes from adding 4 GW of batteries to FRCC, which reduces marginal curtailment by more than 50% in the highest PV penetration. All other flexibility scenarios reduce marginal curtailment, but at a much smaller magnitude.

3.4.3 PV Total Value

Figure 34 shows the total value of PV in FRCC for all flexibility scenarios, where the total value of PV combines the capacity and operational values. Across all flexibility scenarios, the total value of PV decreases as the penetration increases. The value is impacted by both the decreasing capacity credit that PV receives at higher penetrations and the increase in curtailment.

---

24 As noted previously, this is actually the average marginal curtailment, because it is not the true marginal curtailment of an extremely small addition of PV. It is the average curtailment for all incremental PV added from one scenario to the next.
The value of flexibility options can be measured using the economic carrying capacity presented in Section 1. Figure 34 also includes horizontal lines that represent an estimate for the average LCOE for utility-scale PV in Florida (about $54.3/MWh) using 2020 estimated PV costs. This puts the ECC of PV in the base case at 20.9%. Most of the flexibility options have a minimal impact on increased ECC, whereas the 4-GW battery case increases the ECC from 21% to 25%. Table 6 shows how adding flexibility options impacts the ECC of PV at particular LCOEs of PV in FRCC. At the lower LCOE, the increase in ECC from all flexibility options increases slightly, but is still relatively small for all options except the 4-GW battery. The following section discusses these results in detail.

---

25 Calculations were performed using the NREL System Advisor Model using assumptions described in Woodhouse et al. (2016).
### Table 6. Change in Economic Carrying Capacity due to Flexibility Options

<table>
<thead>
<tr>
<th>Flexibility Option</th>
<th>Change in FRCC Carrying Capacity Relative to Base Case (percentage point difference from base)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Highest-Cost PV System ($59.3/MWh) (%)</td>
</tr>
<tr>
<td>Enhanced BA Cooperation</td>
<td>-0.3</td>
</tr>
<tr>
<td>CC Min Gen Level</td>
<td>0.4</td>
</tr>
<tr>
<td>PV Provides Reserves</td>
<td>0.0</td>
</tr>
<tr>
<td>Increased Transmission Capacity</td>
<td>1.3</td>
</tr>
<tr>
<td>Enhanced Cooperation and Transmission</td>
<td>1.0</td>
</tr>
<tr>
<td>1-GW of Batteries</td>
<td>1.0</td>
</tr>
<tr>
<td>4-GW of Batteries</td>
<td>3.4</td>
</tr>
</tbody>
</table>

### 3.4.4 Value of Flexibility Options

In addition to increasing the economic carrying capacity of PV, flexibility options also provide additional value to the system. This is primarily measured via the reduction in production costs between systems with flexibility options and the base case with no flexibility options. Some flexibility options also provide capacity value, but this is only quantified for battery-storage flexibility options.

Figure 35 shows the annual operational savings for all flexibility options across all FRCC PV penetrations. The value of some flexibility options increases significantly as the PV penetration increases. These options tend to have the largest impact on PV curtailment. Other options change only slightly across the PV penetrations. These options provide a basic value to the system, but have little impact on curtailment. At the higher penetrations, the largest battery deployment provides the largest value. But transmission expansion and more coordination between BAs provide the most benefit at the lowest PV penetrations. The following sections provide additional discussion of the individual options.
3.5 Discussion of Results for Individual Flexibility Options

The following sections focus on individual flexibility options to demonstrate the degree of effectiveness of these options in increasing the value of PV and their value to the system overall. These sections focus on how the operational value of PV is impacted, because the capacity value portion of PV does not change with these flexibility options.

3.5.1 PV Providing Reserves

Allowing PV to provide reserves has the potential to increase the operational value of PV by reducing reserves provided by conventional generators—to the point of turning off more of those generators. This option will reduce the system’s minimum generation level and therefore will reduce curtailment. Figure 36 shows how the share of reserves changes between different generator types when PV is allowed to provide reserves.
Figure 36. Total reserves provided by generator type for the base case (blue) and when PV is allowed to provide reserves (red), for each PV penetration.

As the penetration of PV increases, more PV is curtailed, thus allowing PV to provide a larger share of the overall reserve provision. However, this does not produce significant increased operational value of PV, as seen in Figure 37.
A small benefit is found at the highest penetrations regarding reduced variable operations and maintenance (VOM) and fuel costs when PV is allowed to provide reserves. When PV is allowed to provide reserves, some units may be turned off if they were only on to provide reserves. This allows some reduction in PV curtailment, which displaces conventional generation. However, most of those benefits are eliminated by an increased burden from start costs. Once PV generation falls, the units that were able to turn off because PV was covering their reserves must turn back on to provide energy.

Figure 38 shows how little the online capacity of conventional generation changes between the base cases and when PV is allowed to provide reserves, which highlights why the operational value of PV barely changes. The online capacity lines are only distinguishable at the highest penetration, when some additional capacity shuts down during PV generation.
As seen in Figure 35, allowing PV to provide reserves provides very little operational value at all PV penetrations. This outcome is despite the increase in the proportion of reserves served by PV at the higher PV penetrations (Figure 36). This result is somewhat surprising and may reflect some of the limitations in how reserves are modeled. For example, although the ERGIS model calculates the opportunity cost associated with holding reserves, it does not consider the additional cost of varying the output of plants to respond to a regulation signal (Hummon et al. 2013b). As a result, this analysis cannot provide the true value of PV in providing operating reserves. Furthermore, the expected cost of “smart” inverters is relatively small (Palmintier et al. 2016), so the added benefit of providing reserves could be small and still provide an overall savings.

3.5.2 Combined-Cycle Minimum Generation

Decreasing the minimum generation level of combined-cycle generators is often considered a means of reducing curtailment because it increases the operational range of thermal generators. However, the value of PV is minimally impacted by decreasing the CC’s minimum generation level from 50% to 40% of installed capacity. Figure 39 shows the impact of the reduced CC minimum generation level on PV operational value. The largest impact comes from reducing the
burden of start costs incurred by the system at higher PV penetrations; but overall, the PV operational value range increases only slightly. The primary reason that the value of PV does not change is that reducing the CC minimum generation has little impact on PV curtailment. This section investigates why reducing the CC minimum generation level did not yield larger reductions in curtailment.

Figure 39. Change in operational value of PV with reduced combined-cycle minimum generation levels.

To help illustrate the impact of CC minimum generation changes, the figures in this section show curtailment and CC operation for a median day for each of the four PV penetrations. Four different days are shown. Days are grouped together based on the daily minimum pre-curtailment net load (total FRCC load less the total available solar energy before curtailment). The graphs show four quartiles—with the first quartile including days with the lowest 25% of pre-curtailment net load, and the fourth quartile including days with the highest 25% of pre-curtailment net load. This grouping shows how the extra operational range of the CCs is used during days of high curtailment-reduction potential (1st quartile) and on days with less potential (4th quartile). The base case (no flexibility options) is compared next to the results from reducing the CC minimum generation level to 40% of maximum capacity.

Figure 40 shows the median curtailment over the day for all four groupings of days and both the base case and when CC minimum generation level is reduced. The first result to note in this figure is the large portion of curtailment that occurs on days in Quartile 1 and its even distribution around peak solar output. This emphasizes the importance of reducing the system’s minimum generation level. For lower penetrations in Quartile 2 and all penetrations in Quartiles 3 and 4, the shape of the curtailment curves is skewed, with peak curtailment occurring in the late morning. The final result to note from Figure 40 is how nearly indistinguishable the curtailment curves are for both the base case and the reduced CC minimum generation case,
particularly for Quartile 1. For the periods with the most curtailment-reduction potential, reducing CC minimum generation levels appears to offer little benefit.

Figure 40. Median curtailment for both scenarios (Base Case and Reduced CC Minimum Generation Level).

Figure 41 illustrates the total CC capacity online throughout the day. As expected, the plots show large amounts of capacity shut-down during the middle of the day for the high penetrations on days with the lowest minimum net load. What is perhaps surprising is how little the total online capacity changes when CC minimum generation levels are reduced. Across all penetrations for each type of day (Quartile), reducing the CC minimum generation level either keeps total online CC capacity the same or increases it slightly during hours of solar generation. This suggests that reducing the minimum generation level of CC encourages some generators to remain online during the day, likely operating at their new minimum generation level of 40%. They remain online to avoid having to incur start-up costs in the evening when solar generation decreases. However, the vast majority of CCs still shut down during the middle of the day at the higher penetrations of PV and start up again in the evening.
Figure 41. Median total combined-cycle capacity online.

Figure 42 presents exactly how much below the original 50% minimum generation level the FRCC CCs are actually operating. In Quartile 1, the highest PV penetration uses less of the additional operational range than the middle PV penetrations. This emphasizes the importance of how much capacity is actually online during peak solar generation (Figure 41). Even though the CCs are able to turn down to a lower generation level, the vast majority of CCs are turned off, which drastically limits the ability of this flexibility option to impact curtailment. On aggregate, FRCC gained nearly 4 GW of additional operational range; however, on the days with the highest solar curtailment (Quartile 1), the additional operating range is only about 400 MW, which has a minimal impact on the system’s minimum generation level considering curtailment approaches 9 GW (Figure 40).

On days with less curtailment (Quartiles 2–4), more of the extra capacity is used at the higher penetrations, because there is more capacity online to be able to operate in the increased range. However, the usage of the additional range is never greater than 1,500 MW.
Figure 42. Median extra capacity used by combined cycles. Additional extra capacity is defined as the amount below 50% of installed capacity that a particular unit is operating.

The results discussed in this section explain why reducing the minimum generation level of CCs did not result in a significant reduction in curtailment. Because most of the CC units are already shut down in the middle of the day, the gain in headroom does not substantially decrease curtailment.

Figure 43 shows that the operational savings is directly correlated to reduced PV curtailment.
Figure 43. Annual operational savings and reduced curtailment with reduced minimum generation levels of combined cycles.

Many combined-cycle units operate with a minimum generation level at or below 40%. Additional discussion of costs of increasing flexibility of existing plants is provided by Venkataraman et al. (2013).

3.5.3 Enhanced BA Cooperation

Increasing BA cooperation in FRCC includes two changes to the FRCC system. First, hurdle rates between regions are removed. This allows the most-efficient generators to meet load anywhere in FRCC (when transmission is not congested). This will reduce production costs of the system, but does not necessarily assist with the integration or increase the value of PV.

The second change removes the requirement for each BA to provide its own reserves, and it creates a single FRCC reserve product for both regulation and contingency. This allows reserves to be provided more efficiently, because there are fewer constraints on which generators can provide reserves. Also, on aggregate, the single FRCC product requires a smaller provision of reserves compared to all of the BA reserve products combined. This is because the reserve provision for a regulation reserve product is determined by the PV variability within the region. By combing the BAs into one region, the aggregate PV profile for FRCC is less variable due to geographic diversity of the PV capacity. Reducing the reserve requirement of the system sufficiently may reduce the total system’s minimum generation level, allowing PV to hit a higher instantaneous penetration and therefore reducing curtailment. Figure 44 shows the reduction of the total reserve requirement between the base case and enhanced BA cooperation as the penetration of PV changes.
The total reserve requirement is reduced. However, this does not result in much of a change in the operational value of PV, as seen in Figure 45. It also did not lead to a significant change in curtailment (Figure 32). At 39 GW of installed capacity of PV, total curtailment is only reduced by 0.25 percentage point, or 184 GWh.
Figure 45. Change in PV operational value when enhancing BA cooperation in FRCC.

Figure 46 shows how the online capacity of CCs, CTs, and the flow on the SERC interface changes with enhanced BA cooperation. The main difference between the base case and this flexibility option is a reduced reliance on SERC and increased exports during PV generation at higher PV penetrations. FRCC is able to more fully take advantage of its most-efficient generators with enhanced BA cooperation. Therefore, the price difference between SERC and FRCC is less likely to be greater than the hurdle rate ($10/MWh) between the two regions.
CC and CT online capacity is largely unchanged between the base case and this flexibility option. This indicates that reducing the total reserve requirement over the year did little to reduce the system minimum generation level, and therefore, it did not reduce PV curtailment or increase the operational value of PV.

Unlike reducing the CC minimum generation level, the annual operational savings when enhancing BA cooperation has very little correlation with the change in PV curtailment, as shown in Figure 47. The savings are primarily due to the reduced reserve requirements when all reserves are shared across FRCC and the ability of the region to take greater advantage of the most-efficient generators.
Enhancing cooperation in FRCC would primarily consist of removing market friction involved in generation commitment and dispatch. This would allow the most-efficient generators to be scheduled, regardless of in which BA they are located. Enhanced cooperation would also allow for more-efficient reserve scheduling. Ignoring the policy challenges associated with implementing this flexibility option, costs would include installing the needed communication infrastructure and software development and licensing. For comparison, the cost of implementing the expanded Energy Imbalance Market (EIM) across the WECC was estimated as a one-time cost of $19.6 million (CAISO 2015). Peak load in WECC is about 3–4 times larger than that of FRCC. Therefore, it is reasonable to expect that enhanced cooperation between BAs in FRCC will likely cost less than $19.6 million. Even at the 5% PV penetration, the annual savings from enhanced BA cooperation of $25 million is likely greater than the implementation cost of enhancing BA cooperation.

### 3.5.4 Energy Storage

Figure 48 shows the changes in the different components of the operational value of PV when adding the different-sized storage deployments.
Figure 48. Change in PV operational value with energy storage.

As was seen in Figure 34, both storage deployments increase the value of PV. Most of the increased value comes from reducing net imports from SERC and reducing the cost of starts and stops. The fuel and VOM portion of the PV operational value does not increase by adding energy storage until the highest penetration that we studied. This suggests that the base case (no flexibility option) relies on imports from SERC and on starting generators to meet load as solar ramps down in the evening. The batteries remove some of the need to import and to start quick-start generators to deal with the increased net-load ramp by discharging during the early evening hours. The batteries can also reduce start costs by keeping CCs online during the solar peak that otherwise would have needed to shut down during the day, only to be turned back on in the evening. Figure 49 shows the change in net imports from SERC and the CC and CT online capacity.
At peak net-load times (between 4 pm and 9 pm), the batteries reduce the online capacity of CCs and reduce the number of CTs started to help with peak. This is true across all PV penetrations, and the magnitude of the reduction in peak capacity online is essentially the same, as highlighted in Figure 50. The peak discharge (peak positive value) does not change significantly across the different PV penetrations. The shape of the discharge profile also does not change significantly, but simply becomes narrower at higher penetrations as some of the PV is able to help with afternoon load. What does change is the peak and shape of the charging profile (negative values). At the low PV penetrations, storage charging occurs overnight, when load is low and mostly baseload plants are on. However, charging shifts to daytime hours as more PV is added to the system. At the three lowest penetrations, this leads to less CC capacity online at all hours of the day (Figure 49). However, this changes with more PV. During high charging periods, there is actually more CC capacity online. This means that even during periods of high PV generation and possible curtailment, the batteries are used to keep CC units from shutting down.
Batteries also change the interaction with SERC. In the lower PV penetrations, the storage scenarios increase imports from SERC in the early morning hours. The batteries in FRCC in these cases are charged using SERC generation (most likely coal). However, as the penetration of PV increases, imports from SERC in early morning hours drop significantly. This relative drop in the reliance on SERC imports is what decreases the burden of SERC imports on the value of PV in FRCC (Figure 48).

Figure 50. Median storage operations over the day. Positive values are the storage discharging, whereas negative values are the storage charging, for each PV penetration.

These plots demonstrate why adding energy storage primarily helps to reduce start/shutdown costs and economic imports of power from SERC during early-morning hours when storage is added with smaller PV penetrations. The storage displaces the need for evening startups of CTs and CCs at peak times and reduces the morning imports from SERC.

Figure 51 compares the reduction in PV curtailment and annual operational savings of the two battery flexibility scenarios (1 GW of batteries and 4 GW of batteries). For both battery sizes, savings increases substantially due to reductions in curtailment.
Figure 51. Annual operational savings and reduced curtailment with enhanced BA cooperation.

Figure 51 accounts the PV curtailment from storage losses when PV generation is used to charge batteries. These losses are an additional source of PV curtailment that suppresses the system operational savings. Calculating storage-loss curtailment requires knowledge of the amount of PV generation used to charge the batteries, but this is impossible to know exactly because we cannot determine which generation types are charging the batteries at any given time. Therefore, we must estimate storage-loss curtailment by using the 5-minute real-time operations results from the base case and storage case.

We know that only 80% of the energy used to charge the battery can be used later due to the assumed roundtrip efficiency of the batteries. For that reason, storage-loss curtailment is 20% of the PV generation used to charge the batteries. We estimate the amount of PV generation charging the batteries to be one of two values: either the reduction in PV curtailment between the storage case and the base case, or the total amount of battery charging. The estimated PV generation charging the batteries is the minimum of the two.

For example, at a given time, assume that batteries are storing 900 MW, and the storage case decreases curtailment by 300 MW from the base case. This means that 300 MW of the 900 MW charging the batteries is PV generation that would otherwise be curtailed. The other 600 MW originate from another source. For this situation, storage losses contribute 60 MW of PV curtailment (20% of 300 MW). This means that battery storage only decreased total curtailment by 240 MW—not the 300 MW as previously assumed.

If curtailment is instead reduced by 1,000 MW while the battery charging is at 900 MW, then PV generation is responsible for 100% of the charging that is occurring. The additional reduction of 100 MW of PV curtailment is due to changes in the unit commitment and dispatch between the base case and the storage case. In this case, storage losses lead to 180 MW (20% of 900 MW) of curtailment, and total curtailment is actually reduced by only 820 MW, rather than 1,000 MW.
Figure 52 shows the impact of including the efficiency losses as curtailment. This additional curtailment is important because it accounts for a reduction in total PV value and the operational savings that may not be apparent when only considering traditional curtailment (i.e., reduction in output at the PV generator). Storage losses only add a modest amount of curtailment in the smaller-battery deployment, but have a larger impact in the larger-battery deployment.
Figure 53. a) Total storage loss curtailment by penetration and b) proportion of storage loss curtailment relative to all curtailment.
Figure 53 shows the absolute and relative magnitudes of the storage-loss curtailment for the different PV penetrations and energy storage sizes. As expected, the total curtailment due to storage losses increases with more PV on the system, as seen in Figure 53a. At higher penetrations, more PV generation is stored and therefore leads to storage-loss curtailment. Figure 53b shows the proportion of total curtailment that is due to storage losses. At the 27 GW and 33 GW penetrations, that proportion is greatest. This suggests that between 27 GW and 33 GW, the storage size becomes a limiting factor to further reductions in curtailment. Around 27 GW and 33 GW, much of the curtailment seen in the base case can be avoided by charging batteries. However, at higher PV penetrations, the batteries are more frequently charging at their maximum capacity, forcing much of the PV generation to be curtailed in real time (at the PV generator), rather than stored for later use.

The operational impact of storage and how much curtailment is avoided adds value. But as discussed in Section 2.5.3 of the California case study, much of the value of energy storage comes from its capacity value. Figure 54 shows how high and low assumptions for the cost of provided capacity change the total value of the battery-storage options.

![Figure 54. Total value (operational and capacity) of energy storage in FRCC.](image)

Annualized costs of battery storage, using the same cost of storage ($200/kWh–$350/kWh) for the California case study, range from $122–$214 million for 1 GW of battery deployment (solid lines in Figure 54) and $489–$856 million for 4 GW (dashed lines in Figure 54). These costs fall within the range of the total annual value provided by the batteries. In the best-case scenario (high capacity value, low capital cost), battery storage easily is a net benefit to the system. In the worst case, battery storage does not break even in any PV penetration, but does come close at the highest penetration studied.

### 3.5.5 Increased Transmission Results

Increasing the transmission capacity of the SERC-FRCC interface increases the PV operation value slightly more than adding 1 GW of energy storage. The interface is increased by 1 GW—to 2 GW—in the direction of FRCC to SERC, and is increased by 1.8 GW—to 5 GW—in the
direction of SERC to FRCC. Ideally, the stability limits that cap the export capacity, as discussed in Section 3.3.5, could be addressed to increase the export limit to the same as the import limit. The export limit is particularly important to the value of PV because PV that would have been curtailed could be exported out of FRCC if the export limit were increased. Additional analysis is needed to fully assess the value of removing the stability limits.

Figure 55 shows how the operational value changes with increased import/export capacity with SERC. Similar to the storage cases, the increased operational value of PV comes mostly from the reduced burden of start costs and net imports with SERC. Figure 56 shows how the online capacity of CCs and CTs changed, and it also shows the change in flow over the SERC-FRCC interface.
Until the afternoon peak, CC and CT online capacity mostly remains the same between the base case and the increased transmission capacity. Across all penetrations, the online capacity at peak is reduced when the transmission capacity is increased. More of the peak power comes from SERC in those hours due to the alleviated congestion between the regions. This reduces the burden of start cost incurred by the system, but does increase the cost of net imports from SERC. However, as the PV penetration increases, FRCC begins to export to SERC in the middle of the day, sending some of the excess PV generation to SERC. At the two highest penetrations, more of the excess PV is exported when the capacity of the interfaces increases. This contributes to reducing the burden of net imports on the operational value of PV.

The benefit of increasing the transmission capacity of the interface between FRCC and SERC correlates closely with the reduced curtailment in this flexibility scenario. As the PV penetration increases, so does the amount of reduced curtailment and annual operational savings (Figure 57).
There is a wide range of estimates for transmission capacity. Costs of new transmission can vary and depend on a variety of factors, such as length of the new lines, number of substations, and line-voltage class. Applying the transmission expansion used by the ReEDS model estimates 191 miles of new transmission capacity rated at 1.8 GW. Using a mid-range estimate of $1,347/MW-mile (Pletka et al. 2014), this amount of new capacity would require a total cost of $463 million. Annualized, this flexibility option (with an 8% discount rate and a 20-year lifetime) would cost $47 million dollars per year. Beginning with the 15% PV penetration and for all higher penetrations, increasing the interface capacity between FRCC and SERC would be a net positive for the system.

It can be difficult to estimate accurately the exact distance of new transmission lines needed to increase the interface capacity. Multiple discrete lines would likely be needed, and it is unclear how long each individual line will need to be. To estimate the sensitivity of these results we use a range of between half and double the distance of 191 miles provided by ReEDS. Using this range of distances, the implementation cost for increasing the interface between FRCC and SERC will be between $231 million and $925 million. The range of annualized cost is between $24 million and $94 million. This range can affect when the project is a net positive for the system. At the low end, the project would be a net benefit for all PV penetrations. On the high end of the range, the project only becomes net positive around the point when PV meets around 20% of annual FRCC load.

Although not investigated in this study, the expansion of the interface capacity may also provide some capacity value, because SERC and FRCC may have different peaks and can help provide capacity to the other region during peak demand. This would increase the total value of the interface, potentially making this flexibility option a net positive even at the lowest of the PV penetrations studied.
3.5.6 Combined BA Cooperation and Increased Transmission Results

Figure 58 shows how combining BA cooperation and increasing transmission capacity between SERC and FRCC changes the operational value of PV. The impacts are essentially the same results as the flexibility option that only increased transmission capacity. This is to be expected given the small impact in the enhanced BA cooperation case.

![Figure 58](image)

*Figure 58. Change in PV operational value when increasing the capacity of the SERC-FRCC interface and removing BA friction.*

Figure 59 shows how CC and CT online capacity changes, along with the flow on the interface between SERC and FRCC. This plot also shows little change from the results in Section 3.5.5.
Combining BA cooperation with increased transmission capacity of the FRCC/SERC interface shows a mix of the value observed for each flexibility option considered separately. Figure 60 shows that operational savings correlate with reduced curtailment, but not as strongly as when increased interface capacity is the only flexibility option included. The benefits are not necessarily additive, but the costs would be, with most costs associated with adding capacity to the interface.
Figure 60. Annual operational savings and reduced curtailment with enhanced BA cooperation combined with increased transmission capacity between FRCC and SERC.
4 Case Study: Southwest Power Pool—Increasing Wind

4.1 Southwest Power Pool Model

Similar to the FRCC model, we extracted the Southwest Power Pool (SPP) region from the 2026 Eastern Interconnection model developed at NREL for the Eastern Renewable Generation Integration Study. The SPP represents the windy, but less populated, middle section of the United States. Therefore, it represents an ideal test case for analyzing the effects of increasing wind generation. SPP comprises parts of fourteen states in the central U.S., and Figure 61 shows the geographical scope of its footprint.

Figure 61. Map of SPP territory.\textsuperscript{26}

\textsuperscript{26}http://www.ferc.gov/market-oversight/mkt-electric/spp/elec-spp-footprint.pdf
Major changes made to create the SPP model from ERGIS included:

- Incorporating SPP’s expanded territory to include the Integrated System, which is made up of Western Area Power Administration’s Upper Great Plains Region, Basin Electric Power Cooperative, and Heartland Consumers Power District.

- Modest changes to the installed thermal capacity to better reflect the planning reserve margin required by SPP.

- Representing all regions within SPP and SPP’s direct neighbors (Midcontinent Independent System Operator or MISO, and Canada) as zones, rather than using the ERGIS nodal model. This removes the possibility of intra-regional congestion (where regions are defined in Table 8). Current-day intra-regional transmission congestion can lead to wind curtailment. We assume these intra-regional congestion problems will be dealt with if the amount of wind studied here were built.

Further discussion of these changes and other components of the SPP are located in the appendix.

### 4.2 Wind Penetration Scenarios

We modeled fourteen penetrations of wind in SPP for this study, ranging from 12%–51% and increasing in about 3% increments. The penetrations represent the percentage of annual SPP load that would be met by wind if all of the available generation were used, rather than curtailed. The total wind capacity starts at 10.1 GW in the 12% case and increases to 41.8 GW in the 30% case, as shown in Table 7.

<table>
<thead>
<tr>
<th>Wind Pre-Curtailment Potential (%)</th>
<th>Installed Capacity (GW)</th>
<th>Annual Pre-Curtailment Energy (TWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>10.1</td>
<td>38.8</td>
</tr>
<tr>
<td>15</td>
<td>12.6</td>
<td>47.3</td>
</tr>
<tr>
<td>18</td>
<td>15.1</td>
<td>56.6</td>
</tr>
<tr>
<td>21</td>
<td>17.6</td>
<td>66.4</td>
</tr>
<tr>
<td>24</td>
<td>20.1</td>
<td>75.4</td>
</tr>
<tr>
<td>27</td>
<td>22.6</td>
<td>84.9</td>
</tr>
<tr>
<td>30</td>
<td>24.9</td>
<td>94.4</td>
</tr>
<tr>
<td>33</td>
<td>27.3</td>
<td>104</td>
</tr>
<tr>
<td>36</td>
<td>29.7</td>
<td>113</td>
</tr>
<tr>
<td>39</td>
<td>32.1</td>
<td>123</td>
</tr>
<tr>
<td>42</td>
<td>34.4</td>
<td>132</td>
</tr>
<tr>
<td>45</td>
<td>36.7</td>
<td>141</td>
</tr>
<tr>
<td>48</td>
<td>39.2</td>
<td>151</td>
</tr>
<tr>
<td>51</td>
<td>41.8</td>
<td>161</td>
</tr>
</tbody>
</table>
We extracted wind sites and output profiles from the ERGIS National 30% penetration scenario for each penetration. Larger penetrations are supersets of the smaller penetrations. The distribution of wind sites within SPP roughly approximates the geographical distribution in the ERGIS study. PV penetration remains constant at 3% of SPP load for each wind penetration.

4.3 Flexibility Options

In addition to the fourteen wind sensitivities, we also considered several flexibility options. The options include: 1) allowing wind to provide reserves, 2) reduced minimum generation levels of gas combined-cycle and coal generators, 3) increased interface flow limits between zones, 4) energy storage, and 5) increased cooperation between SPP and its neighbors—MISO, Manitoba, and Saskatchewan.

The following sections detail the assumptions used to model these flexibility options.

4.3.1 Allow Wind to Provide Reserves

As stated in previous sections, reducing the required amount of thermal generation on the system can allow higher levels of VG utilization, thus reducing curtailment. Allowing wind to provide reserves, instead of requiring thermal generation to provide these services, can be one method to achieve this reduction. However, wind can provide up-reserves only during periods of curtailment (when it has sufficient capacity to increase generation), or down-reserves by curtailing when the reserves are called. We only considered up-reserves due to the computational burden, so wind can provide contingency and regulation only while being curtailed.

4.3.2 Gas Combined-Cycle and Coal Minimum Generation Level

In the base case, gas CCs in SPP have a minimum generation level of 50% of their installed capacity. Coal units under 600 MW in capacity can reduce their output to 50% of their maximum, whereas units greater than 600 MW can reduce their output to 30% of their maximum output. Both assumptions are consistent with ERGIS (Bloom et al. 2016). This flexibility scenario reduces the minimum generation level of all gas CCs and coal plants to 40% of their maximum capacity (coal plants above 600 MW keep their 30% minimum generation level). Reducing the minimum generation level of these units adds an additional 4.1 GW of operational range to SPP. However, the system only benefits from the increased operational range when these units are available and committed—meaning that the actual benefit to the system at any given time will likely be less than 4.1 GW.

4.3.3 Increased Interface Flow Limits

As mentioned previously, original ERGIS simulations determined the interface flow limits between all zones in this study. One large driver for wind curtailment is the inability to effectively transmit wind power from its source to load centers. This flexibility option expands the ability to transmit power between SPP and its neighbors (MISO).

Table 8 shows the interchange capacity between SPP regions and MISO regions. This flexibility option allows SPP and MISO to exchange double or quadruple the limits shown in the table.
4.3.4 Battery Storage

Battery storage provides a mechanism to shift energy in time; therefore, it can add grid-significant flexibility. We analyze two battery scenarios. The low-storage scenario adds 1,000 MW of battery capacity (roughly 1.5% of peak SPP load), whereas the high-storage scenario adds 4,000 MW of capacity (roughly 6% of peak SPP load). In both cases, the battery has 6 hours of storage capacity and 80% roundtrip efficiency. The battery capacity is distributed among the five SPP regions according to each region’s proportion of total wind capacity.

4.3.5 Increased Cooperation between SPP, MISO, and Canadian Regions

SPP has various connections with the rest of the Eastern Interconnection via MISO. High-voltage direct-current (HVDC) ties also connect SPP to the Western Interconnection, but the capacities of the lines are small. Although market mechanisms exist to exchange energy between SPP and surrounding regions, this exchange is economically co-optimized across multiple time-scales. In our base case, we attempt to capture this market friction by imposing a $10/MWh hurdle rate to all transactions between SPP and MISO, and between MISO and the Canadian regions. In the enhanced flexibility case, we eliminate all hurdle rates, encouraging a more-efficient dispatch that could potentially assist in wind integration.

4.4 Results

4.4.1 Base-Case Wind Capacity Value

Unlike the sharply declining capacity value of PV in California and FRCC shown in the previous sections, the capacity value of wind does not decrease as dramatically at higher wind penetrations. Figure 64a shows the marginal capacity credit for wind in SPP, and Figure 64b shows the marginal capacity value ($/MWh), assuming an annualized capacity cost of $190/kW. Wind can generate at any hour, so it does not shift the net load peak as much as PV. Incremental wind power can also increase the marginal capacity credit of wind, as seen between the 30% and 50% wind penetration levels.
40% wind penetrations on Figure 62. For the SPP model, discrete wind sites were added to reach the next penetration. An increase in the marginal capacity value demonstrates the diversity of wind profiles that exist in SPP. For example, going from 27% to 30% pre-curtailment wind penetration increases the marginal capacity value by about $4/MWh. The wind sites that are added between these penetrations are able to contribute more to the net load peaks than prior sites because their generation profiles differ from the wind installed in the earlier penetrations.
4.4.2 Wind Operational Value

The components of the operational value of wind include: displaced generator fuel and variable O&M costs, reduced CO₂ emissions, and the change in generator start costs. In this section, we measure the system-wide impacts together, rather than disaggregating SPP impacts and
neighboring region impacts. Figure 63 shows how the components of the marginal operational value of wind change as the penetration of wind increases with no flexibility options included. The marginal value of wind is mostly impacted by the reduced impact that new wind has on the cost of fuel and VOM. The largest component of the total value is the savings resulting from avoided CO₂ emissions, which we assumed have a value of $50/ton. The unit commitment and dispatch modeling does not incorporate this value stream, which represents the social cost of carbon. Therefore, the model has no monetary incentive to reduce emissions, and all emissions reductions simply result from using wind generation instead of burning fuel. The figure indicates that emissions savings stay constant across wind penetrations. Although curtailment increases as wind penetration increases, the relative amount of avoided coal also increases. Coal, which has nearly double the carbon emissions per unit of fuel burned, is less expensive than gas. Therefore, at lower penetrations, the higher-priced fuel (gas) is displaced in slightly higher proportion. As wind penetration increases and can replace less gas generation, the relative displacement of coal rises. So, curtailment reduces the emissions savings, but increased rates of coal displacement approximately cancel out the effect of curtailment.

![Figure 63. Base-case wind operational value.](image)

Generally, increased flexibility leads to less marginal curtailment (see Figure 64). As shown in Figure 65, the effects of each flexibility option are not as clear as the trends shown with PV in previous sections, for several reasons. First, unlike PV, wind generation is not limited to a certain time of day; therefore, extreme low-demand periods are not as common for wind, leading to generally lower curtailment rates. Although flexibility options may still have economic benefits, their impact on curtailment is smaller because the overall curtailment for wind is lower than that of PV. Second, wind sites are generally larger in size than PV sites, so increasing wind penetration by 3% (one point horizontally on the graph in Figure 65) may only represent two or
three new wind sites. In our zonal model, this means that even geographical dispersion throughout SPP is challenging, which leads to some incremental wind generation being more susceptible to curtailment due to transmission congestion and unique region constraints. Furthermore, certain zones—namely, SPP-ND and SPP-SD—have a larger proportion of wind sites relative to their load. Subsequently, integrating new wind in those regions might prove more challenging than adding wind in other less-saturated zones.

Figure 64. Average wind curtailment in SPP.
Figure 65. Impact of flexibility options on marginal curtailment in SPP.

Figure 66 shows the marginal operational value, showing the limited drop in value compared to the PV cases. The small amount of curtailment limits the ability of flexibility options to enhance the value of wind.
Figure 66. Marginal operational value of wind for all flexibility cases in SPP.

4.4.3 Wind Total Value

Figure 67 shows the total marginal value of wind for all cases. The similarity of all the curves is due to the limited changes in marginal curtailment that result from the flexibility options, as indicated in Figure 65. In addition, the total value in all cases does not decrease drastically from lower wind penetrations to higher wind penetrations—especially when compared to the dramatic reduction in value associated with increasing PV penetrations shown in preceding sections.

Much of the comparatively small reduction in value of wind results from the much lower curtailment levels compared to PV. The highest wind penetration case (51% before curtailment) has the highest level of curtailment, but it is still less than 6%. By comparison, Figure 13 indicates that 6% curtailment of PV in California would occur somewhere around 18% penetration.
Figure 67. Marginal total value of wind for all flexibility cases in SPP.

Figure 67 includes a comparison of the estimated total value to the cost of wind. A range of values is shown, with the lower value of about $20/MWh representing the cost including the investment tax credit (ITC), and the upper range representing values without the ITC (Wiser and Bolinger 2016). This figure indicates that the value of wind (when including the social cost of carbon) remains above the cost even at about 50% penetration.

Even in the absence of renewable energy, flexibility options can still provide economic benefit to the system. However, as Figure 67 indicates, the value can also depend on the amount of wind. For this system, the greatest economic benefit comes from increasing intra-zonal transmission capacity. Even at the lowest penetrations of wind, the economic benefit from increased power exchange is large. Allowing the most economic power to get most effectively to where it is needed can benefit the system, even without large amounts of wind.

4.4.4 Value of Flexibility Options

Just as in the California and FRCC case studies, flexibility options in SPP add value to the system. Most options only add operational value, and Figure 68 shows how the operational value changes for each flexibility option as wind penetration increases.
In the case of wind in SPP, by far the largest operational benefit comes from expanding the capacity of the interfaces connecting SPP to the rest of the Eastern Interconnection. The operational value of increasing the interface capacity clearly increases as the wind penetration increases. However, most other flexibility options show only small or no correlation with wind energy penetration.

4.5 Discussion of Results for Individual Flexibility Options

4.5.1 Increased Interface Exchange Capacity

As mentioned in the previous section, increasing the interchange capacity provides the greatest economic benefit among all flexibility options considered. This flexibility option allows regions to exchange either two times or four times the amount of power considered in the base case. Furthermore, the economic benefit of this flexibility option substantially increases with wind penetration. We expect this result because wind generation is not always well-correlated with nearby load.

Figure 69 shows the annual amount of net imports into SPP from MISO. For reference, the total annual load of SPP is about 320 TWh, meaning that in the base 12% wind case, MISO supplies roughly 3% of the load. In the two cases with increased interface capacity, exports decrease while still remaining positive overall. Even at just 12% wind, SPP has excess wind generation during certain times of the year, and the increased interface capacity allows more exports—and thus, lower net imports. In all cases, SPP is a net exporter at the highest wind penetrations, but the increased interface capacity allows even higher levels of exports.
Figure 70 shows a clear correlation between avoided wind curtailment and increased annual operational savings when the interface capacity increases. However, there are also significant savings at low wind penetrations when little to no curtailment is avoided. At 11% wind, annual savings from doubling the interface limits reaches more than $250 million. This suggests that large savings are possible by using thermal generation more efficiently. Annual savings from quadrupling the interface limits reaches $325 million at 11% wind—an increase, but hardly a doubling of the savings over the smaller interface-limit increase. Therefore, much of the efficiency gains from using the most cost-effective thermal generators are already achieved when the interface limits are doubled.
Figure 70. Annual operational savings and reduced curtailment with increased interface transmission capacity between zones in SPP.

The annual operational savings between the two increases in the interface capacity diverge as the wind penetration increases. The large interface expansion is able to avoid three times the curtailment at the highest wind penetration relative to the smaller interface expansion. This allows the large interface expansion to save more than $150 million over the smaller option.

As mentioned previously, nodal runs of the Eastern Interconnection determined the original interface limits for the base case (Bloom et al. 2016). These nodal runs, representing the year 2026, already include some transmission that does not exist today. Increasing transmission capacity beyond those assumptions would involve new investments in transmission lines. Although increased transmission capacity has substantial monetary benefits, it also has substantial costs.

Total interface capacity increases by 8 GW and 24 GW for the smaller and larger interface expansion scenarios, respectively. Using the same ReEDS assumptions discussed in Section 3.5.5 for FRCC, the total project cost to double and quadruple the interface limits is $2.3 billion and $7 billion, respectively—which translates into $238 million and $716 million annually, respectively. For all wind penetrations, doubling the size of the interfaces is a net positive to the system, whereas even at the highest wind penetrations, quadrupling the interface size never breaks even when only operational cost savings are considered.

4.5.2 Reduced Minimum Generation Levels

Minimum generation levels of conventional generators can be a substantial constraint on the system. Generators cannot turn down past their minimum generation levels, which means that generating at lower levels requires turning off a generator. Some generators require several hours to start up after being turned off. Thus, lowering the minimum generation levels of plants, which increases their operating range, can add flexibility to the system. Conventional generators are
also required to turn down to accommodate high penetrations of wind generation. For instance, in the base 12% wind case, the coal fleet in SPP is at its minimum generation level for 27% of its operating hours. In the base 51% wind case, that number increases to 38%.

As mentioned previously, the base cases assume a minimum generation level of 50% of their maximum capacity for all gas CCs and most coal generators (large coal generators have a minimum generation level of 30%). For this sensitivity, we reduce the minimum generation level to 40% for all generators that had previously been 50%. Initially, we observe that the minimum generation levels are much less frequently binding constraints. In the 12% wind case, coal generators are operating at their minimum generation levels for only 1.4% of the time, and in the 51% wind case, for 6% of the time.

Figure 71 shows the coal fleet for the study area for four days in June. The upper panel shows the lowest wind penetration case, and fleet dispatch is nearly identical because the minimum generation level never constrains fleet output. However, in the 51% wind case in the bottom panel, the fleet turns down to its minimum level during the night in three of the selected days due to low load levels and high wind output. Reducing the minimum generation level allows a larger operational range, which means that the fleet can turn down generation from 9,700 MW to 8,300 MW, thus accommodating more wind generation.

![Figure 71. Coal fleet dispatch during four days in June.](image)

Lower minimum generation costs do provide economic value in these cases, as well as higher value at increased wind penetrations. However, as Figure 65 shows, the impact on marginal curtailment is small. There is some economic benefit to being able to use wind energy instead of coal with reduced minimum generation level (as is shown in the 51% case in Figure 71).
However, most of the economic benefit coming from reduced minimum generation level is associated with avoiding fuel costs through better utilization of the thermal fleet.

Reducing the minimum generation level of CCs and select coal units in SPP provides increasing operational savings at the lower end of the wind penetrations studied, as shown in Figure 72. At 11% wind, savings top $15 million and increase to $60 million when wind generation exceeds 25% of total load. However, after reaching 25% wind, the annual operational savings level out around $50 million. These savings show little correlation with avoided wind curtailment.

![Figure 72. Annual operational savings and reduced curtailment with reduced minimum generation levels for CCs and coal in SPP.](image)

### 4.5.3 Elimination of Hurdle Rates

Market forces that distort the true cost of electricity can cause inefficient dispatch. We use a $10/MWh hurdle rate for energy exchange between zones to represent market friction. In this sensitivity, we eliminate the hurdle rate, which means that energy can flow between two regions due to any price difference (but it is still subject to interface flow limits). As Figure 73 shows, even relatively small hurdle rates can have a large impact on imports. Without hurdle rates, SPP imports substantially more energy at lower wind penetrations, and it exports substantially more energy at higher penetrations.
Figure 73. Annual imports as a percent of total SPP load.

Figure 74 shows a histogram of the average price difference between SPP and MISO for each of the 5-minute intervals in this study. A positive difference indicates that the price in MISO is higher, and a negative difference indicates that the price in SPP is higher. As the graph indicates, a great majority of intervals (at least 85% in each base scenario) fall between positive and negative $10/MWh, which means that an exchange would not occur. In the Remove Hurdle Rates scenarios, we see many more price differentials at or near $0/MWh, which indicates that the price is the same in both regions due to efficient trading. Also, as wind penetration increases in the Remove Hurdle Rate scenario, the price differential between SPP and MISO increases because the presence of $0/MWh wind in SPP reduces the average price in SPP but can only reduce the price in MISO to a certain extent due to interface limits.
Figure 74. Histogram of price differences between SPP and MISO.

Eliminating hurdle rates between SPP and MISO captures increased cooperation between the two entities and assumes lower market friction. This allows both regions to more efficiently use generation, as demonstrated in Figure 75. Even at small wind penetrations, there are annual savings from eliminating hurdle rates.
Figure 75. Annual operational savings and reduced curtailment with the elimination of hurdle rates between MISO and SPP.

The costs of eliminating hurdle rates are best estimated using the assumed cost of incorporating all of WECC into the Energy Imbalance Market. As discussed for the FRCC in Section 3.5.3, incorporating WECC into the EIM is expected to cost a total of $19.6 million. The annual savings from removing hurdle rates between SPP and MISO exceeds this amount, except for the 18% wind penetration. The combined peak loads of SPP and MISO are comparable to that of WECC. This flexibility option is clearly a net positive to the system.

4.5.4 Addition of Energy Storage

Energy storage can help with integration of wind energy by shifting energy over time—from times of high supply to times of high demand. Here, we study two energy storage cases that add 1 GW and 4 GW of energy storage to the SPP system. In both cases, we see economic benefits to the addition of storage, as well as a modest reduction in marginal curtailment.

In general, storage functions to increase demand during times of low net load and to reduce load during times of high demand. Figure 76 shows the shape of average net load (load minus contributions from wind and solar) during different seasons. In general, the impact of additional wind on net-load shape is to reduce net load, especially during the overnight hours when wind generation is the highest. This daily effect of wind generation is most evident during the summer. Figure 76 indicates that storage in SPP will generally charge overnight and displace generation during the afternoon or evening peak.
Figure 76. Average daily net-load shape in SPP.

Figure 77 shows the actual storage dispatch in this system for the two storage cases. Negative values indicate that storage is charging and is therefore consuming electricity. As predicted by the net-load shapes, storage is generating during the evening hours during every season and is charging in the night. During the winter, spring, and fall, storage will often also displace energy during the morning peaks. The plot also indicates how dispatch changes across wind penetration scenarios. Generally, the dispatch shape does not change much across wind penetrations, largely because the overall net-load shape is not changing dramatically (Figure 76). However, the storage utilization does decrease slightly due to higher wind penetrations. For instance, the capacity factors of the 1-GW storage devices are 28% at 12% wind and 23% in the 51% case (21% and 19% in the 4-GW cases, respectively). Capacity factor drops the most dramatically—by 30%—during the winter months and only by 2% in the summer months. Figure 77 indicates that wind effectively flattens the morning and evening winter net-load peak; thus, the utilization of storage decreases. In the summer months, even though the wind dramatically reduces the net load, the overall load shape changes very little and the utilization of storage is similar across wind penetrations.
Figure 77. Average daily operation of storage in SPP for various wind penetrations.

Figure 78 compares the reduction in PV curtailment and annual operational savings of the two battery flexibility scenarios (1 GW of batteries and 4 GW of batteries). Unlike the California and FRCC case studies, the annual operational savings do not show a strong correlation with avoided curtailment.
As discussed in Section 2.5.3 of the California case study, much of the value of energy storage comes from its capacity value. Figure 79 shows how high and low assumptions change the total value of the battery storage options. No matter what the assumed capacity value of the battery, the total capacity value is an order of magnitude greater than the operational value. Therefore, the total value of battery storage remains essentially constant across all wind penetrations.

Assuming the same capital costs of energy storage as in the California case study ($200/kWh–$350/kWh), the annualized costs of battery storage range from $122–$214 million for 1 GW of battery deployment (solid lines in Figure 79) and $489–$856 million for 4 GW (dashed lines in Figure 79).
Figure 79). These ranges in costs fall almost exactly on the bounds of the total annual value with different assumptions for the capacity value. This finding indicates considerable uncertainty in whether energy storage will provide enough total value to be a net benefit to the system.

### 4.5.5 Allowing Wind to Provide Reserves

As mentioned previously, allowing renewable generators to provide operating reserves can improve grid flexibility. Allowing conventional generator capacity to provide reserves will ensure, at times, that too much conventional generator capacity is online—sometimes at the expense of curtailing renewable energy. Because we only model up-reserves here, wind generation must have spare upward capacity in order to provide reserves. Practically, this means that wind generation must actually be curtailed to have spare capacity. In theory, if wind generation is already being curtailed, then allowing that capacity to provide reserves will free up thermal generation to operate more efficiently.

We see a negligible impact of this flexibility option, although wind generators are contributing to reserve provision as indicated in Figure 80. Especially at the lower wind penetration cases, curtailment is so low that wind generators do not have much spare upward capacity. At higher penetrations, the conventional generator fleet is turned down to accommodate more wind, and it has considerable upward capacity without the spare upward capacity from curtailed wind. For instance, at the 12% wind scenario, the online coal generators are operating at 84% of their maximum capacity and gas generators are operating at 76%. At 51% penetration, these generators are operating at 76% and 73%, respectively.
The flexibility option of wind providing reserves does not lead to any operational value to the system. It also increases curtailment in general because wind, at times, is determined to be more valuable as reserves than as energy. However, the results of the analysis show a very limited value of wind providing reserves. As in the FRCC case, this result reflects some of the limitations in how reserves are modeled. This includes the lack of estimating the additional cost of varying the output of plants to respond to a regulation signal (Hummon et al. 2013b). As a result, this analysis cannot provide the true value of wind in providing operating reserves. Furthermore, a significant benefit of wind providing reserves may be derived from provision of stability services including inertia and primary frequency response (Miller et al. 2014). Further analysis is needed to quantify the benefits of these services.
5 Conclusions
In this study, we have attempted to quantify the benefits of various options of grid flexibility by measuring the impact of the options on two measures: economic carrying capacity and system costs.

The first measure, economic carrying capacity (ECC), determines the level of penetration of variable-generation (VG) renewable energy (RE) at which the costs outweigh the benefits and where additional VG is no longer economically desirable. The second measure, system costs, includes determining the reduced operating costs resulting from increased efficiency of operation, as well as reduced capital costs if the flexibility measure reduces the need for conventional capacity.

We conducted modeling for case studies in three regions of the country—California, Florida, and the central U.S.—which allowed us to study different aspects of variable-generation integration, including generation mix and wind/solar mix. We compared the benefits of increased ECC in each region to costs, which helped to further understand the flexibility supply curve. We draw three overall conclusions below based on these results.

• The concept of economic carrying capacity, particularly when applied to VG resources, has evolved over time. Historically, physical or technical issues have been perceived to fundamentally limit the penetration of VG. However, a more nuanced understanding has been gained through grid integration studies and operational experience. Specifically, there is growing recognition that although technical challenges to VG integration are real, they can generally be addressed by a variety of solutions—each one having an associated implementation cost. As a result, the limit of RE penetration is primarily economic, driven by factors that include transmission availability and operational flexibility.

• Flexibility can increase economic carrying capacity and reduce overall system costs. In some cases, options that provide a limited increase in ECC can provide significant operational savings, thus demonstrating the need to evaluate flexibility options using multiple metrics. The value of flexibility options varies regionally due to different generation mixes and types of renewables. The more rapid decline in photovoltaic value compared to wind makes photovoltaics more dependent on adding flexibility options, including transmission and energy storage.

• New analysis methods and data sources will be needed to evaluate some flexibility options, including the ability of VG to provide reserves and the role of demand response in integrating variable generation.

Comparison between the case studies is difficult because the ECC of a power system is highly specific to region and can change over time—as when inflexible generators retire, or demand and renewable supply forecasting improves, or market designs evolve, or enabling technologies such as storage become more affordable. But we highlight some key takeaways from our three analyses.

• California case study. This study examined the value of PV. Near-term flexibility options now being deployed will substantially increase ECC and reduce operating costs in California. These options relate to allowing a greater fraction of load to be served by
VG and to increasing the sharing of resources across the state. Exports and energy storage can also substantially increase ECC. Demand response can provide significant value, but the DR assumptions used in the study produce only a modest increase in ECC. This outcome is due to the limited availability of shiftable load in the spring and fall, which are periods of greatest PV curtailment. This result points to the need for additional understanding of the potential to shift load during the spring—the period characterized by the so-called “duck curve.”

- **Florida case study.** This study also evaluated PV, and demonstrates significant operational value and increased ECC from both increased transmission and energy storage. Fewer benefits were demonstrated from providing reserves from PV. This result is due, in part, to the limited ability to evaluate the very short-term benefits of PV providing frequency response and frequency regulation. Limited benefits were also found from reducing combined-cycle flexibility. This counter-intuitive result is largely due to the inherent flexibility of the combined-cycle fleet to frequently cycle on/off, even on a daily basis. Paired with accurate day-ahead forecast of the PV resource, the on/off cycling limits the value of reducing the minimum generation level. Reducing that level would add more value if on/off cycling is actually more restrictive than assumed in this study. This result points to the need for more detailed analysis of plant cycling costs compared to the benefits of reduced curtailment and increased ECC.

- **Southwest Power Pool case study.** The results of this study, which evaluated wind, are substantially different from the other regions. The value of wind as a function of deployment is fairly flat relative to PV, with an ECC of at least 50% due to the low cost of wind, and when including the assumed cost of carbon. As a result, wind did not need flexibility options to increase the ECC under the scenarios evaluated. Although the impact on ECC is limited, this case shows significant value of new transmission. Net cost savings, rather than increasing ECC, is the more important value of flexibility in this region.
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Appendix A

The analysis in all three case study regions uses the PLEXOS production-cost model, which simulates the operation of all power plants throughout the analyzed region. The California study uses a database largely derived from publically available data sets. However, the FRCC and SPP models use a database largely developed by NREL. To provide greater transparency, the following sections describe the specific modeling assumptions for these regions in greater detail.

FRCC Model

FRCC Balancing Areas

To better capture internal operations within FRCC, six balancing areas (BAs) were set up within FRCC to represent the major investor-owned, municipal, and rural cooperative utilities. In some cases, smaller utilities are aggregated into larger BAs to simplify the model. The six BAs are named for the largest utilities they represent. The BAs chosen include: Florida Power & Light (FPL), Duke Energy (Duke), Tampa Electric Company (TECO), Florida Municipal Power Pool (FMPP), Jacksonville Electric Authority (JEA), and Seminole Electric Cooperative (SEC).

The load assumptions for FRCC were unchanged from ERGIS. We developed the load for FRCC using 2006 hourly load data, scaling it according to load forecasts to represent load in 2026, and adding 5-minute variability based on analysis completed for ERGIS (Bloom et al. 2016). Table A-1 shows total and peak load in each of the BAs modeled in this study.

<table>
<thead>
<tr>
<th></th>
<th>FPL</th>
<th>Duke</th>
<th>TECO</th>
<th>FMPP</th>
<th>JEA</th>
<th>SEC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peak Load (GW)</strong></td>
<td>25.6</td>
<td>11.8</td>
<td>4.7</td>
<td>2.8</td>
<td>1.7</td>
<td>3.9</td>
</tr>
<tr>
<td><strong>Annual Load (GWh)</strong></td>
<td>129,700</td>
<td>59,700</td>
<td>24,000</td>
<td>14,300</td>
<td>8,600</td>
<td>19,800</td>
</tr>
</tbody>
</table>

Transmission Representation

Similar to ERGIS, we ran the FRCC model maintaining full nodal representation. Throughout FRCC there are about 3,000 nodes. This study enforces the thermal limits for all lines with voltages of 230 kV or 500 kV, which are the two highest line-voltage classes in FRCC. We determined power flow along all lines using a decoupled approximation of AC power flow.

Market friction between FRCC BAs is captured by adding a “hurdle rate.” In order for neighboring regions to exchange energy, the price difference must exceed $10/MWh. This hurdle rate does not actually increase the cost of energy; rather, it only acts to decrease the efficiency of system operation in regions without organized markets.
Thermal Fleet Assumptions

We made several modifications to the FRCC conventional fleet assumed in ERGIS based on recommendations from FPL. First, all oil generators are retired for this study. Second, the planning reserve margin (only considering conventional capacity) was reduced to about 20% for each BA. The planning reserve margin is defined as the spare capacity above the peak load. To reduce the planning reserve margin, we removed some of the combustion turbines and combined cycles added to the model as new generating capacity in ERGIS. The final assumed capacity by each type of generator for each BA is shown in Table A-2.
Table A-2. Installed Capacity (MW) by BA

<table>
<thead>
<tr>
<th></th>
<th>FPL</th>
<th>Duke</th>
<th>TECO</th>
<th>FMPP</th>
<th>JEA</th>
<th>SEC</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG CC</td>
<td>22,000</td>
<td>8,700</td>
<td>4,000</td>
<td>1,800</td>
<td>600</td>
<td>1,800</td>
<td>39,000</td>
</tr>
<tr>
<td>Nuclear</td>
<td>3,300</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3,300</td>
</tr>
<tr>
<td>Coal</td>
<td>1,600</td>
<td>1,700</td>
<td>1,700</td>
<td>1,200</td>
<td>1,100</td>
<td>1,300</td>
<td>8,600</td>
</tr>
<tr>
<td>NG CT/Boiler</td>
<td>3,700</td>
<td>4,200</td>
<td>230</td>
<td>400</td>
<td>760</td>
<td>500</td>
<td>9,700</td>
</tr>
<tr>
<td>Biomass</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>54</td>
</tr>
<tr>
<td>Hydro</td>
<td>-</td>
<td>47</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>47</td>
</tr>
<tr>
<td>Total</td>
<td>30,600</td>
<td>14,400</td>
<td>5,900</td>
<td>3,400</td>
<td>2,500</td>
<td>3,600</td>
<td>60,700</td>
</tr>
</tbody>
</table>

Generator data—including minimum generation level, part-load heat rates, minimum up and down times, ramp rates, startup costs, and variable O&M costs—are derived from the ERGIS study database (Bloom et al. 2016). The 3.3 GW of nuclear is inflexible, running at 100% of capacity when operational. Coal less than 600 MW and all combined-cycle generators can reduce their output to 50% of their maximum capacity. At minimum generation, coal’s average heat rate is 106% of its average heat rate at full load, whereas CC average heat rate is 113% of its full-load average heat rate.

**Connection with SERC**

Even though FRCC is the focus of this study, we also modeled SERC because connections exist between the regions and trade can and does occur between the regions. This modeling helps to understand how interaction between SERC and FRCC may change as the penetration of PV increases.

SERC itself is modeled as a single generator with prices that vary depending on power output. This generator represents the approximate energy supply curve if SERC were to be modeled with the same detail as FRCC. SERC’s entire load is also aggregated to exist at the same node as the single generator. Finally, a simplified set of lines connect the single SERC node to FRCC. This configuration approximately captures how the flow between the two regions would be broken.
out among the lines connecting them. The total flow on these lines is limited to 3,200 MW of import to FRCC and 1,000 MW of export to SERC.\textsuperscript{27}

**Reserve Requirements**

FRCC currently requires about 700 MW of spinning reserves that are used primarily for contingency reserves, but can also be used for regulation. Each BA is required to hold a portion of the 700 MW. We assumed that coal, as well as natural gas CC gas turbines, CTs, and steam plants are allowed to provide contingency reserves.

For this study, we included a separate regulation product to account for the increased reserves needed to handle variability in the PV output. The regulation product is also required to cover 1\% of load, even though this in not formally held in FRCC today. The total amount of regulation required to be held changes throughout the day and depends on the penetration of PV. The algorithm used to determine the regulation requirement is described in Ibanez et al. (2013). The basis of the algorithm is to ensure that the regulation reserve provision can cover 95\% of 10-minute PV forecast errors. All generators that can provide contingency reserves are also allowed to provide regulation reserves, with the exception of combustion turbines.

**SPP Model**

**SPP Geography**

In ERGIS, SPP contained three sub-regions: SPP-S, SPP-N, and SPP-NE. During the course of the ERGIS project, SPP expanded its territory to include the Integrated System, which is made up of Western Area Power Administration’s Upper Great Plains Region, Basin Electric Power Cooperative, and Heartland Consumers Power District. The expanded territory adds most of North and South Dakota, and portions of Iowa, Minnesota, Montana, and Wyoming to SPP. For this study, we moved the nodes belonging to non-MISO utilities in the states listed above into SPP. We created two new SPP regions in the model to include these new nodes: SPP-SD and SPP-ND.

**Transmission Representation**

This study employs a zonal transmission representation of five sub-regions in SPP (i.e., SPP-S, SPP-N, SPP-NE, SPP-SD, and SPP-ND) and the bordering five MISO and two Canadian zones. This methodology assumes sufficient intra-zonal transmission to deliver wind to load, and it ignores local congestion.

We restrict flow between zones in two ways. First, we enforce flow limits on the interfaces connecting zones, including interfaces connecting SPP to outside regions and intra-SPP interfaces. The flow limits on the interfaces were based on the limits set by the ERGIS study simulations, which captured nodal transmission congestion. Second, and similar to the FRCC modeling, we apply a “hurdle rate” to capture market friction between SPP and its neighbors. For SPP to exchange energy with MISO, for example, the price difference in each region must exceed $10/MWh. The hurdle rates do not apply to zones within SPP.

\textsuperscript{27} According to FPL, the export limit to SERC is lower than the import limit due to voltage stability constraints in SERC. The import limit is due to thermal limits on lines in the interface.
Reserve Requirements

Reserve requirement assumptions follow the assumptions in FRCC, which means that we modeled both a contingency reserve product and a regulation requirement. The contingency requirement remains the same for all scenarios and is equivalent to 3% of load in each time step. The regulation requirement covers the geographic sum of 1% of load and 95% of the 10-minute wind and PV forecast errors. Because the regulation requirement depends on magnitude of wind forecast errors, the requirement is proportional to the installed capacity. We allow coal, combined cycles, natural gas boilers, and natural gas combustion turbines to provide contingency reserves. The methodology for reserve requirements is discussed in more detail in Ibanez et al. (2013).