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ABSTRACT 
Energy systems integration combines energy carriers, 
including electricity, with infrastructures, to maximize 
efficiency and minimize waste. In order to study systems at 
a variety of physical scales—from individual buildings to 
distribution systems—interconnected through these energy 
infrastructures, NREL is developing an Integrated Energy 
System Model (IESM), with an initial focus on the 
electricity system. Today’s electricity grid is the most 
complex system ever built—and the future grid is likely to 
be even more complex because it will incorporate 
distributed energy resources (DERs) such as wind, solar, 
and various other sources of generation and energy storage. 
The complexity is further augmented by the possible 
evolution to new retail market structures that would provide 
incentives to owners of DERs to support the grid. The 
IESM can be used to understand and test the impact of new 
retail market structures and technologies such as DERs, 
demand-response equipment, and energy management 
systems on the system’s ability to provide reliable 
electricity to all customers. The IESM is composed of a 
power flow simulator (GridLAB-D), building and appliance 
models including home energy management system 
implemented using either GAMS or Pyomo, a market layer, 
and is able to include hardware-in-the-loop simulation 
(testing appliances such as air conditioners, dishwashers, 
etc.). The IESM is a system-of-systems (SoS) simulator 
wherein the constituent systems are brought together in a 
virtual testbed. We will describe an SoS approach for 
developing a distributed simulation environment. We will 
elaborate on the methodology and the control mechanisms 
used in the co-simulation illustrated by a case study. 

Author Keywords 
Co-simulation, GridLAB-D, optimization, DEVS, system-
of-systems, integrated energy systems, Discrete-event 
simulation, Smart Grid 

ACM Classification Keywords 
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1. INTRODUCTION  
Energy systems integration (ESI) is an evolving paradigm 
wherein energy carriers such as electricity, thermal 
pathways, and fuels will be brought together with 
infrastructures such as communications, water, and 
transportation to maximize efficiency and minimize energy 
waste [1]. An energy system transformation already under 
way is that of the electricity grid, which is being infused 
with communications technologies to form a “Smart Grid,” 
and tied to the transportation infrastructure through the 
introduction of electric vehicles at scale. A key driver for the 
electricity grid’s evolution is the proliferation of DERs, 
including distributed renewable generation (such as 
photovoltaics [PV]) and distributed storage. Additionally, 
there is increasing adoption of responsive loads (such as 
smart appliances) and energy management systems that 
manage those energy resources to maximize their value. To 
realize opportunities enabled by these technologies, markets 
and tariff structures are likely to evolve to realize and 
distribute the monetary value of these resources. If these 
structures do not evolve, new technologies, services, and use 
patterns are unlikely to be adopted [2]. Many market and 
tariff options are under consideration, including real-time 
retail pricing [3], critical peak pricing [4], aggregator control 
of DERs and participation in bulk markets [5], decoupling 
retail energy and capacity tariffs [6], transactive control 
systems [7], and others. 

Combinations of tariff structures and technologies are likely 
to affect the timing of and total demand for electricity. 
Hence, the capability to model and test various combinations 
of tariff structures and technologies is useful to identify 
prime options before implementing these regulatory 
structures. Ideally, the models will link the performance of 
the loads and generation on the system, end-use decisions 
made by people or energy management systems, the 
physical performance of the distribution feeder, and the 
market structure driving operations for the consumer. 

Others have developed tools and analyzed some aspects of 
this topic—but not all of them. Most analyses of the 
electricity system have focused on bulk power systems and 
have treated consumers as having a fixed load profile [8,9]. 
Analysis to support tariffs is usually not concerned with the 
potential benefits of demand-side management, so its 
potential to reduce grid expenses is neglected [10]. Analysis 
of the potential value of demand response to the bulk power 
system has primarily focused on estimating the value to the 
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system as a whole [11] with less attention on who realizes 
that value (i.e., the analyses do not identify how much of the 
savings goes to the system operator, various generators, 
homeowners, etc.). Such analysis does not commonly 
include the value of supporting the distribution system. 
Distributed PV hosting capacity limitations on distribution 
feeders have been analyzed, but those analyses have not 
included the potential impacts of storage if the tariff 
structure varies the price of electricity across time [12]. The 
“Value of Solar” has been analyzed for use in tariff 
development and includes basic impacts such as loss rates.  
However, those analyses usually have not explicitly 
included either additional effects on distribution feeders, 
such as peak load management on transformers, or the 
potential for storage and energy management systems to 
mitigate possible issues [13]. 

Analyses that include both the market and physical aspects 
of the distribution system often consider only immediate 
prices and ignore near-term price projections [14]. Including 
price projections can affect optimal load and storage 
profiles, as illustrated by results from a study of the impact 
of price-responsive residential thermostats on both the retail 
and wholesale markets [15] using the Agent-based Modeling 
of Electrical Systems (AMES) test bed with GridLAB-D 
[16]. A simple real-time pricing scenario, consisting of a 
cost adder to the wholesale price, was used. Custom code 
was developed to simulate and optimize the Heating, 
Ventilation and Air Conditioning (HVAC) system, based on 
a model predictive control approach, taking into account 
energy cost and occupant discomfort, as well as weather and 
price forecasts. However, the optimization is run only once a 
day, and is idealized in that it uses the same HVAC model 
for the optimization as for the simulation. 

The National Renewable Energy Laboratory (NREL) is 
developing the Integrated Energy System Model (IESM) to 
analyze interactions between multiple technologies within 
various market and control structures to identify both 
financial and physical impacts on consumers and utilities. 
Physical impacts include both consumer comfort and 
distribution feeder operations such as voltage profiles and 
equipment maintenance needs. The IESM is intended to be 
used to identify barriers preventing new technologies from 
being fully utilized; inform regulatory, research and 
development (R&D), and deployment decisions; and 
provide market signals for hardware-in-the-loop (HIL) 
testing of technologies in NREL’s Energy Systems 
Integration Facility (ESIF). To this end, the IESM will 
perform detailed simulations of distribution and end-use 
technologies on a single feeder. In this paper, we describe 
the evolution of the IESM through its phased development. 

The paper is organized as follows. Section 2 explains the 
SoS nature of any ESI solution. Section 3 provides an 
overview of the IESM and the various simulation tools that 
need to be brought together to conduct an experimental 
study in a computational environment. Section 4 describes 
IESM Phase I in detail, followed by the planned addition of 
HIL simulation study in IESM Phase II in Section 5. The 
IESM Phase II discussion also presents the enterprise 

architecture that is required for conducting HIL experiments. 
Section 6 describes the simulation-only experimental case 
study and its results. Finally, some conclusions and a way 
forward are presented. 
2. SYSTEM-OF-SYSTEMS (SOS) PERSPECTIVE  
Any ESI solution, qualifies as a SoS [17]. Consider, for 
example, the electric  “Smart Grid” with a high penetration 
of DERs that are managed independently, operated 
independently, manufactured by different vendors and have 
independent evolution life cycles, and are geographically 
displaced. These four characteristics existing together in any 
ESI solution classify it as an SoS.  Bringing these systems 
together using advanced sensing, control, and 
communication technologies is a challenge in itself. This 
challenge is further compounded by the market component 
of ESI. In order to deploy ESI solutions, we need to further 
investigate another characteristic of SoS—the emergent 
behaviors—and ensure that the resulting SoS is reliable and 
delivers quality of both the service and power. 

In ESI, the larger system is comprised of subsystems such 
as generation, transmission, distribution, load control, and 
communications. In these primary system categories, 
specialization occurs at the photo-voltaic (PV) farm level, 
power plant level, microgrid level, industrial/commercial 
level, retail level, consumer level, and finally at the smart-
device level. NREL [18] has identified three ESI goals: 

1. Integrate technologies into the system (Figure 1) 
2. Integrate across functional layers (Figure 2) 
3. Integrate across physical scales. 

It is clear that any ESI solution encompasses the following 
six SoS characteristics [19,20]: 

1. Managerial independence: The comprising systems 
are managed independently by various utility 
companies who own the power infrastructure 
components and by individuals who own the loads 
that convert energy into services such as light and 
heat. 

2. Operational independence: The comprising systems 
are operated independently of other systems through 
various metrics and establishing operational criteria.  

3. Evolutionary independence: Each of the comprising 
systems is continuously upgraded and has its own 
lifecycle. 

4. Geographic displacement: An energy system in 
general is geographically displaced. Introducing new 
smart components at the edge of the SoS (at the 
consumer level) adds more definition to the 
geographic displacement. 

5. Emergent behavior: The behaviors that result through 
the interaction of a large number of components in 
real-time may be benign or harmful to the ESI 
ecosystem. With the addition of prosumers, capable of 
storing and generating energy along with consuming it 
[21], such behaviors have not yet been correctly 
identified. 



3 
This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications. 

6. Purpose: The goals of the ESI SoS, to name a few, 
include: 
1. Reduced energy use and expense 
2. Increased integration of distributed generation 
3. Reduce probability of outages 
4. Real-time management and control of various 

prosumers 
5. Improved utilization of components allowing for 

reduced overbuilding of systems (capital sitting) 
6. Enabling consumers to use energy systems 

based on their values and needs (e.g., "green" 
electricity). 

 
Figure 1. Integrate technologies in ESI [18] 

 
Figure 2. Integrate across functional layers [18] 

Along with these principal characteristics, the other two key 
enablers for architecting an ESI solution are interoperability 
and real-time aspects. To further this cause, the Smart Grid 
Interoperability Panel (SGIP) [22] is developing various 
standards to facilitate data interoperability. Much progress 
is also being made in the area of Big Data and real-time 
analytics [23] that will eventually inform the cyber layer for 
such a SoS. 

In order to create modeling and simulation (M&S) studies 
for ESI solutions, an enterprise software system M&S 
environment needs to be engineered that would allow 
testing various technologies in a lab setting incorporating 
HIL. With its IESM project, NREL is pushing for such a 
computational hardware-software system. This 
computational system involves assets including high-

performance computing (HPC) (i.e., the Peregrine 
supercomputer at the ESIF), the ESIF Smart Power 
Laboratory (SPL), and advanced distributed simulation 
infrastructure. 

3. INTEGRATED ENERGY SYSTEMS MODEL 

3.1. Overview 
The IESM M&S environment integrates the GridLAB-D 
power system simulator that also models houses and 
appliances, with home energy management system (HEMS) 
optimization technologies. The IESM has evolved through 
two phases. The first phase is a proof-of concept that 
implements a discrete time M&S software environment on 
an HPC platform. The second phase is a hardware-software 
integration exercise that integrates hardware assets with the 
discrete event M&S enterprise environment using HPC-
enabled HIL. 

The IESM uses GridLAB-D’s endogenous load models and 
simulation of distribution feeder performance. It is linked to 
multiple instances of HEMS simulations that optimize the 
operation of thermostats. The co-simulation structure 
manages timing and data transfer between the components. 

While Phase I utilizes the GridLAB-D scheduler, Phase II 
utilizes an external discrete event scheduler that operates on 
abstract time, implemented using the Discrete EVent 
Systems (DEVS) formalism [24]. The scheduler is expected 
to manage GridLAB-D’s simulation of distribution feeders; 
simulation of loads and DERs either in GridLAB-D [25] or 
another simulation package such as Energy Plus [26]; 
simulation of HEMS technologies and markets; actual air 
conditioning hardware in SPL; and an agent-based model of 
the consumers’ selections that may involve both preferences 
and learning. 
3.2. GridLAB-D 
GridLAB-D is a power distribution system simulation tool 
developed by Pacific Northwest National Laboratory 
(PNNL). It performs quasi-steady-state solutions for 
distribution feeders and uses agent-based methods to 
simulate end-use loads in appliances, heating-cooling 
systems, and other equipment. It also provides retail market 
modeling tools including price-responsive end-use loads. 

A simple GridLAB-D model was created in order to 
illustrate the existing co-simulation capabilities of the IESM. 
The IEEE 4-node test system available as a model within 
GridLAB-D [25] was modified by: 1) reducing the line 
length in order to reduce the voltage drop across lines 3- and 
4, and 2) adding a split-phase transformer to node 4, and 
loading the transformer with three houses, as shown in 
Figure 3. For larger simulations, house models will be 
created based on scripts developed by PNNL and Pinney 
[27]. 

Cooling loads are calculated endogenously based on the 
houses’ sizes, insulation levels, window types, cooling 
systems and performance thereof, weather conditions, and 
thermostat set points. Likewise, water-heating loads are 
calculated endogenously. All other loads are modeled as a 
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ZIP load with its load-curve based on fitting to simulated 
loads (for lights, range, dishwasher, refrigerator, freezer, 
microwave, clothes washer and dryer, and miscellaneous 
plug-loads) set to “implicit” in GridLAB-D but reduced 
moderately. 

 
Figure 3. Modified IEEE 4-node system. Three identical houses 

are added behind a 25 kVA transformer, and length between nodes 
3 and 4 is reduced to 250 ft. 

3.3. HEMS: Optimization Engine 
The current instantiation of the IESM includes a simulated 
HEMS for each house that minimizes the house’s cooling 
cost. In the future, the HEMS model will be expanded to one 
that can perform multi-objective optimization [28] and 
coordinate the operation of multiple household appliances 
including an electric water heater, electric vehicle, home 
energy storage system, dishwasher, and washer-dryer [29]. 
The HEMS uses a model predictive control approach 
[30,31] and sets the cooling setpoint θt

set to a calculated 
optimal value. 

The HEMS optimizes for electricity cost for cooling with a 
comfort constraint that is specified as an envelope around 
the desired temperature. Specifically, the maximum setpoint 
is set to 2°F warmer and the minimum setpoint is set to 4°F 
cooler than the desired temperature at all times. To 
determine the minimum cost, we utilize a linear program 
that minimizes cost. 

𝐶 =  ∑  𝑝𝑡𝜆𝑡𝑇𝑁𝑁
𝑡=1  (1) 

where C is the total cost over N time periods of duration T 
and pt and λt are the air conditioner’s load and electricity 
price for the time period t, respectively. The minimization is 
subject to the following constraints:  

0 ≤  𝑝𝑡  ≤  𝑝𝑚𝑚𝑚   (2) 
𝜃𝑡𝑚𝑚𝑚  ≤  𝜃𝑡  ≤  𝜃𝑡𝑚𝑚𝑚   (3) 
𝜃𝑡 =  𝛼1𝜃𝑡−1 + 𝛼2𝑝𝑡 + 𝛼3𝜃𝑡𝑂𝑂𝑡  (4) 

where pmax is the power rating of the cooling system, θt is 
the indoor air temperature for time period t, θt

min  is the 
minimum allowable setpoint, θt

max is the maximum 
allowable setpoint, and θt

Out is the outdoor air temperature. 
The cooling setpoint is set equal to the optimal indoor air 
temperature determined by the HEMS, i.e., θt

set = θt. A 
linear regression is performed on GridLAB-D data for each 
house without an intercept and with no feature scaling in 
order to determine the coefficients α1, α2 and α3 [28,31]. 

In the example below, the horizon for each optimization is 
24 hours and optimal setpoint schedules are updated hourly, 
i.e., T is 1 hour and N is 24. Thus, the optimization uses a 
one-day window. 

4. IESM PHASE I 
As stated earlier, Phase I is the software instantiation used 
for the case study (see Section 6) and incorporates running 
the simulation on an HPC system. The co-simulation 
system links the GridLAB-D and HEMS executions 
through management of both time and data exchange 
through a discrete-time scheduler. HEMS optimization 
engine is wrapped within a HEMS controller that interfaces 
with GridLAB-D. It requires both of the components to 
exchange data: 

1. House n Data: Outside temperature, indoor air 
temperature, desired temperature, and price signal 

2. House n Setpoint: Cooling setpoint. 
4.1. System/Component Structure 
Several application programming interfaces (APIs) were 
developed to configure the distribution feeder, components 
including appliances and houses, and market structures 
within the single .glm file used for input to GridLAB-D. 
These APIs reduce error and enable increased complexity in 
the .glm files. The APIs also generate setup files, with 
specific start and end times, and coordinate execution with 
various software components implemented in the co-
simulation system. Using these tools, it is relatively 
straightforward to visually inspect how the components, or a 
subset of the components, are connected in the graph. Figure 
4 shows the basic components and APIs implemented in the 
IESM prototype. 

 
Figure 4. IESM Phase I UML Component diagram. 

4.2. System Behavior 
After the scenario is composed, but before simulation, the 
discrete-time scheduler (IESM:Core) generates the data (in 
.csv format) for the entire simulation period and the house 
datasets that are used by their respective HEMS for model-
predictive control. During simulation, time is managed by 
the IESM:Core component. It begins the GridLAB-D 
simulation for the entire duration and invokes the HEMS 
every hour of simulation time. Because the HEMS has no 
strict time requirements, it acts as a proxy-slave. HEMS 
engine is implemented in Pyomo [32]. The HEMS is the 
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most computationally intensive component of the IESM 
model, so GridLAB-D, after simulating each hour, waits for 
the HEMS before continuing its simulation. Because each 
house has corresponding HEMS that requires significant 
computational time (from wall-clock seconds to minutes), 
HEMS engines were executed in parallel on an HPC 
platform. Once the HEMS have generated the cooling 
setpoints, they are collated for use in GridLAB-D. Data is 
exchanged when the simulation control is passed from the 
GridLAB-D Server (IESM:Bus component) to the HEMS 
controllers, and vice versa. The simulation execution 
process and the associated data exchange between 
GridLAB-D and HEMS (for 1…n houses) is shown through 
a UML Sequence diagram [33] in Figure 5. 

 
Figure 5. IESM Phase I co-simulation UML Sequence diagram. 

5. IESM PHASE II WITH HARDWARE-IN-THE-LOOP  
With Phase I of the IESM project completed, Phase II 
advanced towards integrating real hardware in the ESIF 
SPL and HPC M&S environment. The M&S environment, 
which made synchronous calls in Phase I, was made 
asynchronous due to the requirements of the real-time 
components. Consequently, the M&S architecture was 
adapted to account for asynchronous messages, discrete 
event invocations, hardware control, and real-time 
execution. 

The hardware-software co-simulation exercise fulfills the 
following objectives: 

1. Utilize model-based systems engineering (MBSE) 
principles [24,34] to ensure the component 
system’s behaviors and their modeling are in 
synchronization. 

2. Transform the developed control and 
communication enterprise architecture as an ESI 
solution. 

3. Identify the standardized data types for 
interoperability considerations. 

The first objective is ensured by the DEVS formalism that 
is founded on mathematical Systems Theory. This allows 
the development of a behavioral state machine for each 
component and guarantees that each component is in the 
desired state at the required time in relation to other 
components of the system. Consequently, complex 
dynamical behavior can be verified. 

The second objective is achieved by the development of a 
netcentric enterprise SoS [34] that involves the following 
components: Air conditioner (A/C) and Nest thermostat 
hardware, message queues, an HPC platform, and M&S 
software using both wired and wireless networks. 
Integration between various components is performed either 
using direct network-socket calls or web-service calls with 
defined data-types (per the third objective above) as is 
required in any Service-Oriented Architecture (SOA). 

In performing Systems M&S, we have to first describe the 
system per Systems Theory which requires the description 
of both the structure and behavior of the system under 
study. In this study, the prime executable components are 
GridLAB-D, the HEMS engines, and A/C and Nest 
thermostat hardware. The behavior of GridLAB-D and the 
HEMS engine were wrapped in DEVS state machines, and 
the hardware execution was wrapped in other software APIs 
callable from the DEVS state machines. As of writing this 
article, hardware integration testing at SPL has been 
performed successfully for a full 24 hour real-time 
operation using various APIs in the operational architecture 
described below. Efforts are underway for a more realistic 
HIL scenario for a month duration. The simulation results 
shown ahead are without HWIL for a two week scenario. 
5.1. System Structure 
The Phase II component diagram is shown in Figure 6. It is 
broadly divided into three prime components: the HPC 
system (Peregrine), wireless NEST thermostat API 
accessible through public Internet, and SPL. 

The HPC environment is expected to host: the market layer 
within GridLAB-D, the HEMS optimization engines 
executed in parallel, the GridLAB-D simulator in server 
mode and various Python APIs to interface these 
components, and the DEVS controller to synchronize 
behavior between the components. In Figure 6, green 
arrows depict read operations, red depict read-write 
operations, and blue depict control signals. It should be 
noted that the entire experiment (briefly described in Figure 
3) is executed in GridLAB-D, and only one  air conditioner 
model in one of the houses has been replaced with the 
actual A/C system in the SPL controlled through Energy 
Plus. The hierarchical model is best described by the 
System Entity Structure (SES) [24,34] that illustrates the 
available design choices (Figure 7). The greyed entities 
reflect the selected configuration in the house design-space. 
As shown, the air conditioner and NEST thermostat are the 
only hardware components.  The other appliances are 
software loads implemented in the GridLab-D house model. 

 



6 
This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications. 

 
Figure 6. System deployment diagram involving the HPC (Peregrine) and SPL at NREL's 

ESIF. Blue arrows mean control signals, red arrows mean read-write signals and green 
arrows mean read signals 

 
Figure 7. System Entity Structure (SES) diagram for 

IESM case study. 

 
Figure 8. UML Sequence diagram showing interaction between 

various IESM components (hardware/software) 

 
Figure 9. DEVS wrapper controller for 

GridLAB-D simulator component 

 
Figure 10. DEVS wrapper controller 

for HEMS engine component. 

5.2. System Behavior 
The system behavior of various interacting components is 
described using an UML Sequence diagram (Figure 8) and 
the DEVS state machine for GridLab-D (Figure 9) and the 
HEMS controller (Figure 10). Each of the components is 
running in their own threads asynchronously. Providing 
further details on the systems’ behavior is outside the scope 
of this paper. 

5.3. Real-Time and Virtual-Time Considerations 
Having described the modeling aspect of the system, we 
now focus on the simulation execution aspect. The dynamic 
behavior of a complex system can only be ensured when 
each of the components is running on the same time-base 
(i.e., each component advances its clock simultaneously). 
This is a critical issue in distributed systems M&S where 
each of the components may be managerially and 
operationally independent and act as a black-box providing 
no external control over their time-base. This becomes 
more problematic when it is unknown whether the 
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component is simulating using discrete-time, discrete-event, 
or a hybrid. When the simulation is executed in real-time 
(i.e., the components execute in sync with the wall-clock 
time), the time-base is the same. Apparently, no top-level 
coordinator is required to synchronize the time-base. 
However, if the network delay is significant, various 
synchronization strategies (e.g., optimistic vs. conservative) 
[35] need to be applied to ensure timely delivery of 
messages. In the case of virtual time (i.e., as-fast-as-
possible mode), it is imperative to have a top-level 
coordinator to synchronize the time-base of each of the 
components so that events can be exchanged in a timely 
manner. Running a distributed simulation in virtual time is 
much easier, as the network delay can be incorporated as 
“processing time” and factored in by the root coordinator. 
The solution to the above issues is to implement a root 
coordinator in abstract time that can be tuned to real time 
for any real-time studies. 

5.4. Complex Dynamical Discrete Event System  
IESM employs a distributed real-time discrete event M&S 
paradigm. The simulation layer of the enterprise M&S 
environment can be implemented in two ways: 

1. A software engineering approach that implements a 
time-ordered event-queue. Each component interfaces 
with this global event-queue. 

2. A systems engineering approach that implements 
closure-under-coupling property ensuring that events 
are transmitted to the designated destinations and 
concurrency is accurately implemented. Each 
component model implements its own event-queue 
and event-exchange happens through a coupling 
specification. The closure-under-coupling property 
guarantees the weak emergent behavior in any 
complex system M&S [36]. 

 
Figure 11. DEVS Coordinator in abstract time. 

In our implementation, as we subscribe to Systems Theory 
for our M&S environment, we adopt the DEVS formalism, 
as it is founded on similar principles. The DEVS formalism 
categorically separates a model and its simulator through a 
layered architecture [24,37]. It specifies a simulation 
protocol between the model and its respective simulator. 
The simulation layer implementing the protocol coordinates 

these component-simulators, ensuring legitimacy [24]. The 
DEVS formalism is based on complex dynamical systems 
theory. In a dynamical system, we are concerned with two 
aspects: the next state, and the time to next state from the 
current state. Consequently, a DEVS model implements a 
state-space, the explicit time specification between the 
states, and various transition functions that are triggered as 
events are received during the time-to-transition to the next 
state, thereby capturing the “elapsed time” between the two 
states. Theoretically, a DEVS system is an infinite-state 
system, as the time between two states is a floating-point 
number. An in-depth discussion of this topic is available in 
[24].For our enterprise ESI M&S environment, Figure 11 
depicts the simulation layer. Various simulation 
components (i.e. GridLab-D, HEMS, market engine, etc.) 
are wrapped in DEVS models (Figures 7 and 8). The DEVS 
coordinator implementing the DEVS simulation protocol 
interacts with these wrappers through a netcentric enterprise 
message bus, ensuring the advance of time and behavior of 
each of the component simulators. 

6. CASE STUDY 

6.1. Power System in Consideration 
An example case in simulation-only mode, i.e. no HIL, was 
run to illustrate the ability of the IESM to evaluate the 
potential impacts and benefits of HEMS technology with a 
time-of-use tariff. Three identical houses were added to the 
IEEE 4-node test system described in Section 3.2. The 
houses are well-insulated, 2480-square-foot, single-story, 
single-family homes with air conditioners rated at 30000 
Btu/h. 

Weather conditions for North Carolina were used, and all 
three homes are subjected to Duke’s North Carolina pilot 
residential time-of-use electricity rate structure. That 
structure has two rates: an on-peak (noon to 6 p.m.) rate of 
$0.152393/kWh and an off-peak (6 p.m. to noon) rate of 
$0.072619/kWh [38]. The total bill for all scenarios includes 
a $10/month service fee. 

Each of the three identical homes has a unique desired 
cooling temperature profile. House A1’s desired 
temperature profile is 75°F at 6 a.m. and remains there until 
10 p.m. when it is set to 79°F for the night. House A2’s 
desired temperature profile is motivated by the EPA Energy 
Star recommendations [39] and is 75°F at 6 a.m.; 80°F at 8 
a.m.; 75°F at 6 p.m.; and 79°F at 10 p.m. House A3’s 
desired temperature is constant at 75°F at all times. 

6.2. Results 
Co-simulation results for houses A1, A2, and A3 for one 
July day are displayed in Figs. 12–14. In each figure, results 
with HEMS are compared to operations without HEMS, 
where the thermostat is set to the desired temperature 
according to the schedule above for a single day. The 
shaded area indicates when the electricity price is high as 
described above. The dashed lines indicate the minimum 
and maximum allowable temperature setpoint for each 
house. The time-varying lines show the desired 
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temperature, air temperature without HEMS, HEMS 
setpoint, and air temperature with HEMS. 

House A1’s HEMS minimizes cost by pre-cooling before 
the price increase, as shown in Figure 12. It increases at 
noon by reducing the setpoint from the desired temperature 
of 75°F to about 72°F between 8 a.m. and noon. The 
setpoint is then relaxed and the temperature allowed to 
increase during the on-peak time between noon and 6 p.m. 
With and without the HEMS, the air conditioner does not 
run during the nighttime hours when the desired 
temperature is 79°F. Over the period of July 7 – 17, 
utilizing the HEMS saves $7 from the $140 electricity bill 
without the HEMS, or 5% of the total bill including the 
service fee. 

   
Figure 12. Co-simulation results for house A1 on July 9. The 

HEMS pre-cools the house a few hours before the higher time-of-
use price period (noon to 6 p.m.). 

 
Figure 13. Co-simulation results for house A2 on July 9. The 

HEMS saves money by relaxing the setpoint during low-
temperature hours (6 a.m.–8 a.m. and 6 p.m.–10 p.m.). 

House A2’s temperature profiles are shown in Figure 13. 
Like House A1, the HEMS minimizes cost by pre-cooling 
before the price increase at noon. The HEMS reduces the 
setpoint from the desired temperature of 80°F to about 77°F 
between 10 a.m. and noon so that the setpoint can be 
relaxed to the maximum allowable temperature of 82°F, 
and so the air conditioner does not run as much during on-
peak pricing. After 6 p.m., the HEMS uses the maximum 
allowable setpoint, which is 2°F above the desired 
temperature of 75°F, to minimize cooling cost. As in House 

A1, the air conditioner is not used at night due to the 
increased desired temperature. In the morning, the HEMS 
selects the highest allowable temperature of 77°F, as it did 
in the evening cooling period. Over the period of July 7 – 
17, utilizing the HEMS again saves about 5% ($7) from the 
$129 electricity bill without the HEMS. 

House A3’s temperature profiles are shown in Figure 14. 
The HEMS reduces energy costs primarily by relaxing the 
setpoint to the maximum allowed temperature. Slight 
additional savings are achieved by precooling before the 
on-peak pricing period. Over the period of July 7 – 17, it is 
just a 3% reduction from the original $140 bill without 
HEMS. 

 
Figure 14. Co-simulation results for house A3 on July 9. The 

HEMS relaxes the setpoint throughout the day and precools before 
the higher time-of-use price period (noon to 6 p.m.) 

 
Figure 15. Impact of HEMS on transformer loading on July 9. 
Times shown in blue indicate when loading is higher without 

HEMS, and red indicates where the loading is higher with HEMS. 

Figure 15 shows the differences in real power at the 
transformer feeding all three houses during the same day in 
July. As each house has the same non-cooling load, the 
difference calculation essentially represents the difference 
in air conditioner real power. The load shifts away from 
times when the cost of electricity is high (as shown in the 
shaded area) to times earlier in the day to precool houses, as 
discussed above. If the tariff is designed so that the 
increased rate corresponds with peak system load, utilizing 
the HEMS can help reduce the overall peak. 
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7. CONCLUSIONS 
To better understand how new and evolving technologies—
including distributed generation and storage, smart 
appliances, and energy management systems—integrate into 
the electrical grid and how tariff structures might drive 
operations, we simulate the effects of fully immersed 
technologies at scale using the IESM. The IESM uses co-
simulation to integrate new technologies and markets with 
GridLAB-D power system simulation software. Currently, 
IESM includes HEMS technology for each house on a 
feeder, which minimizes cooling energy costs under comfort 
bounds by controlling the thermostat set points to realize 
cost savings. 

Example results illustrate how the IESM can be used to 
evaluate a technology (in this case, HEMS) under a specific 
tariff (here, time-of-use). The HEMS described can provide 
3%–5% savings on a home's full electricity bill during the 
month of July in North Carolina. The HEMS achieves these 
savings by precooling before the electricity price is 
increased to the on-peak rate and by allowing a higher 
temperature at other times. The combination of the HEMS 
and a time-of-use tariff structure may reduce the system 
peak by reducing air conditioning during peak hours. 

We described the phased developed of the IESM with 
Phase I purely in the software domain and Phase II adding 
HIL. We discussed the development of a discrete event 
enterprise M&S environment in Phase II as a requisite to 
real-time HIL testing and evaluation. Incorporating the SoS 
concept and Systems Theory provides value to the parallel 
distributed enterprise M&S environment that can be scaled 
to a more complex feeder configuration and a large number 
of houses using HPC resources. Any ESI solution manifests 
the six characteristics of an SoS approach. While we have 
evidence of managerial, operational, evolutionary, and 
geographical independence, the subject of emergent 
behavior needs to be investigated in detail through a much 
more elaborate case study with a large number of 
components and interactions. This article described the 
computational environment needed to realize ESI goals 
(Figures 1 and 2). 

In future work with the IESM, we intend to add 
components controlled by the HEMS, simulate full 
distribution feeders, investigate the performance of 
components under additional market structures, and 
implement HIL testing capabilities. Additional components 
such as electric vehicles, water heaters, home energy 
storage systems, and appliances such as dishwashers and 
washer-dryers will be included to test the additional impacts 
and cost savings potential of controlling multiple loads. We 
also plan to investigate other rate options, including real-
time pricing generated within a linked distribution-bulk 
power simulation. We also plan to investigate services (e.g. 
gas, water, thermal) beyond electricity and how they might 
be valued based on topographic location of feeders. 
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