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ABSTRACT

WEC-Sim is a midfidelity numerical tool for modeling wave energy conversion devices. The code uses the MATLAB SimMechanics package to solve multibody dynamics and models wave interactions using hydrodynamic coefficients derived from frequency domain boundary element methods. This paper presents the new modeling features introduced in the latest release of WEC-Sim. The first feature discussed is the conversion of the fluid memory kernel to a state-space approximation that provides significant gains in computational speed. The benefit of the state-space calculation becomes even greater after the hydrodynamic body-to-body coefficients are introduced as the number of interactions increases exponentially with the number of floating bodies. The final feature discussed is the capability to add Morison elements to provide additional hydrodynamic damping and inertia. This is generally used as a tuning feature, because performance is highly dependent on the chosen coefficients. In this paper, a review of the hydrodynamic theory for each of the features is provided and successful implementation is verified using test cases.

INTRODUCTION

During the past decade there has been renewed interest from both the commercial and governmental sectors in the development of marine and hydrokinetic energy. However, wave energy converters (WECs) remain in the early stages of development and have not yet proven to be commercially viable. Given the relatively few full-scale device deployments, WEC development is highly dependent on numerical modeling tools to drive innovative designs and advanced control strategies. Conventional seakeeping software has a difficult time modeling new multibody WECs. These complications arise because of the various links between bodies and the additional degrees of freedom required to model the power extraction process.

WEC modeling tools are currently being developed by several companies. These include WaveDyn distributed by Det Norske Veritas – Germanischer Lloyd (DNV-GL) [1], OrcaFlex distributed by Orcina [2], AQWA distributed by ANSYS, and INWAVE distributed by INNOSEA [3]. However, it is desirable to develop open-source modeling tools to establish a collaborative research community that can accelerate the pace of technology development. To assist the fledgling U.S. marine and hydrokinetic industry, the U.S. Department of Energy (DOE) [4] funded a joint initiative between the National Renewable Energy Laboratory (NREL) and Sandia National Laboratories (SNL) to develop a comprehensive wave energy modeling tool to assist both the research and industry communities. The joint effort between NREL and SNL led to the release of WEC-Sim-v1.0 [5] in the summer of 2014. The code was developed in the MATLAB/SIMULINK [6] environment using the multibody dynamics solver SimMechanics with preliminary code verification performed in [7] [8]. At the moment, WEC-Sim is best suited to handle rigid multibody dynamics allowing for multiple linkages; however, overtopping and oscillating water column WEC concepts cannot be easily modeled.

This paper provides an overview of the additional modeling capabilities included in WEC-Sim-v1.1 released in March 2015. The first module described is the realization of the fluid memory kernel in state-space form. This ability will help reduce computational time after hydrodynamic body-to-body interactions are introduced. The final hydrodynamic
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feature described is the inclusion of Morison elements to provide additional inertia and viscous drag forces. The hydrodynamic theory for each feature is provided before results from test cases are used to verify successful implementation within WEC-Sim.

STATE-SPACE REPRESENTATION OF THE IMPULSE RESPONSE FUNCTION

In linear water wave theory, the instantaneous wave radiation force, commonly known as the Cummins equation [9], can be written as follows:

\[ f_r(t) = -\mu_\infty \ddot{\zeta}(t) - \lambda_\infty \dot{\zeta}(t) - \int_{-\infty}^{t} K_r(t-\tau) \dot{\zeta}(\tau) d\tau \tag{1} \]

where \( \mu_\infty \) is the added mass at infinite frequency, \( \lambda_\infty \) is the wave damping at infinite frequency, \( K_r \) is a causal function known as the radiation impulse-response function, and \( \zeta \) is the six-degrees-of-freedom vector of body motion. The convolution term in Eqn. (1) captures the effect that the changes in momentum of the fluid at a particular time affect the motion at future instances, which can be thought of as a fluid memory effect. The relationship between the time- and frequency-domain coefficients were derived in [10], as follows:

\[ \lambda(\sigma) = \lambda_\infty + \int_0^\infty K_r(t) \cos \sigma dt \tag{2} \]
\[ \mu(\sigma) = \mu_\infty - \frac{1}{\sigma} \int_0^\infty K_r(t) \sin \sigma dt \tag{3} \]

where \( \mu(\sigma) \) and \( \lambda(\sigma) \) are the frequency dependent hydrodynamic radiation coefficients commonly known as the added mass and wave damping.

The radiation impulse response function can be calculated by taking the inverse Fourier transform of the hydrodynamic radiation coefficients, as found by

\[ K_r(t) = -\frac{2}{\pi} \int_0^\infty \sigma [\mu(\sigma) - \mu_\infty] \sin \sigma d\sigma \tag{4} \]
\[ K_r(t) = \frac{2}{\pi} \left[ \lambda(\sigma) - \lambda_\infty \right] \cos \sigma d\sigma \tag{5} \]

where the frequency response of the convolution will be given by

\[ K_r(j\sigma) = \int_0^\infty K_r e^{-j\sigma t} d\tau = \left[ \lambda(\sigma) - \lambda_\infty \right] + j\sigma [\mu(\sigma) - \mu_\infty] \right]. \tag{6} \]

where \( j \) is the imaginary unit \( \sqrt{-1} \). For most single floating bodies, \( \lambda_\infty = 0 \), and Eqn. (5) converges significantly faster than Eqn. (4). The hydrodynamic coefficients are solely a function of geometry and the frequency-dependent added mass and wave-damping values can be obtained from boundary-element solvers such as WAMIT [11] and NEMOH [12].

It is highly desirable to represent the convolution integral shown in Eqn. (1) in state-space form [13]. This has been shown to dramatically increase computational speeds and allow for conventional control methods, which rely on linear state-space models, to be used. An approximation will need to be made, because \( K_r \) is obtained from a set of partial differential equations where a linear state-space model is constructed from a set of ordinary differential equations. In general, it is desired to make the following approximation

\[ \dot{X}_r(t) = A_r X_r(t) + B_r \zeta(t); \quad X_r(0) = 0 \]
\[ \int_{-\infty}^{t} K_r(t-\tau) d\tau \approx C_r X_r(t) + D_r \zeta(t) \tag{7} \]

where \( A_r, B_r, C_r, \) and \( D_r \) are the time-invariant state, input, output, and feed-through matrices; \( X_r \) is the vector of states that describes the convolution kernel as time progresses; and \( \zeta \) is the input to the system.

The impulse response of a single-input state-space model represented by

\[
\begin{align*}
\dot{x}(t) &= A_s x(t) + B_s u(t) \\
y(t) &= C_s x(t)
\end{align*}
\]

is the same as the unforced response \( u = 0 \) with the initial states set to \( B_s \). The impulse response of a continuous system with a non-zero \( D_s \) matrix is infinite at \( t = 0 \), and therefore the lower continuity value of \( C_s B_s \) is reported at \( t = 0 \). However, if a \( D_s \) matrix results from a given realization method, it can be artificially set to 0 with minimal effect on the system response. The general solution to a linear time-invariant system is given by

\[ x(t) = e^{A_s t} x(0) + \int_0^t e^{A_s (t-\tau)} B_s u(\tau) d\tau \tag{9} \]

where \( e^{A_s} \) is called the matrix exponential and the calculation of \( K_r \) follows as

\[ \tilde{K}_r(t) = C_s e^{A_s t} B_s \tag{10} \]

Laplace Transform and Transfer Function

The Laplace transform is a common integral transform in mathematics. It is a linear operator of a function that transforms \( f(t) \) to a function \( F(s) \) with complex argument, \( s \), which is calculated from the integral as

\[ F(s) = \int_0^\infty f(t) e^{-st} dt \tag{11} \]
where the derivative of $f(t)$ has the following Laplace transform:

$$sF(s) = \int_0^\infty f(t)e^{-st}dt$$  \hspace{1cm} (12)

Consider a linear input-output system described by the following differential equation

$$\frac{d^m y}{dt^m} + a_1 \frac{d^{m-1} y}{dt^{m-1}} + \ldots + a_m y = b_0 \frac{d^n u}{dt^n} + b_1 \frac{d^{n-1} u}{dt^{n-1}} + \ldots + b_n u$$  \hspace{1cm} (13)

where $y$ is the output and $u$ is the input. After taking the Laplace transform of Eqn. (13), the differential equation is described by two polynomials

$$A(s) = s^m + a_1 s^{m-1} + \ldots + a_{m-1} s + a_m$$  
$$B(s) = b_0 s^n + b_1 s^{n-1} + \ldots + b_{n-1} s + b_n$$  \hspace{1cm} (14)

where $A(s)$ is the characteristic polynomial of the system. The polynomials can be inserted into Eqn. (13), leading to

$$G(s) = \frac{Y(s)}{U(s)} = \frac{s^m + a_1 s^{m-1} + \ldots + a_{m-1} s + a_m}{b_0 s^n + b_1 s^{n-1} + \ldots + b_{n-1} s + b_n}$$  \hspace{1cm} (15)

where $G(s)$ is the transfer function. If the state input, output, and feed-through matrices are known, the transfer function of the system can be calculated from

$$G(s) = C_r(sI - A_r)^{-1}B_r + D_r$$  \hspace{1cm} (16)

The frequency response of the system can be obtained by substituting $j\sigma$ for $s$, over the frequency range of interest, where the magnitude and phase of $G(j\sigma)$ can be calculated with results commonly presented in a Bode plot.

**Realization Theory – Frequency Domain**

Currently, WEC-Sim allows for the state-space realization of the hydrodynamic radiation coefficients either in the frequency (FD) or time domain (TD); however, the frequency-domain realization requires using the Signal Processing Toolbox distributed by MATLAB. In this analysis, the frequency response, $K_r(j\sigma)$, of the impulse-response function is used to best fit a rational transfer function, $G(s)$, which is then converted to a state-space model. The general form of a single-input, single-output transfer function of order $n$ and relative degree $n-m$ is given by

$$G(s) = \frac{A(s, \gamma)}{B(s, \gamma)} = \frac{s^m + a_1 s^{m-1} + \ldots + a_m}{b_0 s^n + b_1 s^{n-1} + \ldots + b_n}$$  \hspace{1cm} (17)

$$\gamma = [a_1, \ldots, a_m, b_0, \ldots, b_m]^T$$  \hspace{1cm} (18)

WEC-Sim utilizes a nonlinear least-squares solver to estimate the parameters of $\gamma$. The estimation can be made only after the order and relative degree of $G(\sigma)$ are decided, at which point the following least-squares minimization can be performed

$$\gamma^* = \arg\min_{\gamma} \sum w_i \left| K_r(j\sigma) - \frac{A(j\sigma)}{B(j\sigma)} \right|^2$$  \hspace{1cm} (19)

where $w_i$ is an individual weighting value for each frequency. An alternative that linearizes Eqn. (19), proposed by [14], requires the weights to be chosen as

$$w_i = \left| B(j\sigma, \gamma) \right|^2$$  \hspace{1cm} (20)

which reduces the problem to

$$\gamma^* = \arg\min_{\gamma} \sum \left| B(j\sigma, \gamma) K_r(j\sigma) - A(j\sigma, \gamma) \right|^2$$  \hspace{1cm} (21)

However, depending on the data to be fitted, the transfer function may be unstable, because stability is not a constraint used in the minimization. If this occurs, the unstable poles are reflected about the imaginary axis. The relative order of the transfer function can be determined from the initial value theorem

$$\lim_{t \to 0} K_r(t) = \lim_{s \to \infty} s K_r(s) = \lim_{s \to \infty} \frac{A(s)}{B(s)} = \frac{s^{m+1}}{b_0 s^n}$$  \hspace{1cm} (22)

For the above limit to be finite and nonzero the relative order of the transfer function must be 1 ($n = m + 1$).

**Realization Theory – Time Domain**

This methodology consists of finding the minimal order of the system and the discrete time state matrices $(A_d, B_d, C_d, D_d)$ from samples of the impulse-response function. This problem is easier to handle for a discrete-time system, because the impulse-response function is given by the Markov parameters of the system

$$\tilde{K}_r(t_k) = C_d A_d^k B_d$$  \hspace{1cm} (23)

where $t_k = k\Delta t$ for $k = 0, 1, 2, \ldots$ and $\Delta t$ is the sampling period. The above equation does not include the feed-through matrix.
because it results in an infinite value at \( t = 0 \) and is removed to keep the causality of the system.

The most common algorithm to obtain the realization is to perform a singular value decomposition (SVD) on the Hankel matrix of the impulse-response function, as proposed in [15]. The order of the system and corresponding state-space parameters are determined from the number of significant Hankel singular values. Performing an SVD produces:

\[
H = U \Sigma V^* \tag{25}
\]

where \( H \) is the Hankel matrix, and \( \Sigma \) is a diagonal matrix containing the Hankel singular values in descending order. Examination of the Hankel singular values reveals that there are generally only a small number of significant states, and model reduction can be performed without a significant loss in accuracy [14][16]. Further detail about the SVD method and calculation of the state-space parameters is not discussed in this paper, and the reader is referred to [14], [15], and [16].

### Quality of Realization

WEC-Sim evaluates the quality of the resulting state-space model via the frequency response when using the frequency-domain realization and the corresponding impulse-response for the time-domain realization. To evaluate these responses, the coefficient of determination, \( R^2 \), is computed according to

\[
R^2 = 1 - \frac{\sum (K_r - \tilde{K}_r)^2}{\sum (K_r - \bar{K}_r)^2} \tag{26}
\]

where \( \tilde{K}_r \) represents the resulting hydrodynamic values from the state-space model, and \( \bar{K}_r \) is the mean value of the reference (true) values. The summations are performed across all frequencies to provide a measure of the variability of the function that is captured by the model.

### Application of State-Space Realization

A truncated vertical cylindrical floater has been chosen as the sample geometry to compare the frequency- and time-domain realizations. The floater geometric parameters and tank dimensions are shown in Table 1, and the hydrodynamic radiation coefficients were calculated from [17]. The hydrodynamic coefficients were calculated between 0.05 rad/s and 11 rad/s at 0.05 rad/s spacing and are plotted in Figure 1.

<table>
<thead>
<tr>
<th>Table 1. Floater Parameters and Tank Dimensions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D ) (diameter) = ( 2a ) = 0.273 m</td>
</tr>
<tr>
<td>( d ) (draft) = 0.613 m</td>
</tr>
<tr>
<td>( h ) (tank depth) = 1.46 m</td>
</tr>
</tbody>
</table>

In this example, an \( R^2 \) threshold of 0.99 was set and the resulting realizations for the impulse-response function and frequency-dependent radiation coefficients are found in Figure 2 and Figure 3, respectively. In this example, the time-domain characterization outperforms the frequency-domain regression, and the major difference appears in the wave-damping estimation. It was found that the time-domain characterization had better stability than the frequency-domain regression, because it does not require reflection of the unstable poles about the imaginary axis. WEC-Sim users should check the quality of the hydrodynamic data with the custom WEC-Sim MATLAB functions that perform the realizations without running full simulations. These codes allow users to set various fitting parameters using an iterative interface that plots how the fit changes with increasing state-space order. The user can fine tune the input parameters in WEC-Sim to achieve the desired performance.

**Figure 1. Heave Radiation Coefficients for Geometry in Table 1.**

**Hydrodynamic Cross-Coupling Forces**

For a single floating body, the time-domain representation of the radiation forces is given by Eqn. (1), because it is dependent only on its own motion. However, most WECs consist of multiple floating bodies that can be in very close proximity, and as a result additional interaction forces arise. These forces are generated as the motion of nearby floating bodies alters the local wave field. Unique to floating-body hydrodynamics are the forces felt by one body because of the motion of “\( n \)” additional bodies. This is reflected in the off-diagonal terms of the added mass and wave-damping matrices, which generate a force on Body 1 because of the acceleration...
and velocity of bodies 2 through n. Because of the reciprocity relationship [18], a consequence of applying Green’s Second Identity, the cross-diagonal hydrodynamic coefficients are equal.

\[ \mu_{ij} + \frac{\lambda_{ij}}{j\sigma} = \mu_{ji} + \frac{\lambda_{ji}}{j\sigma} \]  

(27)

Thus a symmetry check can be performed on the numerical values obtained from boundary-element solvers such as WAMIT and NEMOH.

Response Amplitude Operator (RAO)

It is common practice to calculate the response amplitude operator to access the performance of a WEC. For an incident wave of amplitude \( A \) and frequency \( \sigma \) the response of the floating body is given by \( \zeta \)

\[ \eta(x,t) = \Re\{Ae^{j(\sigma - kx)}\} \]  
\[ \zeta_i(t) = \Re\{\xi_i e^{j\sigma t}\} \]  

(28)

(29)

where \( \eta \) is the surface elevation, \( k \) is the wave number, and \( \zeta_i \) is the complex amplitude of motion for the \( i \)-th direction. The resulting harmonic motion, when allowing six degrees of freedom for all floating bodies, can be described by the following coupled system of differential equations:

\[ \sum_{k=1}^{6}\xi_{3k} = j\sigma[\xi_{39} + \xi_{93}] + \xi_{33} = F_i \]  

(30)

where \( I_{3k} \) is the generalized inertia matrix for all floating bodies, \( A_{3k} \) is the generalized wave damping matrix, \( M_{3k} \) is the generalized added mass matrix, \( C_{3k} \) is the restoring matrix, and \( F_i \) is the complex amplitude of the wave-exciting force for all floating bodies. The full description of the matrices can be found in [18] or another introductory hydrodynamic textbook.

RM3 Validation

The RM3 two-body point absorber was chosen for initial validation of WEC-Sim’s ability to handle multibody interactions. The hydrodynamic radiation coefficients, including the coupling terms, for the DOE’s Reference Model 3 (RM3) [19] as calculated by WAMIT are shown in Figure 4. For demonstration purposes the RM3 model will be constrained to heave, though extending the equation of motion to consider additional degrees of freedom is easily achieved. This assumption allows Eqn. (30) to be simplified to the following

\[ \begin{bmatrix} C_{33} - \sigma^2(m_1 + \mu_{33}) + j\sigma\lambda_{33} \xi_3 \\ -\sigma^2\mu_{39} + j\sigma\lambda_{39} \xi_9 \\ -\sigma^2\mu_{93} + j\sigma\lambda_{93} \xi_9 \\ C_{99} - \sigma^2(m_2 + \mu_{99}) + j\sigma\lambda_{99} \xi_9 \\ \end{bmatrix} = \begin{bmatrix} F_3 \\ 0 \\ 0 \\ \end{bmatrix} \]  

(31)

(32)

where \( X_i \) is the wave-exciting force per unit amplitude wave. Subscript 3 denotes the float, and subscript 9 denotes the spar of the two-body point absorber. The above system of equations can be solved to obtain the complex amplitudes of motion \( (\zeta_3, \zeta_9) \) from basic matrix algebra:
\[
\begin{bmatrix}
\frac{\xi_5}{A} \\
\frac{\xi_6}{A}
\end{bmatrix} = \begin{bmatrix}
A' & B' \\
C' & D'
\end{bmatrix} \begin{bmatrix}
X_5 \\
X_6
\end{bmatrix}
\] (33)

These are implemented in WEC-Sim. A comparison to the frequency-domain solution is provided in Figure 5, which shows good agreement between the magnitude and phase of both the float and spar plate. The largest differences occur when WEC-Sim slightly under predicts the float motion and over predicts the phase of the spar plate at high frequencies.

Figure 4. FREQUENCY-DOMAIN HYDRODYNAMIC RADIATION COEFFICIENTS FOR THE RM3 TWO-BODY POINT ABSORBER. THE TOP PLOT SHOWS THE HEAVE WAVE RADIATION DAMPING AND THE BOTTOM PLOTS SHOWS THE HEAVE ADDED MASS.

The results provide theoretical values to verify WEC-Sim and ensure proper implementation.

The time-domain corollary of Eqn. (30) is given by the following coupled equations of motion

\[
\begin{aligned}
\left( m_1 + \mu_{33} \right) \ddot{\xi}_3(t) + \mu_{39} \dot{\xi}_9(t) &+ \int_{-\infty}^{t} K_{r33}(t-\tau) \dot{\xi}_3(\tau) d\tau \\
+ \int_{-\infty}^{t} K_{r39}(t-\tau) \dot{\xi}_9(\tau) d\tau + C_{33} \ddot{\xi}_3(t) = f_{e3}(t) \\
\mu_{39} \ddot{\xi}_9(t) + (m_2 + \mu_{99}) \dot{\xi}_9(t) &+ \int_{-\infty}^{t} K_{r93}(t-\tau) \dot{\xi}_3(\tau) d\tau \\
+ \int_{-\infty}^{t} K_{r99}(t-\tau) \dot{\xi}_9(\tau) d\tau + C_{99} \ddot{\xi}_9(t) = f_{e9}(t)
\end{aligned}
\] (34) (35)

Inclusion of Linear Power-Take-Off System

To extract any power from the incident waves, a power take-off (PTO) system is required, predominantly either a hydraulic or electrical generator. The most generic form for the reaction force from a PTO is given by

\[
f_{PTO} = -C_{rel} \ddot{\xi}_{rel} - B_{rel} \dot{\xi}_{rel} - \mu_{rel} \dot{\xi}_{rel}
\] (36)
where $\zeta_{rel}$ is the relative motion between the floating bodies. The generator spring, damping, and inertia force coefficients are given by $C_g$, $B_g$, and $\mu_g$, respectively. The force applied to each body by the PTO will have the same magnitude, but act in the opposite directions. In the frequency domain, adding the PTO force contribution to Eqn. (30), while zeroing $\mu_g$, gives

$$\left[ C_g + C_{33} - \sigma^2 (m_1 + \mu_{33}) \right] + j\sigma \left[ \lambda_{33} + B_g \right] \xi_3 + \left[ -C_g - \sigma^2 \mu_{39} \right] + j\sigma \left[ \lambda_{39} - B_g \right] \xi_9 = AX_3$$

(37)

$$\left[ -C_g - \sigma^2 \mu_{39} \right] + j\sigma \left[ \lambda_{39} - B_g \right] \xi_3 + \left[ C_g + C_{99} - \sigma^2 (m_2 + \mu_{99}) \right] + j\sigma \left[ \lambda_{99} + B_g \right] \xi_9 = AX_9$$

(38)

As described previously, this can be solved to obtain the response amplitude operator and phase of the coupled system. The power absorbed by the PTO is given by:

$$P = -f_{PTO} \dot{\zeta}_{rel} = C_g \dot{\xi}_{rel} + B_g \ddot{\xi}_{rel} + \mu_g \dddot{\xi}_{rel}$$

(39)

However, both the relative motion and acceleration are out of phase by $\pi/2$ with relative velocity, which results in a time-averaged product of zero. Because the analysis is being completed in the frequency-domain, it is possible to calculate the time-averaged power over one wave period as

$$P_{TAP} = \frac{1}{T} \int_0^T B_g \dddot{\xi}_{rel}^2(t) dt = \frac{B_g \sigma^2 \zeta_r^2}{2}$$

(40)

$$\zeta_r = \sqrt{\xi_3^2 + \xi_9^2 - 2\xi_3 \xi_9 \cos(\Theta_3 - \Theta_9)}$$

(41)

The time-domain corollary of Eqn. (37) and (38) is given by the following coupled equations

$$\left( m_1 + \mu_{33} \right) \dddot{\xi}_3(t) + \mu_{39} \dddot{\xi}_9(t) + B_g \dddot{\xi}_3(t)$$

$$+ \int_{-\infty}^t K_{r33}(t-\tau) \dddot{\xi}_3(\tau) d\tau + \int_{-\infty}^t K_{r39}(t-\tau) \dddot{\xi}_9(\tau) d\tau$$

$$- B_g \dddot{\xi}_9(t) + \left( C_{33} + C_g \right) \dddot{\xi}_3(t) - C_g \dddot{\xi}_9(t) = f_{e3}(t)$$

$$\mu_{99} \dddot{\xi}_9(t) + \left( m_2 + \mu_{99} \right) \dddot{\xi}_9(t) - B_g \dddot{\xi}_3(t)$$

$$+ \int_{-\infty}^t K_{r93}(t-\tau) \dddot{\xi}_3(\tau) d\tau + \int_{-\infty}^t K_{r99}(t-\tau) \dddot{\xi}_9(\tau) d\tau$$

$$+ B_g \dddot{\xi}_3(t) - C_g \dddot{\xi}_3(t) + ( C_{99} + C_g ) \dddot{\xi}_9(t) = f_{e2}(t)$$

(42)

(43)

This is implemented in WEC-Sim. Comparisons of the time-domain solution to the frequency-domain solution are provided in Figure 6 and Figure 7.

**Figure 6.** COMPARISON OF TIME AVERAGED POWER FROM FREQUENCY-AND TIME-DOMAIN SOLUTIONS WHERE $B_g = 10^3$ KN/(M/S) AND $C_g = 0$ N/M.

**Figure 7.** FREQUENCY- AND TIME-DOMAIN COMPARISON OF THE MAGNITUDE AND PHASE OF THE RELATIVE HEAVE MOTION.

**IMPLEMENTATION OF MORISON ELEMENTS**

The fluid forces in an oscillating flow on a structure of slender cylinders or other similar geometries arise partly from pressure effects from potential flow and partly from viscous effects. A slender cylinder implies that the diameter, $D$, is small relative to the wave length, $\lambda_w$, which is generally met when $D/\lambda_w < 0.1 - 0.2$. If this condition is not met, wave diffraction effects must be taken into account. Assuming that the geometries are slender the resulting force can be approximated by a modified Morison formulation [20]
The force coefficients are generally uniform, and the hydrodynamic mass gradient of the incident wave potential for demonstration purposes the wave heading will be set to WEC-Sim has the capability to handle wave directionality, but function of the Reynolds ($Re$) and Keulegan-Carpenter ($KC$) numbers

$$Re = \frac{U_m D}{\nu} \quad \text{and} \quad KC = \frac{U_m T}{D}$$

where $U_m$ is the fluid velocity amplitude, $D$ is the cylinder diameter or other characteristic length, $\nu$ is the kinematic viscosity of the fluid, and $T$ is the period of oscillation. The Keulegan-Carpenter number describes the relative importance of drag over inertia forces for bluff bodies in an oscillatory flow. Because WEC-Sim operates under the assumption of linear hydrodynamic theory, the particle velocity is calculated from the undisturbed incoming wave potential

$$\phi_i = Re \left\{ \frac{Ag \cosh k(z + h)}{\sigma} \cosh kh \right\} e^{j\left(\tau - k(x \cos \theta + y \sin \theta)\right)}$$

where $\phi_i$ is the incident wave potential, $g$ is the gravitational acceleration, $h$ is the water depth, and $\beta$ is the wave heading measured counterclockwise from the positive x-axis. A uniform current can be included in the velocity field by adding $u_c(x \cos(I) + y \sin(I))$ to Eqn. (46), where $u_c$ is the current velocity and $I$ is the angle with respect to the positive x-axis. WEC-Sim has the capability to handle wave directionality, but for demonstration purposes the wave heading will be set to zero. The fluid velocity can then be obtained by taking the gradient of the incident wave potential

$$u = Re \left\{ \frac{\partial \phi_i}{\partial x} \right\} = \frac{Agk}{\sigma} \cosh k(z + h) \cos(\tau - kx)$$

$$w = Re \left\{ \frac{\partial \phi_i}{\partial z} \right\} = -\frac{Agk}{\sigma} \sinh k(z + h) \sin(\tau - kx)$$

where $u$ is the horizontal particle velocity, and $w$ is the vertical particle velocity. The acceleration of the fluid particle can be obtained by taking the time derivative of the above equations

$$\frac{\partial u}{\partial t} = -Agk \cosh k(z + h) \frac{\cos(\tau - kx)}{\cosh kh}$$

$$\frac{\partial w}{\partial t} = -Agk \sinh k(z + h) \frac{\sin(\tau - kx)}{\cosh kh}$$

In WEC-Sim, each Morison element is modeled as a single geometric body. Thus, strip theory is not applied over the length of the element, and the fluid velocity is calculated at the center of application as defined by the user. If the fluid flow is relatively constant over the element, then the assumption made is consistent; however, if there is strong spatial variation, then multiple smaller elements should be used to describe the total object.

The user has the option to input values for noncylindrical bodies; however, it is important to understand the limitations from deviating too far from the theory provided in this section. WEC-Sim has the capability to handle multiple Morison elements, which requires the user to define the hydrodynamic characteristics of each individually. The user will be required to input the element orientation unit vector, normal and tangential components. Following [22], the normal force contributions can be obtained from vector multiplication

Table 2. USER-DEFINED MORISON ELEMENT CHARACTERISTICS

<table>
<thead>
<tr>
<th>Variable</th>
<th>Input Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal drag coefficients</td>
<td>$[C_{Dn}, C_{Dn}, f, C_{Dn}]$</td>
</tr>
<tr>
<td>Tangential drag coefficients</td>
<td>$[C_{Dn}, C_{Dn}, f, C_{Dn}]$</td>
</tr>
<tr>
<td>Normal drag area</td>
<td>$[A_n, A_n, A_n, A_n]$</td>
</tr>
<tr>
<td>Tangential drag area</td>
<td>$[A_t, A_t, A_t, A_t]$</td>
</tr>
<tr>
<td>Displaced volume</td>
<td>$[\forall]$</td>
</tr>
<tr>
<td>Normal added mass coefficients</td>
<td>$[C_{n}, C_{n}, f, C_{n}]$</td>
</tr>
<tr>
<td>Tangential added mass coefficients</td>
<td>$[C_{at}, C_{at}, f, C_{at}]$</td>
</tr>
<tr>
<td>Vector from body COG</td>
<td>$[r_x, r_y, r_z]$</td>
</tr>
<tr>
<td>Orientation unit vector</td>
<td>$[l_x, l_y, l_z]$</td>
</tr>
</tbody>
</table>

Because the Morison element is rigidly connected to the main body, the relative velocity will need to be corrected based on the body orientation. Thus, it is often more convenient to calculate the inertia and drag components in terms of its normal and tangential components. Following [22], the normal force contributions can be obtained from vector multiplication...
\[
F_{\text{in}} = C_{\text{am}} \rho V_r \times (l \times V_r \times \hat{l}) \\
F_{\text{Dn}} = \frac{1}{2} \rho A_n C_{\text{Dn}} \| l \times V_r \times \hat{l} \| (l \times V_r \times \hat{l})
\]

where \( V_r \) is the relative velocity vector, \( \| \| \) is the vector magnitude, \( \times \) is the cross product (rather than multiplication), and \( \hat{l} \) is the orientation unit vector describing the placement of the element relative to the global coordinate system. For example, an cylinder placed at 45 degrees in the y-z plane would have an orientation unit vector of \( \hat{l} = 0 \hat{i} + \sqrt{2}/2 \hat{j} + \sqrt{2}/2 \hat{z} \). After the normal relative velocity has been obtained, the tangential component can be obtained from simple subtraction.

### Application to Cylindrical Morison Element

A simple test case was chosen to demonstrate the correct implementation of Morison elements within WEC-Sim. The selected geometry, a slender cylinder with a diameter of 0.5 m and length of 20 m, was placed horizontally along the y-axis \( (l = 0 \hat{i} + 1 \hat{j} + 0 \hat{k}) \), centered at the origin \( (0, 0, 0) \), and the hydrodynamic coefficients were chosen such that \( C_{\text{Dn}} A_n = C_{\text{an}} \sigma = 100 \). The Morison element was rigidly connected to a generic floating body, which was fixed in place and impinged upon by a regular wave train propagating along the x-axis. Because the element is fixed, it is possible to perform the vector multiplication in Eqns. (51) and (52), which leads to

\[
F_{\text{in}} = -A g k \rho V_r \left[ \sin \sigma \hat{i} + \tanh k h \cos \sigma \hat{k} \right] \\
F_{\text{Dn}} = \frac{\rho A_n C_{\text{Dn}}}{2} \left( \frac{A g k}{\sigma} \right)^2 \left[ \cos^2 \sigma + \tanh^2 k h \sin^2 \sigma \right] \left[ \cosh k h \cos \sigma \hat{i} - \sinh k h \sin \sigma \hat{k} \right]
\]

A comparison among the above expressions and the output from WEC-Sim is given in the top plot of Figure 8. The results are an exact match, which verifies the implementation of the fixed condition. The next simulation used the same wave conditions, but the floating body was allowed to heave. The position, velocity, and acceleration outputs from WEC-Sim were used as inputs to Eqns. (51) and (52) to verify the WEC-Sim calculations. The results are shown in the bottom plot in Figure 8, which again agrees and a reduction in the heave force is observed as the relative motion between the body motion and fluid particles are taken into account.

### CONCLUSION

The work presented in this paper highlights three of the main modeling capabilities included in the most recent WEC-Sim-v1.1 release. This includes conversion of the fluid memory kernel to state-space form. Simulations showed that over the operating range of frequencies the state-space representation was able to adequately reproduce the hydrodynamic radiation coefficients; however, a relatively high \( R^2 \) may need to be set. Because many WECs consist of two or more excited bodies, the ability to model the body-to-body hydrodynamics was included in WEC-Sim. This is an important feature to consider during the design process, because the effects can lead to reduced floater motion and thereby decrease annual energy production.
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the default convolution integral calculation. Finally, the hydrodynamic theory for the inclusion of multiple Morison elements was presented. This capability was included because it has been commonly used to account for vortex shedding and other viscous effects that are not accounted for in traditional linear water wave theory. However, the fluid particle velocity is calculated by assuming that the incident wave potential passes undisturbed through the WEC device, which is physically unrealistic, but highlights the limitations of mid-fidelity codes. Calculating the instantaneous fluid velocity and local wave field would require using high-fidelity numerical models, which would result in large increases in computational time that are unnecessary for preliminary design iterations.

Although it is not discussed in this paper, WEC-Sim-v1.1 also includes a module to calculate the instantaneous nonlinear hydrostatic and hydrodynamic forces as described in [23]. Further, WEC-Sim now boasts the ability to handle rotating, or weathervaning, bodies through interpolation of the excitation forces based on the instantaneous wave heading. The excitation force can also be calculated from a user-defined wave elevation, which allows custom time series measured during tank tests to be used for validation purposes. The modeling capabilities of WEC-Sim-v1.1 have significantly increased, and it has become more competitive with other developed codes. Although WEC-Sim was constructed to assist developers with limited hydrodynamic backgrounds as model complexities increase the user must take additional care in the quality of the hydrodynamic characterization because model performance becomes more sensitive to the given inputs.
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