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LOLE Loss of Load Expectation

LOLP Loss of Load Probability

MAE Mean Absolute Error

MAPS Multi Area Production Simulation

MARS Multi Area Reliability Simulation

NAU Northern Arizona University

NCAR/NCEP National Center for Atmospheric Research / National Center for Environmental Prediction
NERC North American Electric Reliability Corporation
NOX Nitrogen Oxides

NREL National Renewable Energy Laboratory

NWP Numerical Weather Prediction

PHEV Plug-in Hybrid Electric Vehicle

PSH Pumped Storage Hydro

PUC Public Utility Commission

PV Photovoltaic

Qss Quasi-steady state

RMSE Root Mean Square Error

SCORE Statistical Correction to Output from Record Extension
S-0-A State of the Art

SOX Sulfur Oxides

SUNY State University of New York

TRC Technical Review Committee

WECC Western Electric Coordinating Council

WRF Weather Research and Forecasting

WWSIS Western Wind and Solar Integration Study
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INTRODUCTION

The focus of the Western Wind and Solar Integration Study (WWSIS) is to investigate the
operational impact of up to 35% energy penetration of wind, photovoltaics (PVs), and
concentrating solar power (CSP) on the power system operated by the WestConnect group
of utilities in Arizona, Colorado, Nevada, New Mexico, and Wyoming'. WWSIS was
conducted over two and a half years by a team of researchers in wind power, solar power,
and utility operations, with oversight from technical experts in these fields. This report
discusses the development of data inputs, the design of scenarios to address key issues,
and the analysis and sensitivity studies that were conducted to answer questions about the
integration of wind and solar power on the grid.

The technical analysis performed in

WESTCONNECT this study shows that it is operationally
WestConnect is a group of transmission providers that are feasible for WestConnect to accommodate
working collaboratively on initiatives to improve wholesale 30% wind and 5% solar energy penetration,

electricity markets in the West. Participants include Arizona
Public Service, El Paso Electric Co., NV Energy, Public Service
of New Mexico, Salt River Project, Tri-State Generation and
Transmission Cooperative, Tucson Electric Power, Western

assuming the following changes to current

practice could be made over time:

e Substantially increase balancing

o area cooperation or consolidation,

Area Power Administration, and Xcel Energy. .
real or virtual;

e Increase the use of sub-hourly
scheduling for generation and
interchanges;

e Increase utilization of transmission;

¢ Enable coordinated commitment
and economic dispatch of generation

over wider regions;

e Incorporate state-of-the-art wind and
solar forecasts in unit commitment
and grid operations;

* Increase the flexibility of dispatchable generation where appropriate (e.g., reduce
minimum generation levels, increase ramp rates, reduce start/stop costs or minimum
down time);

e Commit additional operating reserves as appropriate;

¢ Build transmission as appropriate to accommodate renewable energy expansion;

e Target new or existing demand response programs (load participation) to
accommodate increased variability and uncertainty;

e Require wind plants to provide down reserves.

In addition, suggestions for follow-on work to further explore these and additional
mitigation options are listed in the Conclusions and Next Steps section.

! WestConnect also includes utilities in California, but these were not included in WWSIS because California had already com-
pleted a renewable energy integration study for the state.
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BACKGROUND

WWESIS and its sister study, the Eastern Wind Integration and Transmission Study
(EWITS), follow the U.S. Department of Energy’s (DOE) 20% Wind Energy by 2030
Study that considered the benefits,

costs, and challenges associated

BALANCING AREAS

Balancing areas are responsible for balancing load and
generation within a defined area and maintaining
scheduled interchanges with other balancing areas.

with sourcing 20% of the nation’s
energy from wind power by 2030
[1, 2]. The study found that while
proactive measures were required,
no insurmountable barriers to
reaching 20% wind were identified. Thus, DOE and the National Renewable Energy
Laboratory (NREL) embarked upon WWSIS and EWITS to examine, in much greater
depth, whether there were technical or physical barriers in operating the grid with
20% wind. Solar power was included in WWSIS due to the significant solar resources
and solar development in the West.

Four of the five states in WestConnect have Renewables Portfolio Standards (RPS) that
require 15-30% of annual electricity sales to come from renewable sources by 2020-
2025. Additionally, WWSIS models the entire western interconnection, examining the
operating impact of up to 23% penetration of wind and solar in the rest of the Western
Electricity Coordinating Council (WECC). Most of the states in WECC have similar
RPS requirements and renewable energy growth in the region has been significant.

The study was designed to answer questions that utilities, Public Utility
Commissions, developers, and regional planning organizations had about renewable
energy use in the West:
e What is the operating impact of up to 35% renewable energy penetration and
how can this be accommodated?
e How does geographic diversity help to mitigate variability?
e How do local resources compare to remote, higher quality resources delivered
by long distance transmission?
¢ Can balancing area cooperation mitigate variability?
e How should reserve requirements be modified to account for the variability in
wind and solar?
e What is the benefit of integrating wind and solar forecasting into grid
operations?

e How can hydro generation help with integration of renewables?

WWSIS and its sister study EWITS build upon a large body of work on wind
integration [3-9]. Previous studies examined specific utilities or states, looking at the
impact of wind on operations in the regulation (seconds to minutes), load following
(minutes to hours), and unit commitment (hours to days) time frames. In these
studies, hypothetical wind and transmission build-outs were typically added to

the existing system, which was simulated or statistically analyzed over these time
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frames. These studies generally consider the impact of the variability of wind (due
to varying weather) and the uncertainty of wind (due to our inability to perfectly

forecast the weather). Even if the weather and the wind could be perfectly forecast,

STUDY ASSUMPTIONS
SCENARIO DEVELOPMENT:

e Specific energy targets for each of three technologies: wind, PV, and CSP were fixed. For ex-
ample, wind sites could not be traded out for CSP sites.

e A number of capital cost assumptions in 2008 dollars were used in determining the differ-
ent geographic scenarios: wind at $2000/kW, PV at $4000/kW, CSP with thermal storage at
$4000/kW, transmission at $1600/MW-mile, and transmission losses at 1% per 100 miles. No
tax credits are assumed or included.

e The geographic scenarios considered different interstate transmission build-outs and in-
cluded these costs in the scenarios. Incremental intra-state transmission build-outs were not
specified in this analysis. Existing transmission capacity is assumed to be unavailable for new
renewable energy generation only for the scenario development process.

e New transmission was undersized: 0.7 MW of new transmission was added for each 1.0 MW
of remote generation.

PRODUCTION SIMULATION ANALYSIS:

e All study results are in 2017 nominal dollars with 2% escalation per year.

e $2/MBTU coal; $9.50/MBTU natural gas.

* Carbon dioxide costs were assumed to be $30/metric ton of CO,,

e FExcept in cases where specified, extensive balancing area cooperation is assumed (see box
on page 19).

e The production simulation analysis assumes that all units are economically committed and
dispatched while respecting existing and new transmission limits and generator cycling ca-
pabilities and minimum turndowns.

e Existing available transmission capacity is accessible to renewable generation.

e Generation equivalent to 6% of load is held as contingency reserves — half is spinning and
half is non-spinning.

e The balance of generation was not optimized for renewables. Rather, a business-as-usual ca-
pacity expansion met projected load growth in 2017. Renewable energy capacity was added
to this mix, so the system analyzed is overbuilt by the amount of capacity value of the renew-
able plants.

e Increased O&M of conventional generators due to increased ramping and cycling was not
included due to lack of data.

e Renewable energy plant O&M costs are not included. Wind and solar are considered price-
takers.

e The hydro modeling did not reflect the specific climatic patterns of 2004, 2005, and 2006, but
rather a 10-year long term average flow per month.

e The sub-hourly modeling assumes a 5-minute economic dispatch.
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grid operators would still have to accommodate wind’s variability. It is important to
note that operators already manage variability and uncertainty in the load; wind and

solar add to that variability and uncertainty.

WWESIS was funded by DOE and was managed by NREL. The main partner in this
study was WestConnect. The project team included 3TIER Group (wind power
dataset, and wind and solar forecasts), State University of New York at Albany/Clean
Power Research (solar radiation dataset), Exeter Associates (data collection), Northern
Arizona University (wind validation and hydro), NREL (wind validation, and PV and
CSP power datasets), and GE (scenarios, and main technical / economic analysis). A
Technical Review Committee (TRC), composed of members of WestConnect utilities,
western utility organizations, and industry and technical experts, met eight times to
review technical results and progress. A broader stakeholder group, open to the public,
met five times to ensure study direction and results were relevant to western grid
issues. Interim and final results of this study have been vetted in approximately 30
public forums.

The study examined grid operation for the year 2017. That is, system loads and
generation expansion were projected to represent year 2017. While 35% renewable
energy penetration was not expected by 2017, this year was selected in order to start
with a realistic model of the transmission grid. The study examined inter-annual
operability by modeling operations for year 2017 three times, using historical load
and weather patterns from years 2004, 2005, and 2006.

WHAT THIS STUDY DOES AND DOES NOT COVER

While this study undertakes detailed analysis and modeling of the power system, it
was meant to be a complement to other in-depth studies:
e  WWSIS is an operations study, not a transmission planning study, although
different scenarios model different interstate transmission expansion options.
e WWSIS is not a cost-benefit analysis, even though wind and solar capital costs
were incorporated in scenario development. Rather WWSIS focuses on the
variable operational costs and savings due to fuel and emissions.
e WWSIS is not a reliability study, although analysis of the capacity value of wind
and solar was conducted to assess their contributions to resource adequacy.
A full complement of planning and operational electrical studies would be
required to more accurately understand and identify system impacts.
e WWHEIS does not address dynamic stability issues.
e WWSIS does not attempt to optimize the balance between wind and solar

resources. Wind and solar levels were fixed independently.
In 2017, it is anticipated that WestConnect and WECC will operate differently

from current practice. WWSIS assumed the following changes from current
operational practice:
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® Production simulations of WECC grid operations assume least-cost
economic dispatch in which all generation resources are shared equally and
not committed to specific loads. Except for California and Alberta, WECC
currently utilizes a bilateral contract market with long and short-term
contracts in which resources are contracted out to meet specific loads.

e Other than California and Alberta, WECC currently operates as 37 separate
balancing areas that utilize these bilateral contracts to balance their areas.
Except where specified, this study assumes five regional balancing areas in
WECC (Arizona-New Mexico, Rocky Mountain, Pacific Northwest, Canada
and California). WWSIS does not consider any power purchase agreements,
including those for renewables?.

e Except for California and Alberta, transmission in WECC is primarily
contractually obligated and utilized. Existing available transmission capacity
may be contractually obligated and not accessible to other generation. This
study assumes that existing available transmission capacity is accessible to
other generation on a short-term, non-firm basis.

e Pricing developed by production cost modeling can vary widely from
bilateral contract prices, and was not aligned or calibrated with current
bilateral contract prices. The incremental operations and maintenance (O&M)
costs in the report do not necessarily replicate escalated current costs in the

Western Interconnection.

In addition to these caveats, there are reasons that the study results tend toward the
conservative:

¢  WWSIS did not model a more flexible non-renewable balance of generation
than what exists and is planned in WECC today. If 20-35% variable generation
were to be planned in WECC, more flexible generation would be likely
planned as well, reducing the challenge that wind and solar place on
operation in this study.

e This study modeled the grid for the year 2017. If WWSIS were conducted for a
later year when 35% renewables would be more plausible, the power system
would likely have a larger load, more flexible balance of generation, and more
transmission, all of which would help to accommodate the renewables.

e The wind dataset used was conservative in terms of overestimating the actual
variability found in measured wind plant output.

e The base assumption of $9.50/ MBTU for gas means that gas is displaced,
which leaves coal (which in the West, is less flexible than gas) to accommodate

the variability of the renewables.

2 Thus, throughout this work, costs specifically and solely refer only to variable costs, i.e., fuel plus O&M plus carbon tax, that are
incurred during operation. Prices paid to individual generators are not reported.
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SCENARIOS

WIND, SOLAR, AND LOAD DATA

About 75 GW of wind generation sites were required for the study scenarios. Because
there are not adequate measurements of wind speed or wind power to model this
amount of wind generation, 3TIER Group employed a mesoscale Numerical Weather
Prediction (NWP) Model to essentially recreate the weather in a 3-dimensional physical
representation of the atmosphere in the western U.S. for the years 2004-2006. They

then sampled this model at a 2-km, 10-minute resolution and modeled wind plants
throughout this region, based on a Vestas V90 3-MW turbine. 3TIER Group also
developed day-ahead wind forecasts for each hour. Over 960 GW of wind sites were
modeled. The wind dataset is publicly available [10, 11].

Similarly, a lack of solar irradiance or power measurements led to the use of a satellite
cloud cover model to simulate the United States at a 10-km, hourly resolution [12].
Day-ahead hourly solar forecasts were also developed [10]. PV was modeled in 100-
MW blocks as distributed generation on rooftops because modeling information for
large, central station PV plants was not available at the time of the study. Over 15 GW
of PV plants were included in the dataset. Ten-minute variability was subsequently
added to the aggregate hourly outputs to create the 10-minute PV data.

CSP was modeled as 100-MW blocks of parabolic trough plants with six hours of
thermal storage. Over 200 GW of CSP plants were modeled in the dataset. Because the
CSP with thermal storage produces a very stable output, the 10-minute dataset was
created simply by interpolating the hourly dataset.

Hourly load-profile data for all operating areas in WECC were obtained from a Ventyx

database, and 10-minute load data were derived by interpolating the hourly data.
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SCENARIO DESCRIPTION

The WWSIS used a multidimensional scenario-based study approach to evaluate:
¢ Different levels of energy penetration for wind and solar generation, ranging
from 11% to 35%;
* Different geographic locations for the wind and solar resources;
e Awide array of sensitivities to assess issues such as fuel costs, operating
reserve levels, unit commitment strategies, storage alternatives, balancing

area size, etc.

Table 1 shows the four levels of wind and solar energy penetration assumed for the
study scenarios. The Preselected case includes that wind and solar capacity which
was installed by the end of 2008. The 10% case includes 10% wind energy (relative to
total annual load energy) and 1% solar energy (solar consisted of 70% CSP and 30%
PV) in the study footprint, as well as the rest of WECC. The 20% case includes 20%
wind energy and 3% solar energy in the study footprint, with 10% wind energy and
1% solar energy in the rest of WECC. The 20/20% case includes 20% wind energy
and 3% solar energy in the study footprint, as well as the rest of WECC. The 30%
case included 30% wind energy and 5% solar energy in the study footprint, with 20%
wind energy and 3% solar energy in the rest of WECC.

TABLE 1 — WIND AND SOLAR ENERGY PENETRATIONS FOR WWSIS CASES WITH NAMING CONVENTION IN BLUE.

CASE NAME IN FOOTPRINT REST OF WECC
NAME WIND + WIND SOLAR WIND SOLAR
SOLAR

PRE-SELECTED CASE 3%* 3% * 2% *
10% CASE 1% 10% 1% 10% 1%
20% CASE 23% 20% 3% 10% 1%
20/20% CASE 23% 20% 3% 20% 3%
30% CASE 35% 30% 5% 20% 3%

* Existing solar embedded in load

Three geographic scenarios were developed to examine the tradeoff between: 1)
local resources that are closer to load, but have lower capacity factors and 2) remote
resources that have higher capacity factors, but require long distance transmission
to access loads. An algorithm was developed to select sites based on energy value,
capacity value, and geographic diversity according to criteria developed for

each scenario. Figure 1 shows maps of the study scenarios for the 30% case. Total
nameplate ratings of wind generation for each state are shown in blue; solar MW
ratings are shown in red. New transmission lines to increase interstate transfer
capability are shown in black. Significant intra-state transmission also needs to be
built to bring the renewable resources to the existing bulk transmission grid, but

WWSIS did not examine intra-state transmission.
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__In-Area Scenario Local-Priority Scenario
Fg;:tof - Fg;:tof -
5% OR 5 OR
7,500 7,500
@ Wind (MW) @ Wind (MW)
Q Solar (MW) s Q@ Solar (MW)
Mega-Project Scenario
. Figure 1 — Three geographic
o ' scenarios developed for siting of

45450 OR . :

7,500 wind and solar plants in the 30%
case, with appropriate interstate
transmission included to bring
resources to load.

@ Wind (MW)
Q) Solar (MW)

In Area Scenario: Each state in the study footprint met its wind and solar energy
targets using the best available wind and solar generation resources within its state

boundary. No additional interstate transmission was added.

Local Priority Scenario: This scenario used the best wind and solar sites within the
entire footprint, but included a 10% capital cost advantage to resources within each
state. The result was a scenario that was about halfway between the In Area and
Mega Project Scenarios. This scenario includes new interstate transmission, but not as

much as the Mega Project Scenario.

Mega Project Scenario: The study footprint met its wind and solar energy targets by
using the best available wind and solar resources within the study footprint. Given
that many of the best wind resources are in Wyoming, this scenario includes a large
penetration of wind generation in Wyoming (and other wind-rich areas), with new

transmission lines to deliver the energy to load centers.

For all three of these scenarios, the rest-of-WECC scenario remains constant: each
state in the rest of WECC meets its renewable energy target using the best available

resources within the state boundary.

Table 2 shows a summary of the total wind and solar MW ratings by state for the three
study scenarios. Table 3 summarizes the capital costs for the three study scenarios.
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TABLE 2 - SUMMARY OF AGGREGATED WIND AND SOLAR MW RATINGS BY STATE FOR WWSIS SCENARIOS

IN AREA
10% 1% 20% 3% 30% 5%
AREA LOAD MIN. LOAD MAX. WIND SOLAR WIND SOLAR WIND SOLAR
(Mw) (MW) (MW) (MW) (MW) (MW) (MW) (MW)
ARIZONA 6,995 23,051 3,600 400 7,350 1,200 11,220 2,000
COLORADO EAST 4,493 11,589 2,040 300 3,780 800 5,640 1,400
COLORADO WEST 712 1,526 300 0 600 200 900 300
NEW MEXICO 2,571 5,320 1,080 200 1,920 400 2,790 700
NEVADA 3,863 12,584 2,340 200 4,680 700 7,050 1,100
WYOMING 2,369 4,016 930 100 1,620 100 2,340 300
IN FOOTPRINT 21,249 58,087 10,290 1,200 19,950 3,400 29,940 5,800
LOCAL PRIORITY
10% 1% 20% 3% 30% 5%
AREA LOAD MIN. LOAD MAX. WIND SOLAR WIND SOLAR WIND SOLAR
(Mw) (MW) (MW) (MW) (MW) (Mw) (MW) (MW)
ARIZONA 6,995 23,051 2,850 400 5,2550 1,200 7,710 2,000
COLORADO EAST 4,493 11,589 2,190 300 3,870 800 4,650 1,400
COLORADO WEST 712 1,526 210 0 450 200 570 300
NEW MEXICO 2,571 5,320 1,350 200 2,100 400 2,970 700
NEVADA 3,863 12,584 1,350 200 2,490 700 3,450 1,100
WYOMING 2,369 4,016 1,650 100 4,020 100 7,410 300
IN FOOTPRINT 21,249 58,087 9,600 1,200 18,180 3,400 26,760 5,800
MEGA PROJECT
10% 1% 20% 3% 30% 5%
AREA LOAD MIN. LOAD MAX. WIND SOLAR WIND SOLAR WIND SOLAR
(Mw) (MW) (MW) (MW) (MW) (MW) (MW) (MW)
ARIZONA 6,995 23,051 810 400 1,260 1,200 1,890 2,600
COLORADO EAST 4,493 11,589 2,010 300 2,400 800 2,490 1,200
COLORADO WEST 712 1,526 60 0 90 200 90 200
NEW MEXICO 2,571 5,320 1,860 200 2,700 400 4,350 1,000
NEVADA 3,863 12,584 570 200 1,020 700 1,440 600
WYOMING 2,369 4,016 3,390 100 8,790 100 13,770 100
IN FOOTPRINT 21,249 58,087 8,700 1,200 16,260 3,400 24,030 5,700
10% 1% 20% 3% 30% 5%
OUT OF FOOT- 46,328 | 119,696 22,950 2,500 22,950 2,500 45,450 7,500
PRINT

TABLE 3 — CAPITAL COSTS (IN US2008$) FOR STUDY SCENARIOS WITH 30% WIND ENERGY AND 5% SOLAR ENERGY

INTHE STUDY FOOTPRINT.

SCENARIO WIND SOLAR | TRANSMISSION WIND SOLAR INTERSTATE TOTAL
(MW) (MW) (GW-MI) ($B) ($B) TRANSMISSION ($B) ($B)
IN-AREA 29,940 5,800 0 59.9 23.2 0 83.1
LOCAL PRIORITY 26,760 5,800 2,100 53.5 23.2 3.4 80.1
MEGA PROJECT 24,030 5,700 6,900 48.1 22.8 11.0 81.9
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The rest of WECC includes 45,450 MW of wind (591 billion), 4000 MW of PV (516 billion), and 3500
MW of CSP (514 billion). Intrastate transmission is not included in any of these scenario costs.

ANALYTICAL METHODS

Four primary analytical methods were used to evaluate the performance of the
system with high penetrations of wind and solar generation: statistical analysis,
hourly production simulation analysis, sub-hourly analysis using minute-to-minute
simulations, and resource adequacy analysis.

Statistical analysis was used to quantify variability due to system load, as well as
wind and solar generation over multiple time frames (annual, seasonal, daily, hourly,
and 10-minute). The statistical analysis quantified the grid variability due to load
alone over several time scales, using the interpolated hourly load data. The changes
in grid variability due to wind and solar generation were also quantified for each
scenario at various levels of aggregation. The statistical analysis also examined the
forecast accuracy for wind generation.

Production simulation analysis with GE’s MAPS (Multi-Area Production Simulation)
program was used to evaluate hour-by-hour grid operation of each scenario for 3 years
with different wind, solar, and load profiles. WECC was represented as a set of 106
zones, each with its own load profile, portfolio of generating plants, and transmission
capacity with neighboring areas. The zones were grouped into 20 transmission
areas. The production simulation results quantified numerous impacts of additional
renewable generation on grid operation including:

e Amount of flexible generation on-line during a given hour, including its

available ramp-up and ramp-down capability;

 Effects of day-ahead wind forecast alternatives in unit commitment;

e Changes in conventional generation dispatch;

e Changes in emissions (NO,, SO, and CO,) due to renewable generation;

e Changes in grid operation costs, revenues, and net cost of energy;

e Changes in transmission path loadings;

e Changes in use of hydro resources;

e Changes in use and economic value of energy storage.

Minute-to-minute simulation analysis was used to quantify grid performance trends
and to investigate potential mitigation measures during challenging situations, such
as large 1-hour, 3-hour and 6-hour changes in net load, high levels of wind and solar
penetration, low load levels with minimal maneuverable generation on-line, and /

or high wind forecast errors. Minute-to-minute analysis simulated the operation of
dispatchable generation resources as well as variable wind and solar generation in the
study footprint using one-minute time steps, while enforcing constraints related to
unit maximum, minimum, ramp rate, intertie flow schedule, and regional Automatic
Generator Control (AGC) functions.
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Resource adequacy analysis involved loss-of-load-expectation (LOLE) calculations
for the study footprint using the Multi-Area Reliability Simulation program, MARS.
The analysis quantified the impact of wind and solar generation on overall reliability
measures, as well as the capacity values of the wind and solar generation resources.

Impacts on system-level operating reserves were also analyzed using a variety
of techniques including statistics, production simulation, and minute-to-minute
simulation. This analysis quantified the effects of variability and uncertainty, and
related that information to the system'’s increased need for operating reserves to
maintain reliability and security.

The results from these analytical methods complemented each other, and provided a
basis for developing observations, conclusions, and recommendations with respect to

the successful integration of wind and solar generation into the WestConnect grid.

OPERATIONS WITH
35% RENEWABLES

The power system is designed to handle variability in load. With wind and solar,

the power system is called on to handle variability in the net load (load minus wind

minus solar), which can be considerable during certain periods of the year. Figure

2 shows the load, wind, solar, and net load profiles for the 30% case during two
selected weeks in July and April.

In the July week, (top plot), the net
WWSIS finds that 35% renewable energy penetration

is operationally feasible provided significant changes
to current operating practice are made, including
balancing area cooperation and sub-hourly generation
and interchange schedule.

load (blue line at bottom edge) is
not significantly impacted by wind
and solar variation. However, in the
April week (bottom plot), the high,
variable wind output dominates the
net load, especially during low load
hours, leading to several hours of negative net load during the week. This week in

April was the worst week in terms of operational challenges of the three years.

As an example of how the system would operate under less severe operating
conditions, Figure 3 shows the generation dispatch for the same July week shown
in Figure 2 for the In-Area Scenario. The left figure is without renewable generation
and the right is the 30% case. Although the wind and solar generation are definitely
noticeable, they primarily displace combined cycle and gas turbine generation, and

have minimal impact on the steam coal units.
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Figure 2 — With 35% renewables, system operators must now balance generation against the
net load (blue) line. This may be straightforward (top, July) or challenging (bottom, April).

Figure 4 shows similar information for the April week shown in Figure 2. Here,
operating the system with renewable generation is much more challenging. The
combined cycle generation has been almost completely displaced, as have significant
levels of coal generation. Nonetheless, the system can operate with balancing area
cooperation. Without balancing area cooperation, operations during this week would
be extremely difficult, if not impossible, for individual balancing areas.

How much renewable generation can the system handle? All three geographic
scenarios show significant benefits with no negative effects in the 10% case. No
significant adverse impacts were observed up to the 20% case in WestConnect, given
balancing area cooperation. Increased renewable generation in the rest of WECC

3 WECC requires 6% of load to be held as contingency reserves, half of which is required to be spinning (i.e., synchronized to the
grid) reserves.
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(20/20% case) led to increased stress on system operations within WestConnect, with
some instances of insufficient reserves® due to wind and solar forecast error. These can
be addressed, but the system has to work harder to absorb the renewables. Operations
become more challenging for the 30% case in which load and contingency reserves

are met only if the wind/solar forecasts are perfect. With imperfect forecasts, load is
served but there are contingency reserve shortfalls. Extra spinning reserves can be held
every hour of the year to meet those contingency reserve requirements, but the cost to
hold enough to eliminate all contingency reserve shortfalls is very high. A more cost-
effective alternative is to establish a demand response program or develop strategies
to more accurately predict when these shortfalls occur and schedule more reserves
during those hours or add additional quick start generation where needed. In the 20%
and 30% cases, decreased flexibility of either the coal or hydro facilities made operation
more difficult and increased the costs of integrating renewable generation.
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Figure 3 — 35% renewables have a minor impact on other generators during an easy week
in July, 2006. WestConnect dispatch - no renewables (left) and 30% case (right)
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Figure 4 — 35% renewables have a significant impact on other generation during the
hardest week of the three years (mid-April 2006). WestConnect dispatch - no renewables (left)
and 30% case (right)
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BENEFITS OF 35% RENEWABLES

Wind and solar generation primarily displace gas resources nearly all hours of the year,
given the fuel prices and carbon tax assumed for this study ($2/MBTU coal, $9.50/
MBTU gas, $30/ton CO,). Since gas-fired generation is typically more flexible than coal
generation, the natural economic displacement of gas generation by wind and solar
generation makes the balance of dispatchable generation on-line less flexible (fewer
gas units, more coal units). Across WECC, operating costs drop by $20 billion/yr ($17
billion/yr in 2009%$) from approx $50 billion/yr ($43 billion/yr in 2009%$), resulting in

a 40% savings due to offset fuel and

emissions. This savings does not

account for the capital or operating The 30% case reduced fuel and emissions costs by
costs associated with the wind, 40% and CO, emissions by 25-45% across WECC.
solar, or transmission facilities, nor

does it include any of the costs that

would be required to implement the operational reforms needed to accommodate the
renewables including balancing area cooperation or sub-hourly scheduling, although
presumably some of this savings would be used to recover the capital costs of building
this scenario, including payments to wind and solar generators. Figure 5 (left plot)
shows the overall impact on the operating costs of WECC for the various penetration
levels under the In-Area Scenario with a state-of-the-art (SOA) forecast. The 30% case
shows WECC operating cost savings of $20 billion/yr ($17 billion/yr in 2009$) due

to the wind and solar generation resources. Figure 5 (right plot) divides these values
by the corresponding amount of renewable energy provided. In the 30% case, this
equates to $80/ MWh ($60/MWh in 2009%$) of wind and solar energy produced. Lower
penetrations of renewables showed values up to $88/MWh ($75/MWh in 2009$) of
renewable energy produced (see Section 6.2). These operating cost savings would

be applied toward the costs of the wind and solar energy, and depending on the

magnitude of these costs, may or may not be sufficient to cover them.
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Figure 5 — WECC saves $20 billion ($17 billion in 2009S$), or 40%, in annual operating costs
in the 30% case, which is equivalent to $80 ($60 in 20095) per MWh of wind and solar
energy produced. Note: Chart on right starts at $70/MWh.
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At a $3.50/MBTU gas price, wind and solar primarily displace coal generation, leaving
the more flexible gas generation resources to operate together with the wind and solar
generation. With lower gas price assumptions, operating costs are reduced by about
40%, to $46/ MWh ($39/MWh in 2009%$), but emissions reductions are higher.
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Figure 6 — Assuming $9.50/MBTU gas, renewable energy displaces gas (orange). At lower gas
prices ($3.50/MBTU), coal is displaced instead, resulting in greater emissions reductions (blue).

Figure 6 shows the total WECC reductions in emissions for the 30% case. CO2
emissions would be reduced by nearly 120 million tons/ year, or approximately 25%,
for the 30% case. SO, emissions would be reduced by approximately 45,000 tons /
year (~5%) and NO_ would be reduced nearly 100,000 tons/year (~15%) (see Section
6.2.1). At a $3.50/ MBTU gas price, CO, emissions are reduced by nearly 200 million
tons/year (45%), and NO_and SO_by 300,000 tons/year (50%) and 220,000 tons/year
(30%), respectively.

BALANCING AREA COOPERATION IS ESSENTIAL

There are three key benefits of balancing area cooperation: 1) aggregating diverse

renewable resources over larger geographic areas reduces the overall variability of

the renewables, 2) aggregating the load reduces the overall variability of the load, and
3) aggregating the non-renewable

balance of generation provides
The technical analysis performed in this study

shows that it is feasible for the WestConnect region
to accommodate 30% wind and 5% solar energy
penetration, but it would require extensive balancing
area cooperation or consolidation, real or virtual.

access to more balancing (and

more flexible) resources. Figure

7 shows the reduced-variability
benefit arising from aggregating
smaller transmission areas into the
WestConnect footprint. Variability for
small areas such as Colorado-West (CO-W) or Wyoming (WY) increases significantly
as renewable penetrations increase from the 10% to the 30% case This effect becomes

even more extreme at a more granular level, e.g., for specific balancing areas within
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a state (see Section 7.1). However, when the balancing areas across WestConnect are
aggregated, there is only a slight increase in variability with increased renewables
penetrations, and even a slight decrease in variability WECC-wide.

140%

* Ariz
120% || " CO-E

»CO-W
100% || *NM

<NV
80% || =wy

4 Footprint
80% || - wecc

% Increase in Variability (Over Load Alone)

=20%
0% 10% 20% 30%

Penetration Level

Figure 7 — The variability of the net load increases with increasing renewable energy penetration.
Aggregating several transmission areas over the WestConnect footprint results in reduced
variability. Percent increase in the standard deviation of the hourly changes of the net load in all
areas for In-Area Scenario.
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Figure 8 — WECC can save $2 billion ($1.7 billion in 2009S) by holding spinning reserves as 5
large regions (right) rather than many smaller zones (left).

From an operational perspective, balancing area cooperation can lead to cost savings
because reserves can be pooled. A sensitivity analysis was performed, running WECC
as 106 zones (which are roughly equivalent to balancing areas in the southwest, but

there are multiple zones per balancing area in the northwest) versus 5 large regions.
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Balancing area (BA) cooperation can take many forms
and means different things to different people. In WWSIS,
cooperation is modeled by assuming:

e All generation resources, across all BAs, are committed
from a common regional generation stack on a least-
cost basis

e Generation commitments assume physical
transmission capability is available for import or export
of power transfers between BAs

e All generation dispatches are made on a least-
marginal-cost basis

¢ All regional reserves are shared across BAs; i.e., the
most economic resources for reserves are used

e Day-ahead generation dispatch and inter-area
transmission schedules can be modified during
operation to enable sharing of load-following,
regulation, and reserves

Mechanisms to enable these aspects of cooperation are
numerous, and include facets currently used or proposed in
WECC such as the ACE diversity interchange (ADI), dynamic
scheduling, an energy imbalance service, and other

means of consolidating BA services. Many technical and
institutional barriers will need to be addressed to achieve
the level of cooperation of the work presented here.

Figure 8 shows the $2 billion ($1.7
billion in 2009$) savings in WECC
operating costs in the 10% case.
There are significant savings from
sharing reserves over larger regions,
irrespective of the renewables on

the system.

SUB-HOURLY SCHEDULING
IS CRITICAL

The current practice of scheduling
both the generation and interstate
exchange only once each hour

has a significant impact on the
regulation duty. At high penetration
levels, such hourly schedule
changes can use most, if not all, of
the available regulation capability
to compensate for Area Control
Error (ACE) excursions during
large scheduled ramps. This can
leave no regulation capability for
the sub-hourly variability.

The minute-to-minute simulations
showed that the current practice of

hourly scheduling has a greater impact on the regulation requirements than does the

wind and solar variability.

Sub-hourly scheduling can substantially reduce the maneuvering duty imposed on

the units providing load following. In the 30% case, the fast maneuvering of combined

Sub-hourly scheduling will be required to successfully
operate the system at high penetration levels without
significantly increased regulating reserves.

cycle plants with sub-hourly
scheduling is about half of that with
hourly scheduling, as shown in
Figure 9. Sub-hourly scheduling in
the 30% case is roughly equivalent
to the 20/20% case with hourly

scheduling. Improvements in plant efficiency and reductions in O&M costs, while

difficult to quantify, are expected from this smoother operation.
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Figure 9 - Fast maneuvering duty of combined cycle units can be cut in half by moving from

hourly to sub-hourly scheduling.

UNCERTAINTY (FORECAST ERROR) RESULTS

IN THE BIGGEST IMPACT ON THE SYSTEM

Integrating day-ahead wind and solar forecasts into the unit commitment process is
essential to help mitigate the uncertainty of wind and solar generation. Even though
SOA wind and solar forecasts are imperfect and sometimes result in reserve shortfalls
due to missed forecasts, it is still

beneficial to incorporate them into
Using state-of-the-art wind and solar forecasts in

day-ahead unit commitment is essential and would
reduce annual WECC operating costs by up to $5
billion ($4 billion in 2009%) or $12-20/MWh ($10-17/

' MWh in 20099) of renewable energy, compared to
WECC operating costs by up to 147%, ignoring renewables in the unit commitment process.
or $5 billion/yr ($4 billion/yr in Perfect forecasts would reduce annual costs by
2009$), which is $12-20/MWh ($10- another $500 million ($425 million in 2009$) or $1-2/
17/MWh in 2009$) of wind and solar MWh ($0.9-$1.7/MWh in 2009$) of renewable energy.
generation. The left side of Figure

10 shows the WECC-wide operating

cost savings for using SOA forecasts compared to ignoring wind in the day-ahead

the day-ahead scheduling process,
because this will reduce the amount
of shortfalls. Over the course of the
year, use of these forecasts reduces

commitment. The right side shows the incremental cost savings for perfect wind and
solar day-ahead forecasts, which would reduce WECC operating costs by another
$500 million/yr ($425 million/yr in 2009%) in the 30% case (see Section 6.2.1), or $1-2/
MWh ($0.9-1.7/MWh in 2009%$) of wind and solar generation.
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Figure 10 — WECC saves $1-5 billion ($1-4 billion in 2009$) in annual operating costs just by
using a SOA day-ahead forecast in the unit commitment process (left). Incremental savings
for perfect forecasts are an order of magnitude less (right).

THE IMPACTS OF EXTREME FORECAST ERRORS

ON CONTINGENCY RESERVE SHORTFALLS

While on average, wind forecast error is not very large (8% mean absolute error
across WestConnect), there are hours when wind forecast errors can be extreme,
ranging up to over 11,000 MW of over- or under-forecast in WestConnect. Severe
over-forecasts can result in contingency reserve shortfalls; severe under-forecasts can
result in curtailment of wind.

Operating rules dictate that systems must carry contingency reserves to cover system
events, such as tripping of a large generator. In WECC, the spinning portion of these
contingency reserves is equivalent to 3% of the system load. Applying these WECC
rules, severe over-forecasts can lead to under-commitment of generation units, which
can result in contingency reserve shortfalls if insufficient quick-start capacity is
available.

If the forecast is perfect, there are no contingency reserve shortfalls, even in the 30%
case. With a SOA forecast, Figure 11 shows that these contingency reserve shortfalls
become an issue in the 30% case. It should be noted, however, that even these

shortfalls represent only a tiny percentage (~0.005%) of the total load energy.
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Figure 11 — Contingency reserve shortfalls start to become an issue in the 30% case.
Increasing spinning reserve can reduce the shortfalls but even increasing spinning reserves
by 25% of the day-ahead wind forecast does not completely eliminate reserve shortfalls.
Hourly production simulation analysis shows spilled energy, or curtailment, on the left axis and
contingency reserve shortfalls on the right axis for the In-Area Scenario with no wind/solar, the
10, 20, and 30% case for a SOA forecast. The five bars on the right show the effect of increasing
spinning reserve by 5, 10, 15, 20, and 25% of the day-ahead wind forecast.

Spinning reserves can be increased to cover these contingency reserve shortfalls, but
at a cost. Figure 11 shows the impact of increasing spinning reserves by 5, 10, 15, 20
and 25% of the day-ahead wind forecast. However, each additional 5% increment of
committed spinning reserve is increasingly expensive, as shown in Figure 12, and
even with a 25% increase in committed spinning reserves, not all contingency reserve
shortfalls are eliminated.

The average cost of increasing reserves is shown in Figure 12. Increasing the committed
spinning reserve by 5% of the wind forecast increases WECC operating costs by over
$3,000 per MWh ($2,550/ MWh in

2009%) of reduced reserve shortfall.

Expressed another way, it would be It is more cost-effective to have demand response

address the 89 hours of contingency reserve
shortfalls rather than increase spin for 8760 hours of
the year. Demand response can save up to $600M/
yr ($510M/yr in 2009$) in operating costs versus
committing additional spinning reserves.

comparable to pay some of the load
$3,000/ MWh ($2,550/ MWh in 2009%)
to drop off rather than increasing the
spinning reserve by 5% of the forecast.
At the other extreme, if spinning
reserve is increased by 25%, it would
cost an average of roughly $13,600/ MWh ($11,600/ MWh in 2009$) of reserve shortfall.
The incremental reduction achieved by increasing the spinning reserve from 20% to
25% of the forecast would cost over $100,000/ MWh ($85,000/ MWh in 2009$). It should
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be more economic to use load participation (i.e., demand response) than to increase the
spinning reserves to achieve the same objectives. Using load participation instead of
committing additional generation for operating reserves would save up to $600 million
($510 million in 2009%$) in operating costs per year (see Sections 5.4, 7.2, and 6.2.2).
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Figure 12 — The cost of increasing spinning reserves increases with higher percentages of
spin. The incremental cost increases sharply at higher percentages of spin, indicating that
the cost of reducing those final reserve shortfalls is prohibitively high. The five bars show the
effect of increasing spinning reserve by 5, 10, 15, 20, and 25% of the day-ahead wind forecast.
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Figure 13 — A demand response program which requires load to participate in the 89 hours of
the year that there are contingency reserve shortfalls is more cost-effective than increasing
spin for each of the 8760 hours of the year. Hourly contingency reserve-shortfall duration curves
for the In-Area 30% case with a SOA forecast with no additional spinning reserves, and then with
spinning reserves increased by 5, 10, 15, 20, and 25% of the day-ahead wind forecast.
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Instead of holding additional spinning reserve for each of the 8760 hours of the year,
Figure 13 shows that a demand response program could address those 89 hours of

the year when there is a contingency reserve shortfall and have a total participation of
approximately 1300 MW of load. The contingency reserve shortfalls could also be met by a
combination of increased spinning reserves and a smaller demand response program. An
alternative to demand response or increased spinning reserve for every hour of the year
could be dynamic allocation of spinning reserves based on better forecasting, improved

reserve policies, and more accurate prediction of when shortfalls are likely to occur.

HOW OFTEN IS WIND CURTAILED?

Uncertainty drives both curtailment and reserve shortfalls. With a perfect forecast,

no wind or solar curtailment was necessary in any of the scenarios. Even in the few

hours when the renewable generation exceeded the load in WestConnect, there was
sufficient flexibility within WECC to absorb all of the generation. With a SOA forecast,

no curtailment occurred up through the 20% case (see Figure 11). The hourly production
simulations showed about 800 GWh of wind curtailment in the 30% case, representing less
than 0.5% of the total wind energy production. In addition, the minute-to-minute analysis
indicated that more wind curtailment may be required under some combinations of low
load and high wind. Altogether, wind curtailment in the 30% case is estimated to be on the
order of 1% or less of the total wind energy. Curtailment is also affected by flexibility of the
balance of generation, e.g., raising the minimum operating point of the coal units to 70%
increased the wind curtailment slightly (see Sections 6.2 and 6.4.4).

THE EFFECT OF VARIABILITY -

ARE ADDITIONAL RESERVES NECESSARY?

In addition to contingency reserves, utilities are required to hold variability or load
following reserves to cover 10-minute load variability 95% of the time. Typically,
utilities do not commit additional variability reserves because the existing dispatchable
generating fleet can adequately cover this variability reserve requirement. With wind
and solar, the net load variability increases and in the 30% case, the average variability
reserve requirement doubles. However, when wind and solar are added to the system,
thermal units are backed down because it is sometimes more economical to back down
a unit rather than to decommit it.

This results in more up-reserves X L X
While the need for variability reserves doubles in the

30% wind case, the backing down of conventional
units results in more available up-reserves. Therefore,
commitment of additional reserves is not needed to
cover the increased variability.

available than in the case when there
is no wind and solar, as shown in
Figure 14. Therefore, commitment

of additional reserves is not

needed to cover variability in the
study footprint. Figure 14 shows a
duration curve of the total amount of up-reserves in the committed generation after the
contingency reserve requirement is subtracted out, showing that 95% of the time, there
are adequate up-reserves in the 30% Local Priority case.
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Figure 14 — There are more up-reserves available in the 30% case than in the no wind/solar
case because the additional renewable energy generation causes many conventional units to
be backed down. Variability Up-Reserve Margin — Local Priority 30% vs. No Wind or Solar Case.

Regulating reserves are a subset of the fast variability requirement, but are held
separately from the 10-minute variability reserves. Regulating reserves are required
to be automatically controlled through AGC. While WWSIS did not evaluate which
units were on AGC, the minute-to-minute analysis showed that sufficient regulating
reserve capability was available in WestConnect.

Down reserves can be handled through wind curtailment when other resources are
depleted. A wind plant can reduce its output very quickly in response to a command
signal. Simulations in this study

show that down reserves can be
Wind plants can be curtailed to provide down

regulating reserves instead of moving regulating units.
Even so, curtailment is estimated to be on the order of
1% or less of total wind energy in the 30% case.

implemented through command
signals (ACE signals) from system
operators. With extensive balancing
area cooperation, WestConnect can
accommodate large amounts of
renewables, and curtailment of wind is expected to be on the order of 1% or less in
the 30% case.

WHAT IS THE EFFECT OF DIFFERENT TRANSMISSION
AND GEOGRAPHIC SCENARIOS?

The In-Area, Local Priority, and Mega Project Scenarios showed similar overall
performance and economics for a given penetration level. This indicates that the
specific locations of the wind and solar resources within WestConnect are not critical,
provided there is adequate transmission infrastructure and access, and balancing area
cooperation (see Sections 4.2.3, 5.5, 6.4.1, 6.4.6, 7.3.1). The assumption that existing
transmission capacity can be fully utilized is an important change from present
practice underpinning these results.
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Figure 15 shows the study footprint’s monthly wind and solar energy as a percentage
of load energy for all three scenarios in the 30% case in 2006.
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Figure 15 — The month-to-month variation of wind and solar penetration is greater than the
scenario-to-scenario variation.

The plots clearly illustrate that 1) despite the month-to-month variation, there is
relatively little difference among scenarios at the footprint resolution and 2) there is
significant month—to-month variation in energy across the year. In fact, there is more
interannual variation in each month’s penetration levels than there is inter-scenario

variation (see Section 4.1.1-4.1.2)

The total WECC operating cost savings per MWh of renewable energy for the different
scenarios was also very similar across the three geographic scenarios, with only a slight
increase in value as the wind plant locations were shifted to the higher capacity factor

sites in the Local Priority and Mega Project Scenarios (see Section 6.4.1)

IS NEW LONG DISTANCE TRANSMISSION NEEDED?
Sufficient intra-area transmission within each state or transmission area for renewable
energy generation to access load or bulk transmission is needed. However, the In-
Area Scenario, which included no

additional long distance, interstate
Up to 20% renewable penetration could be achieved

with little or no new long distance, interstate
transmission additions, assuming full utilization of
existing transmission capacity.

transmission, worked just as well
operationally as the other scenarios.
A sensitivity case examined the
impact of the interstate transmission
build-outs in the Local Priority

and Mega Project Scenarios (which required $3.4 and $11 billion dollars, in 2008$, of
interstate transmission respectively). Figure 16 shows the increased annual operating
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costs for the cases in which the new interstate transmission build-outs associated
with the Local Priority and Mega Project Scenarios were eliminated. These increased
costs are modest because renewables have displaced other generation and freed up
transmission capacity. Assuming renewables have full access to this newly opened

up capacity, there is less need for new transmission.

Assuming a 15% fixed charge rate, the 30% Local Priority Scenario would justify
about $2 billion ($1.7 billion in 2009$) in transmission investments and the Mega
Project Scenario would justify a little over $10 billion ($8.5 billion in 2009$). This rough
estimate suggests that the full-scale transmission build-out might be justified in the
30% Mega Project Scenario, but not at lower penetrations in the Mega Project or for
any of the other scenarios. A more limited transmission build-out may be justified for
the Local Priority Scenario. Of course, these estimates do not include any reliability
benefits that would be realized from adding more transmission. All scenarios could be

built out to the 10% case without any new interstate transmission (see Section 6.4.6).

1,600
1,200 |
=
<
:
O 800 —]
=
L]
0
o
2
Q
=
400 | —
10% Case 20% Case 30% Case 10% Case 20% Case 30% Case
Local Priority Local Priority Local Priority Mega Project Mega Project Mega Project

Figure 16 — Building the Local Priority and Mega Project Scenarios without the
accompanying interstate transmission, increases costs at high penetrations in the
Mega Project Scenario.

IS ADDITIONAL STORAGE NEEDED?

Storage can provide many benefits to the system, including price arbitrage (charging
when spot prices are low and discharging when prices are high), reliability, and
ancillary services. Pumped storage hydro (PSH), solar thermal storage, and plug-in
hybrid electric vehicles (PHEVs) were examined in WWSIS, with the largest focus
on PSH (see Chapter 8). WWSIS evaluated only the price arbitrage part of the value
proposition for PSH and found it much less than sufficient to economically justify
additional storage facilities.

ES-25




In the 10% and 20% wind penetration scenarios, gas generation is always on the
margin (meaning that there are only small spot price variations during most days).
As a result, there is no apparent opportunity to economically justify energy storage
based on price arbitrage. Spot price variations increase in the 30% wind penetration
scenarios, primarily due to errors in day-ahead wind energy forecasts. Occasionally,
the price swings are very large. However, because this is driven by forecast
uncertainty, it is not possible to strategically schedule the use of storage resources
to take advantage of the price variations (and subsequently help eliminate the

operational problems due to wind forecast errors).
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Figure 17 — A new 100-MW PSH plant with perfect pricing foresight would earn
approximately $4 million/yr ($3.4million/yr in 20095) from price arbitrage in the 30% case.

To examine a best-case scenario for storage, a new 100-MW PSH plant was added to
the system and given perfect foresight of spot prices so that it could be dispatched to
optimize revenue. The results in Figure 17 show the resulting number of operating
hours and value. With no renewables, the PSH unit would run about 2200 hours (total
pumping and generating time) and have an operating value of about $2.6 million
($2.2 million in 2009$) for the year. With a perfect forecast, the value of the PSH unit
decreased as the renewable penetration increased, due to decreased spot prices. With
30% penetration and a perfect forecast the 100-MW PSH plant only had an annual
operating value of $0.5 million ($0.4 million in 2009$) which would only yield a
capitalized value of about $35/kW ($30/kW in 2009$). With an SOA forecast, spot
prices are higher due to forecast error, and the 30% case increased the PSH annual
operating value to $3.8 M ($3.2M in 2009$). However, this is several times less than
would be required to recover costs for a new PSH plant* (see Section 8).
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WHAT IS THE BENEFIT OF FLEXIBILITY IN

THE REST OF THE GENERATION FLEET?

System flexibility is the key to accommodating increased renewable generation. WWSIS
finds that at higher (30% case) penetration levels, decreased flexibility of either the coal or
hydro facilities made operation more difficult and increased the costs of integrating the

renewable generation.

ALLOWING HYDRO TO PROVIDE LOAD FOLLOWING

FOR WIND/SOLAR VARIABILITY IS HELPFUL

Hydro generation is capable of quick start/stop cycling and fast ramping, which makes it a
good partner for variable wind and solar generation. Sensitivity analyses were conducted

to examine the effects of hydro constraints on operating costs (see Section 6.4.2).
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Figure 18 — Decreasing the flexibility of the hydro system increases costs. Operating cost savings
for hydro dispatch to net load (left), and operating cost increase for constant output hydro operation
(right), WECC.

This study assumed that hydro generation is normally committed and dispatched to
serve daily peak net-load periods, while respecting the minimum operating points
on the hydro units. The left side of Figure 18 shows the impact of adjusting the hydro
schedules to account for the day-ahead renewable forecasts. Although the impact

is relatively small at low levels of penetration, the WECC operating costs would be
reduced by $200 million/yr ($170 million/yr in 2009%) at the 30% case, increasing the
value of wind and solar energy by about $1/MWh ($0.9/MWh in 2009%).

The right side of Figure 18 examines the impact if hydro operation were severely
constrained, such as a requirement to maintain constant river flow. In this case, the
WECC operating costs would increase by up to $1 billion/yr ($0.9 billion/yr in 2009%).
Clearly it is important to maintain as much operational flexibility as possible with the

hydro generation (see Section 6.4.2).

4 Assuming $1200-2000/kW capital cost and a fixed charge rate of 15% for a new PSH, $18-30 million annually would be needed
to recover capital costs.
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CONSTRAINTS ON COAL PLANTS RESULT
IN HIGHER OPERATING COSTS

In WWSIS, coal plants were assumed to be able to operate down to minimum
generation levels of 40% of nameplate capacity. WWSIS finds that higher minimum
generation levels result in increased operating costs.

A sensitivity case explored the impact of varying coal plant minimum loading on
system operating costs. Increasing the minimum loading had minimal impact with
wind penetrations less than 20%. At the 30% scenario, the impact becomes more
noticeable, as shown in Figure 19. If coal plants are allowed to only operate above
70% load, then WECC operating costs would increase by nearly $160 million/yr ($136
million/yr in 2009%). See Section 6.4.4.
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Figure 19 — Decreasing the flexibility of the coal fleet by increasing minimum generation
levels on coal plants increases costs. Increased WECC operating costs over 40% minimum

ratings on coal plants, 30% case.

WHAT IS THE CONTRIBUTION OF
RENEWABLES TO RESOURCE ADEQUACY?

Variable resources such as wind and solar PV are primarily energy resources rather
than capacity resources. However, they provide some contribution to reliability
(resource adequacy). A range of capacity valuation techniques based on traditional loss-
of-load-expectation (LOLE) data were evaluated to consider the variability inherent
with the renewable generation. This was conducted for WestConnect assuming no
transmission constraints within the study footprint and no interconnections with the
rest of WECC, so that the capacity value characteristics of the renewable generation
could be isolated.
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Table 4 shows capacity values of wind based on daily LOLE which were typical of

the overall analysis. Wind generation resources selected for this study were found to

have capacity values in the range of 10% to 15%. Wind plant energy output tends to
be higher during winter and spring

. . seasons, and during nighttime
Wind was found to have capacity values of 10-15%;

PV was 25-30%; and CSP with 6 hours of thermal
energy storage was 90-95%.

hours, which is contrary to system
peak load periods. Hence, the
capacity value is low relative to the
plant rating. PV solar plants have
capacity values in the range of 25% to 30%. Although PV solar produces its energy
during the daytime, output tends to decline in the late afternoon and early evening
when peak load hours often occur. The PV output was based on the DC rating of the
system; it would be 23% higher if based on the AC rating and included inverter and
other losses from the outset. Concentrating solar plants with thermal energy storage
have capacity values in the range of 90% to 95%, similar to thermal generating plants.
Their maximum energy production tends to be during the long summer days, and
the storage capability extends the energy output through the late afternoon and early

evening hours, when peak loads occur (see Sections 4.2, 4.3, and 9.2 through 9.7).

TABLE 4 — CAPACITY VALUES FOR 2004 2006.

CASE WIND ONLY PV ONLY CSP ONLY WIND+PV+CSP
10% 13.5% 35.0% 94.5% 18.2%
20% 12.8% 29.3% 94.8% 19.7%
30% 12.3% 27.7% 95.3% 19.8%
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CONCLUSIONS AND NEXT STEPS

The technical analysis performed in this study shows that it is feasible for the
WestConnect region to accommodate 30% wind and 5% solar energy penetration.
This requires key changes to current practice, including substantial balancing area

cooperation, sub-hourly scheduling, and access to underutilized transmission capacity.

WWEIS finds that both variability and uncertainty of wind and solar generation
impacts grid operations. However, the uncertainty (due to imperfect forecasts) leads to
a greater impact on operations and results in some contingency reserve shortfalls and
some curtailment, both of which are relatively small. The variability leads to a greater
sub-hourly variability reserve requirement, but because conventional units are backed
down, the system naturally has extra reserve margins.

This study has established both the potential and the challenges of large scale
integration of wind and solar generation in WestConnect and, more broadly, in WECC.
However, changes of this magnitude warrant further investigation. The project team
regards the following as valuable topics for exploration:

e Characterization of the capabilities of the non-renewable generation portfolio
in greater detail (e.g., minimum turndown, ramp rates, cost of additional wear
and tear);

e Changes in non-renewable generation portfolio (e.g., impact of retirements,
characteristics, and value of possible fleet additions or upgrades);

* Reserve requirements and strategies (e.g., off-line reserves, reserves from non-
generation resources);

e Load participation or demand response (e.g., functionality, market structures,
PHEV);

» Fuel sensitivities (e.g., price, carbon taxes, gas contracts and storage, hydro
constraints and strategies);

e Forecasting (e.g., calibration of forecasting using field experience, strategies for
use of short-term forecasting);

* Rolling unit commitment (e.g., scheduling units more frequently than once on a
day-ahead basis);

e Transmission planning and reliability analyses (e.g., transient stability, voltage
stability, protection and control, intra-area constraints and challenges);

e Hydro flexibility (e.g., calibration of hydro models with plant performance).
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1 Introduction

The Western Wind and Solar Integration Study (WWSIS) was initiated in 2007 to
examine the operational impact of up to 35% energy penetration of wind generation,
photovoltaics (PV), and concentrating solar power (CSP) on the power system operated
by the WestConnect [1.1] group of utilities in Arizona, Colorado, Nevada, New Mexico,
and Wyoming. The WestConnect geographic footprint is shown in Figure 1.1. Although
WestConnect includes utilities in California, they were not included in this study
because California had already completed a renewable energy integration study for the
state [1.2]. This study was set up to answer questions that utilities, Public Utility
Commissions (PUCs), developers, and regional planning organizations had about the
impacts of integrating more renewable energy in the WestConnect region:

e Can the system operate reliably and securely with large amounts of wind and
solar generation?

e How do local wind and solar resources compare to out-of-state resources?
e Can balancing area cooperation help mitigate variability?

e What is the impact of wind and solar energy on the variable cost of energy
production, fuel consumption, and emissions?

e How much of the available wind and solar energy can be delivered to energy
users?

e What is the role and value of energy storage?

e How would increased penetration of wind and solar generation affect reserve
requirements?

e What is the benefit of wind and solar forecasting?

® Does geographic diversity of renewable energy resources help mitigate
variability?

e How can hydro resources help with integration of wind and solar generation?
The study objectives, technical approach and study scenarios are presented in Chapters

1 through 3. Observations and conclusions from the various analyses are provided at
the end of Chapters 4 through 9. The key findings are presented in Chapter 10.
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Figure 1.1 Geographic Footprint of WestConnect Utilities

The WWESIS is sponsored by the U.S. Department of Energy (DOE) and managed by the
National Renewable Energy Laboratory (NREL) with WestConnect as a partner
organization. The study was originally established to build upon DOE’s 20% Wind
Energy by 2030 report [1.3], which did not find any technical barriers to reaching 20%
wind energy in the continental United States by 2030. The WWSIS and its partner study,
the Eastern Wind Integration and Transmission Study (EWITS) [1.4], performed a more
in-depth operating impact analysis to see if 20% wind energy was feasible from an
operational level. In DOE/NREL’s analysis, the 20% wind energy target required 25%
wind energy in the Western Interconnection; therefore, this study considered 20% and
30% wind energy to bracket the DOE analysis. And since solar power is rapidly growing
in the west, up to 5% solar energy was also considered in this study.

WWESIS and its partner study EWITS build upon a large body of work on wind
integration [1.5 through 1.10]. Previous studies examined specific utilities or states,
looking at the impact of wind on operations in the regulation (seconds to minutes), load
following (minutes to hours), and unit commitment (hours to days) time frames. In these
studies, hypothetical wind and transmission build-outs were typically added to the
existing system, which was simulated and statistically analyzed over these time frames.
These studies generally consider the impact of the variability of wind (due to varying
weather) and the uncertainty of wind (due to the inability to perfectly forecast the
weather). Even if the weather and the wind could be perfectly forecasted, grid operators
would still have to accommodate wind’s variability. It is important to note that
operators already manage variability and uncertainty in the load; wind and solar add to
that variability and uncertainty.



WWSIS was funded by DOE and managed by NREL. The main partner in this study was
WestConnect. The project team included 3TIER Group (wind power dataset, and wind
and solar forecasts), State University of New York at Albany/Clean Power Research
(solar radiation dataset), Exeter Associates (data collection), Northern Arizona
University (wind validation and hydro analysis), NREL (wind validation, and PV and
CSP power datasets), and GE (scenarios, and main technical/economic analysis). A
Technical Review Committee (TRC), composed of members of WestConnect utilities,
western utility organizations, and industry and technical experts, met eight times to
review technical results and progress. A broader stakeholder group, open to the public,
met five times to ensure study direction and results were relevant to western grid issues.
Results of this study have been extensively vetted in public forums.

The study examined grid operation for the year 2017. That is, system loads and
generation expansion were projected to represent year 2017. While 35% renewable
energy penetration was not expected by 2017, this year was selected in order to start
with a realistic model of the transmission grid. The study examined inter-annual
operability by modeling operations for year 2017 three times, using historical load and
weather patterns from years 2004, 2005, and 2006.
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2 Objectives and Technical Approach
2.1 Project Objectives

The goal of the WWHSIS is to understand the economic and operating impacts due to
increased penetration of wind, PV, and CSP generation resources on the power grid.
This is mainly an operations study and not a transmission planning study, although
several scenarios include inter-regional transmission expansions to deliver power.
Capital cost tradeoffs between wind and solar generation facilities and inter-regional
transmission lines were considered in the development of the study scenarios. The
scenarios were subsequently compared in terms of operational performance, overall
operational cost savings due to avoided fuel usage, and reductions in emissions.

2.2 Major Tasks

In the WWEIS, the major tasks consisted of utility data collection, wind and solar dataset
development, scenario development, statistical analysis, production simulation analysis,
reliability analysis, quasi-steady-state analysis, and analysis of mitigation options. The
WWSIS was a large team effort, with Exeter Associates responsible for data collection,
3TIER Group developing the wind dataset and the solar forecasts, State University of
New York (SUNY) at Albany / Clean Power Research modeling the solar resource,
NREL modeling the PV and CSP power plants, Northern Arizona University (NAU)
validating the wind dataset and hydro operation, and GE developing scenarios and
conducting the main technical and economic analysis. Figure 2.1 shows a flowchart of
the major project tasks.

The study examined grid operation for the year 2017. That is, system loads and
generation expansion were projected to represent year 2017. While 35% renewable
energy is not expected by 2017, this year was selected in order to start with a realistic
model of the transmission grid. The study examined inter-annual operability by
modeling operations for year 2017 three times, using historical load and weather
patterns from years 2004, 2005, and 2006.

Modeling 35% wind and solar energy penetration with the 2017 WECC system was
expected to yield conservative results, because in reality, that penetration level will
occur further into the future, and generation resources installed at that time may have
more flexibility. Furthermore, the gas and coal fuel price assumptions for this study led
to gas generation resources being displaced by wind and solar, so less flexible coal
generation was left to accommodate the variability of wind and solar resources. In
addition, the wind data used in the study was found to have higher variability than that
measured at existing wind plants.



The study focused on the WestConnect region with up to 35% energy penetration of
wind and solar generation. And since renewable energy resources in neighboring

regions can affect operations of the WestConnect region, up to 23% energy penetration

of wind and solar generation was assumed for the rest of WECC. This addressed
concerns of “exporting the variability,” which affected other studies that ignored
significant renewable energy penetrations outside the study area.
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Figure 2.1 Flowchart of WWSIS Project Tasks

2.3 Overview of Study Scenarios

The WWHSIS used a multidimensional scenario-based study approach to evaluate:

e Different levels of energy penetration for wind and solar generation, ranging
from 11% — 35%

e Different geographic locations for the wind and solar resources, and




e A wide array of sensitivities to assess issues such as fuel costs, operating reserve
levels, unit commitment strategies, storage alternatives, PHEV, balancing area
size, etc.

Table 2.1 shows the five levels of wind and solar energy penetration assumed for the
study scenarios. The “PreSelected” case included wind and solar generation that was in
operation before the end of year 2008. The “10%” penetration level included 10% wind
energy and 1% solar energy (relative to total annual load energy) in the study footprint
as well as the rest of WECC. The “20%"” penetration level included 20% wind energy and
3% solar energy in the study footprint, with 10% wind energy and 1% solar energy in the
rest of WECC. The “20/20%"” penetration level included 20% wind energy and 3% solar
energy in the study footprint as well as the rest of WECC. The “30%” penetration level
included 30% wind energy and 5% solar energy in the study footprint, with 20% wind
energy and 3% solar energy in the rest of WECC.

Table 2.1 Wind and Solar Energy Penetrations for WWSIS Scenarios

In Footprint Rest of WECC
Case Name | Wind + Solar | Wind | Solar | Wind + Solar | Wind | Solar
PreSelected 3% 3% * 2%* 2% *
10% 1% 10% 1% 1% 10% 1%
20% 23% 20% 3% 1% 10% 1%
20/20% 23% 20% 3% 23% 20% 3%
30% 35% 30% 5% 23% 20% 3%

* Existing solar generation embedded in load

The study evaluated four major scenarios with wind and solar resources in different
geographic locations.

In-Area Scenario: Each state in the study footprint met its wind and solar energy
targets using the best available wind and solar generation resources within its state
boundary. Each state in the rest of WECC also met its renewable energy target using
the best available resources within the state boundary. In some northern states, it
was necessary to use solar resources from other states due to the lack of good solar
resources. The In-Area siting was held constant for the rest of WECC, while the
study footprint examined two additional scenarios.

In-Area Scenario: Each state in the study footprint met its wind and solar energy
targets using the best available wind and solar generation resources within its state
boundary. Each state in the rest of WECC also met its renewable energy target using
the best available resources within the state boundary. In some northern states, it
was necessary to use solar resources from other states due to the lack of good solar



resources. The In-Area siting was held constant for the rest of WECC, while the
study footprint examined two additional scenarios.

Mega-Project Scenario: The study footprint met its wind and solar energy targets by
using the best available wind and solar resources within the study footprint to
provide the least cost of delivered energy. Given that many of the best wind
resources are in Wyoming, this scenario includes a large penetration of wind
generation in Wyoming (and other wind-rich areas), with new transmission lines to
deliver the energy to load centers.

Local-Priority Scenario: This scenario used the best wind and solar sites within the
entire footprint, but the site selection algorithm included a 10% capital cost
advantage to “local” resources within each state. The result was a scenario that was
about halfway between the In-Area and Mega-Project Scenarios.

Table 2.2 shows a summary of the total wind and solar MW ratings by state for the
study footprint. Section 3 provides additional details about the scenarios and how they
were developed. It also provides data on wind and solar resources in the rest of WECC.
Appendix A provides information about the site selection algorithm and also includes
detailed tables showing load, wind generation, and solar generation by area for each
penetration level and each scenario.



Table 2.2 Summary of Aggregated Wind and Solar MW Ratings by State for WWSIS Scenarios

10% 1% 20% 3% 30% 5%
Load Minimum|Load Maximum|Wind Rating Solar Rating|Wind Rating Solar Rating|Wind Rating Solar Rating
Area (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW)
Arizona 6,995 23,051 3,600 400 7,350 1,200 11,220 2,000
Colorado East 4,493 11,589 2,040 300 3,780 800 5,640 1,400
Colorado West 712 1,526 300 0 600 200 900 300
New Mexico 2,571 5,320 1,080 200 1,920 400 2,790 700
Nevada 3,863 12,584 2,340 200 4,680 700 7,050 1,100
Wyoming 2,369 4,016 930 100 1,620 100 2,340 300
In Footprint 21,249 58,087 10,290 1,200 19,950 3,400 29,940 5,800
10% 1% 20% 3% 30% 5%
Load Minimum|Load Maximum|Wind Rating Solar Rating|Wind Rating Solar Rating|Wind Rating Solar Rating
Area (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW)
Arizona 6,995 23,051 2,850 400 5,250 1,200 7,710 2,000
Colorado East 4,493 11,589 2,190 300 3,870 800 4,650 1,400
Colorado West 712 1,526 210 0 450 200 570 300
New Mexico 2,571 5,320 1,350 200 2,100 400 2,970 700
Nevada 3,863 12,584 1,350 200 2,490 700 3,450 1,100
Wyoming 2,369 4,016 1,650 100 4,020 100 7,410 300
In Footprint 21,249 58,087 9,600 1,200 18,180 3,400 26,760 5,800
10% 1% 20% 3% 30% 5%
Load Minimum|Load Maximum|Wind Rating Solar Rating|Wind Rating Solar Rating|Wind Rating Solar Rating
Area (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW)
Arizona 6,995 23,051 810 400 1,260 1,800 1,890 2,600
Colorado East 4,493 11,589 2,010 300 2,400 400 2,490 1,200
Colorado West 712 1,526 60 0 90 0 90 200
New Mexico 2,571 5,320 1,860 400 2,700 1,000 4,350 1,000
Nevada 3,863 12,584 570 100 1,020 200 1,440 600
Wyoming 2,369 4,016 3,390 0 8,790 0 13,770 100
In Footprint 21,249 58,087 8,700 1,200 16,260 3,400 24,030 5,700




2.4 Analytical Methods

The primary objective of this study was to identify and quantify any system
performance or operational problems with respect to load following, regulation,
operation during low-load periods, etc. Four primary analytical methods were used to
meet this objective; statistical analysis, hourly production simulation analysis, sub-
hourly analysis using quasi-steady-state simulations, and reliability analysis.

Statistical analysis was used to quantify variability due to system load, as well as wind
and solar generation over multiple time frames (annual, seasonal, daily, hourly, and 10-
minute). The power grid already has significant variability due to periodic and random
changes to system load. Wind and solar generation add to that variability, and increase
what must be accommodated by load following and regulation with other generation
resources. The statistical analysis quantified the grid variability due to load alone over
several time scales, as well as the changes in grid variability due to wind and solar
generation for each scenario. The statistical analysis also characterized the forecast errors
for wind generation.

Production simulation analysis with MAPS (Multi-Area Production Simulation
program) was used to evaluate hour-by-hour grid operation of each scenario for 3 years
with different wind and load profiles. WECC was represented as a set of 106 zones, each
with its own load profile, portfolio of generating plants, and transmission capacity with
neighboring areas. The zones were grouped into 20 transmission areas. The production
simulation results quantified numerous impacts on grid operation including;:

e Amount of maneuverable generation on-line during a given hour, including its
available ramp-up and ramp-down capability to deal with grid variability due to
load, wind and solar

e Effects of day-ahead wind forecast alternatives in unit commitment

e Changes in dispatch of conventional generation resources due to the addition of
new renewable generation

e Changes in emissions (NOX, SOX, CO2) due to renewable generation

e Changes in costs and revenues associated with grid operation, and changes in
net cost of energy

e Changes in transmission path loadings
e Changes in use of hydro resources

e Changes in use and economic value of energy storage resources

Quasi-steady-state (QSS) simulation analysis was used to quantify grid performance
trends and to investigate potential mitigation measures in the minute-to-minute time
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frame. QSS analysis simulated the operation of dispatchable generation resources as
well as variable wind and solar generation in the study footprint using one-minute time
steps, while enforcing constraints related to unit ramp rates, ramp range, intertie flow
schedules, and regional AGC functions. These time simulations enabled examination of
the impact of wind and solar generation during challenging time periods, such as:

e Large 1-hour, 3-hour, and 6-hour changes in net load within the study footprint
e High levels of wind and solar penetration
e Low load levels with minimal maneuverable generation on line

e High wind forecast errors

Reliability analysis involved loss of load expectation (LOLE) calculations for the study
footprint and all of WECC using the Multi-Area Reliability Simulation program, MARS.
The analysis quantified the impact of wind and solar generation on overall reliability
measures, as well as the capacity values of the wind and solar generation resources.

Impacts on system-level operating reserves were also analyzed using a variety of
techniques including statistics, production simulation, and QSS simulation. This analysis
quantified the effects of variability and uncertainty, and related that information to the
system's increased need for operating reserves to maintain reliability and security.

The results from these analytical methods complemented each other, and provided a
basis for developing observations, conclusions, and recommendations with respect to
the successful integration of wind and solar generation into the WestConnect power
grid.

2.5 Study Assumptions

Scenario development:

® Specific energy targets for each of three technologies: wind, PV, and CSP with
storage were fixed. For example, wind sites could not be traded out for PV sites.

® A number of capital cost assumptions in 2008 dollars were used in determining
the different geographic scenarios: wind at $2,000/kW, PV at $4,000/kW, CSP
with thermal storage at $4,000/kW, transmission at $1,600/MW-mile, and
transmission losses at 1% per 100 miles. No tax credits are assumed or included.

® Incremental intra-state transmission build-outs were not specified in this
analysis.

® The geographic scenarios considered different inter-state transmission build-outs
and included these costs in the scenarios.

e Existing transmission capacity was assumed to be unavailable for new renewable
energy generation only for the scenario development process.
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New transmission was undersized: 0.7 MW of new transmission was added for
each 1.0 MW of remote generation.

Solar energy was split 70% CSP and 30% PV for the various scenarios.

Production simulation analysis:

All study results were in 2017 nominal dollars with 2% escalation per year.
$2/MBTU coal; $9.50/MBTU natural gas

Carbon dioxide costs were assumed to be $30/ ton of CO?2.

Except where specified, extensive balancing area cooperation was assumed.

The production simulation analysis assumed that all units were economically
committed and dispatched while respecting existing and new transmission
limits, generator cycling capabilities, and minimum turndowns.

Existing available transmission capacity is accessible to renewable generation.
Generation equivalent to 6% of load was held as contingency reserves —half is
spinning and half is non-spinning.

The balance of generation was not optimized for renewables. Rather, a business-
as-usual capacity expansion met projected load growth in 2017. Renewable
energy capacity was added to this mix, so the system analyzed was overbuilt by
the amount of capacity value of the renewable plants.

Increased O&M of conventional generators due to increased ramping and cycling
was not included due to lack of data.

Renewable energy plant O&M costs were not included. Wind and solar were
considered price-takers.

The hydro modeling did not reflect the specific climatic patterns of 2004, 2005,
and 2006, but rather a 10-year long-term average flow per month.

The sub-hourly modeling assumed a 5-minute economic dispatch.

2.6

Wind Data Development

3TIER Group developed the wind dataset for the study [2.1, 2.2]. Over 75 GW of wind
generation sites needed to be modeled in the study. Lacking sufficient measured data to
represent this level of wind generation, it was decided to model the wind resource
across the entire western United States to generate a consistent wind dataset in space
and time. 3TIER Group used the Weather Research and Forecasting (WRF) mesoscale
Numerical Weather Prediction Model (NWP) over the western United States at a 2-km,
10-minute resolution for years 2004-2006. In order to run this large a region at such a
high resolution, it was necessary to divide it into four geographical domains that were
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run independently and then merged. The domains were run in 3-day blocks that were
merged together and the seams smoothed. While the seams were smoothed so that
variability did not exceed realistic limits, the days with seams unfortunately exhibited
significantly more variability than the days without seams. This byproduct of the data-
creation process is illustrated in Figure 2.2. In order to avoid unintended consequences
during data analysis tasks, wind data from every third day (starting with day one) were
eliminated from the statistical analysis of hourly and 10-minute variability. The daily
energy levels were judged to be reasonable so data for all days were used for energy
analysis and production simulation analysis.

25000

3-day (72-hour) average profile for 2006

0000
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Figure 2.2 Statistical Analysis Showing Data Seam at Hour 16 of Every Third Day

3TIER Group also developed day-ahead wind forecasts for each hour. To eliminate any
systematic errors that would result in the forecasts being ‘too good,” a different input
dataset was used for these model runs. As described above, the ‘actual” wind profiles
were derived from the NCAR/NCEP Reanalysis dataset with 10-minute timescale and 2-
km resolution. The ‘forecast” wind profiles were derived from the Global Forecast
System dataset with 1-hour timescale and 6-km resolution. One unintended
consequence of this approach was that the resulting wind forecasts were biased in
comparison to the ‘actual’ wind profiles. That is, the total annual energy of aggregated
wind plant forecasts was different from the aggregated annual energy of the ‘actual’
wind profiles. Annual wind forecast errors by area are summarized in Figure 2.3. On
average, wind forecasts in the study footprint were about 10% high and forecasts in the
rest of WECC were about 20% high. Figure 2.4 shows how the wind energy forecast

error varies by month. In both of these figures, unbiased forecasts would have error
values of zero.

13



Creating new unbiased forecasts was not feasible within the time constraints of the
study. Therefore, to compensate for the bias in the forecast dataset, the hourly wind
forecasts were reduced by 10% in the study footprint and 20% in the rest of WECC. This
removed the annual bias in total energy, but forecast bias over shorter periods still
remained.
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Figure 2.4 Monthly Wind Forecast Error in WECC
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Over 960 GW of wind sites (32,000 sites of 30 MW each) were modeled. This produced a
data set that not only satisfied all the scenarios for this study, but will enable future
studies of different scenarios representing different wind resources in different
locations. Each 2-km x 2-km grid cell was assumed to contain 10 Vestas V90 3-MW wind
turbines, yielding 30 MW per grid cell.

Actual wind plants do not exhibit a deterministic wind plant power curve. In other
words, they do not show a one-to-one correlation between wind speed and wind power.
Therefore, 3TIER Group's stochastic SCORE (Statistical Correction to Output from a
Record Extension) methodology was used for power conversion, instead of using the
sum of ten Vestas V90 wind turbine power curves. The SCORE methodology uses
measured probability density functions to reproduce the type of stochastic output that is
observed in actual wind plants. The SCORE process uses observed statistical deviations
from a mean value to create probability density functions of deviation from some central
point. Because the process of running SCORE for each individual turbine would be very
time consuming, SCORE-lite was developed. SCORE-lite models each grid point by
aggregating ten individual samples from the original SCORE probability density
functions. Wind speeds were converted to stochastic wind power output in 30 MW
blocks using these SCORE-lite probability density functions. SCORE-lite was validated
and found to result in a realistic number of ramps while retaining the diurnal
characteristics of the wind [2.1, 2.2]. While array and electrical losses were not explicitly
taken into account in the power conversion, the wind plant output tended to correspond
very closely to a net wind plant output and was used as such. The wind dataset is
publicly available [2.3].

NREL also developed 1-minute power output data based on measured data from wind
plants with Vestas V90 turbines. The 10-minute data trends were removed from that
measured data. The remaining fast fluctuations were sampled and overlaid on the 10-
minute wind dataset from 3TIER.

Validity analysis was conducted to assess the quality of the wind data. Because this was
the first time such a large, high-resolution wind dataset had been created, it was critical
to check the data in as many ways as possible. This included checks of the power curve,
maximum and minimum output, largest ramps, average capacity factor, etc.

3TIER Group, NREL, and NAU validated the dataset against meteorological tower
measurements of wind speed. In some cases, this was used to determine whether large
wind ramps were real, or artifacts of the model process. NREL also validated the dataset
against wind plant output for about 1 GW of actual wind plants for which NREL could
access historic data. The most critical check of a dataset for integration analysis is the
accuracy of ramps, in this case, on a 10-minute and hourly timescale. A consistent over-
or under-production bias is less important in assessing operational impacts including
regulation, ramping, and load following.
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Figure 2.5 shows validation results for the variability of the wind dataset, comparing the
10-minute wind-plant output deltas (the change from one ten-minute period to the next)
or ramps of the mesoscale-modeled dataset to actual wind plant data. Two validation
graphs of 10-minute ramping statistics for wind plants in two different states are shown.
The top graph shows 536 MW of wind plants in Texas from 2004 — 2006. The bottom
graph shows a large wind farm in the WestConnect footprint over the same time period.
The dataset is considered conservative because it generally overestimates the variability
of the wind plant output, as compared to actual measurements.

Seasonal and diurnal patterns of the modeled data were generally in good agreement

with the actual wind plant output and capacity factors were within a few percentage
points of actual wind plant output.
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Figure 2.5 Examples from Wind Dataset Validation Analysis — Meso-Scale Model Results Versus Actual Texas
Wind Plant Output (top) And Actual WestConnect Wind Plant Output (bottom)

2.7 Solar Data Development/

The State University of New York (SUNY) at Albany / Clean Power Research, developed
the solar resource dataset (SolarAnywhere) for the study. They used a satellite cloud
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cover model to simulate the United States at a 10-km, hourly resolution [2.4]. This
dataset includes global horizontal, direct normal and diffuse radiation. Hourly day-
ahead solar forecasts were developed by 3TIER Group [2.5].

PV was modeled in the WWSIS as distributed generation on rooftops. Modeling
information for large, central station PV plants was not available at the time of the study.
Preliminary data, analysis, and operating experience from the 4.6-MW Springerville
Generating Station Solar System in Arizona indicated that central station PV could have
significant impacts on the grid, but there was little other data to determine whether the
Springerville climate was typical of other regions in the western USA. Weather stations
in the western United States were modeled using PV Watts [2.6] to create PV output in
block sizes of 100 MWoc. Default settings of PV Watts were used for inverter and
transformer losses, soiling and other losses, and system availability, for a total derating
factor of 0.77. That means that the total AC output under standard temperature
conditions was 77% of the DC rating. In order to model distributed generation from
multiple, dispersed resources, PV Watts was run using 11 different system
configurations of tilt, orientation, and tracking/flat-plate selection. The outputs were
aggregated. The hourly PV profiles are publically available [2.7].

To refine the PV output from hourly data to a 10-minute resolution, NREL developed a
model that compared the hourly average PV output to the clear sky (no clouds) PV
output and added sub-hourly variability. The amount of variability added was based on
measured PV output from many small PV plants in Arizona Public Service’s Solar Test
and Research (STAR) program, the Springerville system, and several small PV plants in
Colorado.

CSP was modeled in the WWSIS as 100-MW blocks of parabolic trough plants with six
hours of thermal storage. Over 200 GW of CSP plants were included in the solar dataset
and these profiles are available on the web [2.7]. The storage was initially dispatched to
a typical utility load pattern (in this case, Southern California Edison). Six hours of
storage requires that the solar field (solar collectors) be approximately twice as large as a
system without storage. The Solar Advisor Model [2.8] was used for the power
conversion using NREL’s Excelergy model to represent the parabolic trough plants with
thermal storage. Losses associated with the thermal storage are estimated to be minimal
for storage of several hours. Because the CSP with thermal storage produces a very
stable output, the 10-minute dataset was created simply by interpolating the hourly
dataset.

2.8 Load Data

It was not possible to obtain 10-minute load data for 2004 — 2006 from all operating areas
in the study footprint. Therefore, hourly load profile data for all operating areas in
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WECC were obtained from a Ventyx database, and 10-minute load profiles were derived
by interpolating the hourly data.

2.9

What This Study Does and Does Not Cover

While this study undertakes detailed analysis and modeling of the power system, it was
meant to be a complement to other in-depth studies:

WWESIS is an operations study, not a transmission planning study, although
different scenarios model different inter-state transmission expansion options.

WWSIS focuses on the variable operational costs and savings due to fuel and
emissions. It is not a cost-benefit analysis, even though wind and solar capital
costs were incorporated in scenario development.

WWESIS analyzed the capacity value of wind and solar to assess their
contributions to resource adequacy. However, it is not a comprehensive
reliability study. A full complement of planning and operational electrical
studies would be required to more accurately understand and identify system
impacts.

WWEIS does not address dynamic stability issues.

WWESIS does not optimize the balance between wind and solar resources. Wind
and solar levels were fixed independently.

In 2017, it is anticipated that WestConnect and WECC will operate differently from
current practice. WWSIS assumed the following changes from current operational
practice:

Production simulations of WECC grid operations assume least-cost economic
dispatch in which all generation resources are shared equally and not committed
to specific loads. Except for California and Alberta, WECC currently uses a
bilateral contract market with long and short-term contracts in which resources
are contracted out to meet specific loads.

Other than California and Alberta, WECC currently operates as 37 separate
balancing areas that use these bilateral contracts to balance their areas. Except
where specified, this study assumes five regional balancing areas in WECC
(Arizona-New Mexico, Rocky Mountain, Pacific Northwest, Canada, and
California). WWSIS does not consider any power purchase agreements,
including those for renewables.

Except for California and Alberta, transmission in WECC is primarily
contractually obligated and used. Existing available transmission capacity may
be contractually obligated and not accessible to other generation. This study
assumes that existing available transmission capacity is accessible to other
generation on a short-term, non-firm basis.
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e Pricing developed by production cost modeling can vary widely from bilateral
contract prices, and was not aligned or calibrated with current bilateral contract
prices. The incremental operations and maintenance (O&M) costs in the report
do not necessarily replicate escalated current costs in the Western
Interconnection.

In addition, the study results tend toward the conservative:

e WWSIS did not model a more flexible non-renewable balance of generation than
what exists and is planned in WECC today. If 20-35% variable generation were to
be planned in WECC, more flexible generation would likely be planned as well,
reducing the challenge that wind and solar place on operation in this study.

® This study modeled the grid for the year 2017. If WWSIS were conducted for a
later year when 35% renewables would be more plausible, the power system
would likely have a larger load, more flexible balance of generation, and more
transmission, all of which would help accommodate the renewables.

e The wind dataset used was conservative in terms of overestimating the actual
variability found in measured wind plant output.

® The base assumption of $9.5/MBTU for gas means that gas is displaced, which
leaves coal (coal, in the West, is less flexible than gas) to accommodate the
variability of the renewables.
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3 Study Scenarios

This study analyzed three scenarios representing different approaches to using the
available wind and solar resources in the study footprint.

In-Area: Each state within the study footprint meets its wind and solar energy
penetration target using the best wind and solar resources within each state
boundary.

Mega-Project: The entire study footprint meets its wind and solar energy
penetration target using the best wind and solar resources within the entire study
footprint, regardless of state boundaries. New transmission was added to transport
renewable energy from the generation areas to the load centers.

Local-Priority: This scenario is similar to the Mega-Project Scenario; except that in-
state wind and solar resources have a 10% capital cost advantage over resources in
other states. This scenario falls between the In-Area and Mega-Project Scenarios.

Section 2.5 provided a high-level overview of the study scenarios, including the range of
wind and solar penetration considered. This chapter provides detailed information on
how the scenarios were developed. Locations of available wind and solar sites are
described, and the technical algorithms used to rank the sites selected for each scenario
are explained. Mathematical details of the site selection algorithms are included in
Appendix A.

This study is not intended to be a transmission system design study. Renewable
generation resources within each state were assumed to include the necessary local
transmission facilities to deliver the renewable energy from the plant sites to each state’s
bulk transmission network, per traditional engineering design practices and
performance criteria. New inter-area transmission lines were added for the Mega-Project
and Local-Priority Scenarios to increase bulk power transfer capacities consistent with
the locations of the new renewable generation and the existing load centers.

3.1 Development of In-Area Scenario

The In-Area Scenario assumes that each state within the study footprint meets its wind
and solar energy penetration target using the best wind and solar resources within each
state boundary.

3.1.1 Objectives of the Site Selection Process

The wind and solar datasets included far more available sites than were needed to meet
the study’s energy penetration objectives. Therefore, an analytical method was
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developed to select a subset of the available sites in accordance with the following

objectives:
® Satisfy energy penetration targets.
e Consider expected market value of energy produced.
® Include capacity value of sites.
® Recognize that geographic diversity within areas has value.
® Include pre-selected wind plants (existing or expected to be in service by 2008).
® Independently select wind, PV, and CSP with storage per specified renewable
generation mix.
3.1.2 Available Wind and Solar Sites

The wind database included 32,043 sites with 30 MW of capacity each. These sites were
subjected to an exclusion screen that eliminated 5,523 sites, which were in recreational
areas, close to metropolitan areas, in inaccessible terrain, etc. The locations of the
remaining 26,520 wind sites are shown in Figure 3.1. (Note that this includes 2004 sites
that are outside of the WECC area, and were therefore excluded from this study.) The
solar dataset included 275 PV sites and 501 CSP sites, each rated at 100 MW. Locations of
the PV and CSP sites are shown in Figure 3.2.
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Figure 3.1 All Available Wind Sites in WECC (Each Grey Dot Represents 30 MW)
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Figure 3.2 All Available Solar Sites in WECC (Each Grey Dot Represents 100 MW)

3.1.3 Wind and Solar Site Selection

The selection of wind sites for the In-Area Scenario followed the process described
below. For each state:

Calculate average annual energy, capacity factor, energy value, and an
approximate capacity value for each site from three years of data.

Order the sites best to worst, independently by generation type, on the basis of:

Preselected (i.e., existing plants)

Energy value: Using a price strip of hourly historical hub spot prices, select
the hub closest to a given site and calculate its energy value

Capacity value: Apply a $100/kw-yr weighting factor on a capacity factor
calculated between 2 p.m. and 6 p.m. for June, July, and August

Geographic diversity as proxy for temporal diversity: Apply a 2%/100-mile
weighting factor based on the distance from center coordinates of the
transmission area (latitude/longitude). East-West diversity for solar was
given more weight than North-South due to the fact that sunlight migrates
from East to West. North-South weighting: One for wind, zero for solar. East-
West weighting; one for wind, 1.41 for solar.
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- NOTE: Energy value was the dominant factor in the sorting algorithm,
followed by capacity value. However, capacity value exceeded energy value
for a few sites. Geographic diversity was found to have a secondary impact in
the siting selection results.

e Starting from the highest-ranked sites, select the required number of wind and
solar sites, within the energy footprint, to meet the energy target for the state
(e.g., 10%, 20%, and 30%). Preselected sites are included to meet the energy target
for the state regardless of their energy value.

e Using a similar approach, select sites outside of the study footprint to meet wind
energy targets in the rest of WECC.

A similar process was used to select the solar CSP and PV sites for the In-Area Scenario.

Using this process, wind and solar sites were selected so that their three-year average
energy would match the individual annual targets for wind energy and solar energy.
The same sites were used for all three load/weather years (2004, 2005, and 2006), so the
total wind and solar energy varied slightly between years. Table 3.1 shows the average
annual wind energy by state for the 30% scenario, as well as the values for individual
years.

Figure 3.3 shows the total installed rating of wind and solar generation in the In-Area
Scenario. Table 3.2 shows a summary of annual load, wind, and solar energy by area.
Note that the In-footprint energy penetration is 35% (30% wind and 5% solar) and the
out-of-footprint energy penetration is 23% (20% wind and 3% solar).
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Table 3.1 Annual Wind Energy by State for Three Years, 30% In-Area Scenario

Annual Wind Energy (GWh) Annual Wind Energy (% of load)
Average
Average Load
Sites Sites | Capacity | Energy

WIND - 30% Available | Used [Factor (%)| (GWh) 2004 2005 2006 | Average| 2004 2005 2006 | Average
Arizona 1,091 374 30.4% 99,437 | 28,690 | 31,376 | 29,624 | 29,897 | 28.9% | 31.6% | 29.8% | 30.1%
Colorado East 1,673 188 37.4% 61,372 | 18,031 | 18,577 | 18,753 | 18,453 | 29.4% | 30.3% | 30.6% | 30.1%
Colorado West 68 30 33.3% 8,708 2,560 2,674 2,632 2,622 | 29.4% | 30.7% | 30.2% | 30.1%
New Mexico 3,062 93 38.4% 31,260 | 9,120 9,472 9,555 9,382 | 29.2% | 30.3% | 30.6% | 30.0%
Nevada 1,591 235 28.0% 57,505 | 16,673 | 16,601 | 18,598 | 17,290 | 29.0% | 28.9% | 32.3% | 30.1%
Wyoming 8,912 78 41.0% 27,697 | 8,169 8,466 8,608 8,414 | 29.5% | 30.6% | 31.1% | 30.4%
In Footprint 16,397 998 32.8% | 285,979 | 83,242 | 87,166 | 87,769 | 86,059 | 29.1% | 30.5% | 30.7% | 30.1%
WIND - 20%

CcOoB 155 6 25.0% 1,759 351 379 451 394 20.0% | 21.6% | 25.6% | 22.4%
Idaho East 185 26 20.6% 6,907 1,368 1,390 1,459 1,406 | 19.8% | 20.1% | 21.1% | 20.3%
Idaho Southwest 448 50 27.8% 17,962 | 3,443 3,557 3,974 3,658 | 19.2% | 19.8% | 22.1% | 20.4%
Montana 1,194 35 31.2% 14,143 | 2,805 2,825 2,990 2,873 | 19.8% | 20.0% | 21.1% | 20.3%
N. California 472 393 25.0% | 128,935 | 24,930 | 24,462 | 28,038 | 25,810 | 19.3% | 19.0% | 21.7% | 20.0%
Northwest 3,195 431 31.5% | 178,359 | 34,637 | 34,558 | 38,003 | 35,733 | 19.4% | 19.4% | 21.3% | 20.0%
S.California 1,916 483 35.4% | 224,197 | 44,447 | 46,298 | 43,924 | 44,890 | 19.8% | 20.7% | 19.6% | 20.0%
Utah 554 91 32.0% 38,022 | 7,504 7,698 7,773 7,658 | 19.7% | 20.2% | 20.4% | 20.1%
Out of Footprint | 8,119 1,515 [ 30.7% | 610,284 [ 119,485| 121,167 | 126,612 | 122,421 | 19.6% | 19.9% | 20.7% | 20.1%
[Total 24,516 [ 2,513 [ 31.6% | 896,263 [ 202,728 ] 208,333 [ 214,381] 208,480 | 22.6% | 23.2% | 23.9% [ 23.3% |

Table 3.3 shows a corresponding summary by area of maximum/minimum load MW,
wind MW rating, solar MW rating, and total renewable MW rating. The maximum and
minimum penetration values in this table are capacity penetrations (not energy

penetrations). They are calculated as the ratio of renewable MW rating to area minimum

or maximum load MW.
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Figure 3.3 Overview of In-Area Scenario with 30% Wind Energy and 5% Solar Energy
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Table 3.2 Energy Summary for 30% In-Area Scenario

. Total
In FOOtpn nt Load Wind CSP with Storage PV Renewable
Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Areas (GWh) | (GWh) | (Used/Available) | (GWh) | (Used/Available) | (GWh) | (Used/Available) (GWh)
Arizona 99,437 | 29,897 374 /1091 3,735 10/38 1,548 10/16 35,180
Colorado East 61,372 | 18,453 18871673 2,252 7158 1,038 7113 21,743
Colorado West 8,708 | 2,622 30/68 564 2/8 151 1/11 3,337
New Mexico 31,260 | 9,382 93 /3062 1,421 4/35 473 3/19 11,276
Nevada 57,505 | 17,290 235/1591 2,161 6/45 773 5/10 20,224
Wyoming 27,697 | 8,414 78/8912 0 0/0 420 3/10 8,834
In Footprint 285,979]| 86,058 998 /16397 10,133 29/184 4,403 29/79 100,594 | 35.2 %
Out of Footprint Toval
p Load Wind CSP with Storage PV Renewable
Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Areas (GWh) | (GWh) [ (Used/Available) | (GWh) | (Used/Available) [ (GWh) [ (Used/Available) (GWh)
coB 1,759 394 6/155 294 1/22 142 1/2 830
Idaho East 6,907 | 1,406 26/185 0 0/0 142 1/8 1,548
Idaho Southwest 17,962 | 3,658 50 /448 0 0/0 132 1/5 3,790
Montana 14,143 | 2,873 35/1194 0 0/0 127 1/14 3,000
Northern California |128,935| 25,812 393 /472 2,726 8/26 1,117 81/30 29,655
Northwest 178,359( 35,733 43173195 0 0/0 1,645 13/54 37,378
Southern California | 224,197 44,890 48371916 8,957 23/85 2,050 13739 55,897
Utah 38,022 | 7,658 91/554 937 3/24 303 2/14 8,898
Out of Footprint | 610,284 122,424 1515/ 8119 12,914 35/157 5,658 40/ 166 140,996 | 23.1 %
Table 3.3 Power Summary for 30% In-Area Scenario
In Footprint
Load Wind CSP with Storage PV Total Renewable
Minimum [ Maximum | Rating| Penetration | Rating| Penetration | Rating| Penetration | Rating| Penetration
Areas (MW) (MW) (MW) | % Min| %Max| (MW) | % Min| % Max| (MW) [% Min| % Max| (MW) | % Min| % Max
Arizona 6,995 23,051 [11,220] 160% | 49% | 1,000 | 14% | 4% | 1,000 | 14% | 4% [13,220] 189% | 57%
Colorado East 4,493 11,589 | 5,640 [ 126% | 49% | 700 | 16% | 6% 700 | 16% | 6% | 7,040 [ 157% | 61%
Colorado West 712 1,526 900 | 126% | 59% | 200 | 28% | 13% 100 | 14% | 7% | 1,200 | 169% | 79%
New Mexico 2,571 5,320 2,790 | 109% | 52% | 400 | 16% | 8% 300 | 12% | 6% | 3,490 [ 136% | 66%
Nevada 3,863 12,584 | 7,050 | 183% | 56% | 600 | 16% | 5% 500 | 13% [ 4% | 8,150 | 211%| 65%
Wyoming 2,369 4,016 2,340 | 99% | 58% 0 0% 0% 300 | 13% | 7% | 2,640 [111%| 66%
In Footprint 21,249 58,087 |29,940( 141% | 52% | 2,900 | 14% | 5% | 2,900 | 14% | 5% |35,740( 168% | 62%
Out of Footprint
Load Wind CSP with Storage PV Total Renewable
Minimum [ Maximum | Rating| Penetration | Rating| Penetration | Rating| Penetration [Rating| Penetration
Areas (MW) (MW) (MW) | % Min | %Max| (MW) [% Min| % Max| (MW) [ % Min| % Max| (MW) | % Min| % Max
COB 138 294 180 [131% | 61% | 100 | 73% | 34% 100 | 73% | 34% | 380 |276% | 129%
Idaho East 460 1,365 780 [170% | 57% 0 0% 0% 100 | 22% | 7% 880 |[191% | 64%
Idaho Southwest 1,188 3,592 1,500 | 126% | 42% 0 0% 0% 100 8% 3% | 1,600 | 135% | 45%
Montana 1,149 2,337 1,050 | 91% | 45% 0 0% 0% 100 9% 4% | 1,150 | 100% [ 49%
Northern California | 10,297 28,319 [11,790| 114% | 42% | 800 8% 3% 800 8% 3% [13,390( 130% | 47%
Northwest 14,278 30,953 (12,930 91% | 42% 0 0% 0% | 1,300 [ 9% 4% [14,230| 100% | 46%
Southern California | 9,557 26,864 |[14,490)| 152% | 54% | 2,300 | 24% | 9% | 1,300 | 14% | 5% |[18,090| 189% [ 67%
Utah 2,263 7,274 2,730 [ 121% | 38% | 300 | 13% | 4% 200 9% 3% | 3,230 | 143% | 44%
Out of Footprint 46,328 119,696 |45,450| 98% | 38% | 3,500 [ 8% 3% | 4,000 [ 9% 3% |52,950( 114% | 44%

3.1.4 Transmission Zones and Areas

Although this study focused primarily on the WestConnect footprint, the analytical
models used in the study covered the entire WECC system. The WECC system was
divided into 14 transmission areas. Each transmission area was further subdivided into
transmission zones. Figure 3.4 shows a map of the transmission areas and zones. Table
3.4 summarizes the same information in tabular form.
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In Figure 3.5, the WECC transmission areas have been reduced to dots and the inter-area
transmission paths shown with their transfer ratings (in MW). One rating is shown for
each path, even though many paths have a different rating for each flow direction. Bi-
directional ratings for the transmission paths within the study footprint for the In-Area
Scenario are shown in Table 3.5. The WECC path ratings used in this study were derived
from the Ventyx database and adjusted per discussions with the WestConnect utilities.

The Local-Priority and Mega-Project Scenarios included significant expansion to the
transmission system. The incremental path ratings associated with that expansion are

described in Sections 3.2 and 3.3.
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Figure 3.4 Map of Transmission Zones and Areas
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Table 3.4 Transmission Zones and Areas

Transmission Area Name Transmission Zone Name Abbrev.
Arizona Electric Power Coop AEPC
Arizona Public Service Co APSC
Arizona Glen Canyon Area AZ-GC
Salt River Project SRP
Southern Arizona AZ-S
Tucson Electric Power Co TEP
Sunflower Electric Power CSUA
Colorado Springs Utilities CsSuU
Colorado East Platte River Power Authority PRPA -
Public Service of Colorado - East PSCE c
Tri-State G&T: in East CO TS-ECO s
WestPlains Energy Colorado WEPL °
Colorado West Public Service of Colorado - West PSCW LE
Tri-State G&T: in West CO TS-WCO -
Navajo Tribal Utility Authority NAVTRUA ©
El Paso Electric EPE =
Los Alamos County LAC 2
New Mexico Public Service Co of New Mexico PNM £
Texas-New Mexico Power WECC TNPW 5
Tri-State G&T: NM/Plains Electric TS-NM ;
Southwestern Public Service Company FARM
Sierra Pacific Power Co SPP
Nevada Nevada Power Co NEVP
Deseret G&T Cooperative DGT
PACE - Central Wyoming WYCEN
PACE - Northwest Wyoming WYNW
Wyoming Tri-State G&T: in Wyoming TRSTWYOA
WAPA - Colorado Missouri (Wyoming) WACM
PACW - Soutwest Wyoming WYSW
COB California-Oregon Border Area COB
Idaho East Idaho Power East IPCE
PACE - Idaho PACID
Idaho West Idaho Power West IPCW
Northwestern Energy - Broadview BRODV
Montana Northwestern Energy - Garrison GARSN
WAPA - WAUW - MT North-Central WAUW-M
Dept of Water Resources - North DWR-N
Modesto Irrigation District MID
Northern California Power Agency NCPA
Pacific Gas & Electric - Main PG-EM
Northern California Redding Electric Dept RDNG
Sacramento Municipal Utilities District SMUD
Santa Clara Electric Dept SNCL
Turlock Irrigation District TID
WAPA - Mid Pacific (CVP) WAMP
Avista AVA
BPA - Lower Columbia LOWC 8
BPA - Olympia OLY L
BPA - Spokane SPOK ;
BPA - Western Montana WMT u—
Eugene Water and Electric Board EWEB 8
PACW - Mid Columbia PMIDC 7]
Northwest PACW - Southern Oregon PSORE &
Portland General Electric PGE
PUD No 1 of Chelan County CHPD
PUD No 1 of Cowlitz County COPD
PUD No 1 of Douglas County DOPD
PUD No 1 of Pend Oreille County POPD
PUD of Grant County GCPD
Puget Sound Energy PSE
Anaheim Public Utilities Dept. ANHM
Dept of Water Resources - South DWR-S
Riverside Utilities Dept RVSD
Southern California Southern California Edison SCE
San Diego Gas & Electric SDGE
Imperial Irrigation District 1ID
Los Angeles Dept of Water and Power LDWP
PACE - Utah UPL
Utah Utah Associated Municipal Power UAMPA
Utah Municipal Power Agency UMPAA
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Figure 3.5 WECC Transmission Paths and Ratings (in MW)

Table 3.5 Selected WECC Transmission Path Ratings

WECC Path Rating Rating
(from-to, MW) (to-from, MW)

Arizona to Southern Nevada 5,250 5,250
Colorado-East to New Mexico 64 1
Colorado-East to Colorado-West 2,199 1,468
Colorado-West to New Mexico 690 690

New Mexico to Arizona 6,225 6,600
Northern Nevada to Southern Nevada | 2,000 2,000
Wyoming to Colorado-East 1,605 2,178
Wyoming to Colorado-West 309 207

3.2 Development of Mega-Project Scenario

The objective of the Mega-Project Scenario was to take advantage of the best wind and
solar sites in the entire WestConnect footprint to meet the total renewable energy
penetration targets of the region. Since many of the highest capacity factor wind sites are
in Wyoming, this scenario naturally includes a high concentration of wind plants in
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Wyoming, with new transmission facilities to deliver the wind power to the large load
centers in Arizona and Nevada.

The process to develop the Mega-Project Scenario started with the In-Area Scenario,
which included the best wind and solar sites in each state. The concept was to swap less
attractive local sites for more attractive remote sites. An algorithm was developed that
displaced less attractive local sites in one area, making it a net importer, with the energy
from higher-capacity sites in another area, making it a net exporter. Meanwhile, total
renewable energy in the study footprint was held constant. The tradeoff of remote
versus local sites accounted for the capital cost of generation equipment and
transmission facilities, as well as the cost of transmission losses. The algorithm iterated
towards a combination of resources that would meet the total renewable energy targets
at minimum cost. An overview of the siting algorithm is presented here. Appendix A
includes additional details about the methodology, data, and process.

The algorithm used the following assumptions and concepts. Capital costs are
approximations in 2008 dollars.

e Capital cost for wind = $2000/kW
e Capital cost for PV = $4000/kW
e Capital cost for CSP plus storage = $4000/kW

e Existing transmission would not be used for new renewable energy. New
transmission would be required to accommodate wind/solar generation. Given
that all remote renewable generation sites would rarely be at maximum output
simultaneously, the total transmission requirement was estimated to be 70% of
the maximum possible wind and solar power transfer. Therefore, 0.7 MW of new
transmission was added for each 1.0 MW of remote generation.

e New transmission was assumed to have a capital cost of $1600/MW-mi. With a
20% capital recovery factor, this translated to an annual carrying cost of
$320/MW-mi-yr.

e Transmission losses on new intra-area facilities were assumed to be 1% per 100
miles, based on the distances between the center coordinates of the transmission
areas.

e Transmission cost included a proxy for the cost of inter-area transmission
required to “collect” the energy from geographically diverse plants in exporting
areas. A cost of 5% per 100 miles was applied to the distances from the plants to
the center coordinates of the wind plants in the area.

Using this algorithm, the Mega-Project Scenario was developed to minimize the cost of

generation equipment, new transmission, and losses. In addition to a list of wind and
solar sites, the algorithm produced a set of inter-area transmission capacity
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requirements. These requirements were then manually adjusted to reflect practical
constraints. Inter-area transfer requirements were rounded to match typical
transmission line ratings; 1000 MW for 345-kV ac circuit, 1600 MW for 500-kV ac circuit,
and 3600 MW for a 600-kV HVDC bipole were assumed. Inter-area transfer
requirements that fell significantly below these MW values were ignored.

Similarly, wind plants ratings were rounded off to be multiples of 30 MW and solar
plants were sized to be multiples of 100 MW. This was necessary because of how the
site-swapping algorithm worked. It maintained constant wind and solar energy in the
study footprint. When the algorithm removed a less attractive 30 MW wind site in one
area, it replaced it with a higher capacity factor site in another area, which meant adding
a site smaller than 30 MW. Given this addition of fractional plants, it was necessary to
round the final results into multiples of 30 MW wind sites and 100 MW solar sites.

Figure 3.6 shows a map of the Mega-Project Scenario. Table 3.6 summarizes the
aggregated annual wind and solar energy for each area and Table 3.7 summarizes the
aggregated wind and solar plant ratings. The red numbers on the map represent the
total wind MW in each area. The change from the In-Area Scenario is shown in
parentheses. Wyoming has a total of 13,770 MW of wind generation, an increase of
11,430 MW over the In-Area Scenario. Arizona has a total of 1,890 MW of wind
generation, a decrease of 9,330 MW from the In-Area Scenario. In order to meet the
target of 30% wind energy, it is economically advantageous to build long-distance
transmission to deliver higher capacity wind resources from Wyoming to Arizona, since
the higher capacity wind resources in Wyoming can more than compensate for the costs
related to transmitting the energy to Arizona.
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Figure 3.6 Map of Mega-Project Scenario with Transmission Additions
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Table 3.6 Energy Summary for 30% Mega-Project Scenario

Total
Load Wind CSP with Storage PV Renewable

Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Area (GWh) | (GWh) | (Used/Available)| (GWh) | (Used/Available) | (GWh) | (Used/Available) (GWh)
Arizona 99,437 | 5433 63/1091 5,503 15/38 1,690 11/16 12,626
Colorado East 61,372 | 7,899 83/1673 1,639 5/58 1,035 7/13 10,573
Colorado West 8,708 293 3/68 0 0/8 287 2/11 580
New Mexico 31,260 | 14,921 145/ 3062 1,533 4/35 929 6/19 17,383
Nevada 57,505 | 3,755 48/1591 1,457 4/45 320 2/10 5,532
Wyoming 27,697 | 53,758 459/8912 0 0/0 142 1/10 53,900
In Footprint 285,979 86,059 801/16397 10,132 28/184 4,403 29/79 100,594 352 %

Total
Load Wind CSP with Storage PV Renewable

Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Area (GWh) | (GWHh) | (Used/Available)| (GWh) | (Used/Available) [ (GWh) | (Used/Available) (GWh)
coB 1,759 394 6/155 294 1/22 142 1/2 830
Idaho East 6,907 1,406 26/185 0 0/0 142 1/8 1,548
Idaho Southwest 17962 | 3,658 50/ 448 0 0/0 132 1/5 3,790
Montana 14,143 | 2,873 35/1194 0 0/0 127 1/14 3,000
Northern California | 128,935| 25,812 393 /472 2,726 8/26 1,117 8/30 29,655
Northwest 178,359 35,733 431/3195 0 0/0 1,645 13/54 37,378
Southern California | 224,197 | 44,890 483/1916 8,957 23/85 2,050 13/39 55,897
Utah 38,022 | 7,658 91/554 937 3/24 303 2/14 8,898
Out of Footprint 610,284 122,424| 1515/8119 12,914 35/157 5,658 40/ 166 140,996 231 %
[Total | 896,263] 208,483 2316/24516 | 23,046 | 63/341 [ 10061 69/245 | 241,590 | 27.0 %

Table 3.7 Power Summary for 30% Mega-Project Scenario
Load Wind CSP with Storage PV Total Renewable
Minimum | Maximum | Rating Penetration | Rating| Penetration | Rating|  Penetration Rating Penetration
Area (MW) (MW) (MW) | % Min [ %Max [ (MW) | % Min | % Max | (MW) | % Min [ % Max | (MW) | % Min | % Max
Arizona 6,995 23,051 1,890 27% 8% 1,500 | 21% 7% 1,100 | 16% 5% 4,490 | 64% 19%
Colorado East 4,493 11,589 2,490 55% 21% 500 11% 4% 700 16% 6% 3,690 [ 82% 32%
Colorado West 712 1,526 90 13% 6% 0 0% 0% 200 28% 13% 290 41% 19%
New Mexico 2,571 5,320 4,350 | 169% 82% 400 16% 8% 600 23% 11% 5350 | 208% | 101%
Nevada 3,863 12,584 1440 | 37% 11% 400 10% 3% 200 5% 2% 2,040 | 53% 16%
Wyoming 2,369 4,016 13,770] 581% | 343% 0 0% 0% 100 4% 2% 13,870 586% | 345%
In Footprint 21,249 58,087 |[24,030] 113% 41% | 2,800 13% 5% 2,900 | 14% 5% |29,730| 140% 51%
Load Wind CSP with Storage PV Total Renewable
Minimum| Maximum | Rating|  Penetration | Rating| Penetration | Rating| Penetration | Rating| Penetration

Area (MW) (MW) (MW) | % Min | %Max | (MW) | % Min | % Max | (MW) | % Min | % Max | (MW) [ % Min | % Max
coB 138 294 180 131% 61% 100 73% 34% 100 73% 34% 380 276% | 129%
Idaho East 460 1,365 780 170% 57% 0 0% 0% 100 22% 7% 880 191% 64%
Idaho Southwest 1,188 3,592 1,500 | 126% 42% 0 0% 0% 100 8% 3% 1,600 | 135% 45%
Montana 1,149 2,337 1,050 91% 45% 0 0% 0% 100 9% 4% 1,150 | 100% 49%
Northern California 10,297 28,319 |[11,790| 114% 42% 800 8% 3% 800 8% 3% 13,390| 130% 47%
Northwest 14,278 30,953 [12930] 91% 42% 0 0% 0% 1,300 9% 4% 14,230 100% 46%
Southern California 9,557 26,864 |14,490| 152% 54% 2,300 24% 9% 1,300 14% 5% 18,090| 189% 67%
Utah 2,263 7,274 2,730 | 121% 38% 300 13% 4% 200 9% 3% 3,230 | 143% 44%
Out of Footprint 46,328 119,696 | 45,450 98% 38% | 3,500 8% 3% 4,000 9% 3% |52,950| 114% 44%
Total | 67,577 | 177,783 [69,480] 103% | 39% [6,300] 9% | 4% [6,900] 10% 4% [82,680] 122% [ 47%

3.3 Development of Local-Priority Scenario

The Local-Priority Scenario was developed from the In-Area Scenario using the same
algorithm and assumptions as for the Mega-Project Scenario. The only difference was
that the capital cost of In-Area wind and solar generation was assumed to be 10% lower
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than for remote wind and solar sites in other areas. This served as a proxy for local
incentive programs that would produce local social benefits such as jobs and tax
revenue.

Figure 3.7 shows a map of the Local-Priority Scenario. Table 3.8 shows the total capital
costs of the three scenarios at 30% wind and 5% solar penetration. The Local-Priority
Scenario has the lowest total capital cost of the three scenarios because of the rounding
off of new inter-area transmission ratings. Aggregated wind and solar generation energy
and MW ratings for each area are shown in Table 3.9 and Table 3.10.

The distribution of wind and solar resources in the Local-Priority Scenario is about
halfway between the In-Area Scenario and the Mega-Project Scenario. Of the three major
scenarios in this study, the project team considers this the most realistic. It seems likely
that states will want to produce a significant portion of their required renewable energy
locally. In fact, Colorado already has a program to encourage local production of
renewable energy [3.1]. However, given the extraordinary quality of the wind resources
in Wyoming and a few other locations, it seems likely that some renewable energy will
be exported to other states.

Out of Footprint
45,450
7,500

Local-Priority Scenario
Figure 3.7 Map of Local-Priority Scenario with Transmission Additions
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Other power and energy summary tables for 10% and 20% penetration levels are

included in Appendix A.

Scenario

In-Area
Local-Priority

Mega-Project

Table 3.8 Summary of Capital Costs included in Scenario Development

Wind
(MW)

29,940
26,760
24,030

Solar | Transmission
(MW) (GW-mi)

5,800 0
5,800 2,100
5,700 6,900

Wind
Cost
($B)

59.9
53.5
48.1
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Solar
Cost

($B)
232
232
22.8

Transmission
Cost
($B)

0
34
11.0

Total
Cost
($B)

83.1
80.1
81.9

A
($B)

-3.0
-1.2



Table 3.9 Energy Summary for 30% Local-Priority Scenario

Total
Load Wind CSP with Storage PV Renewable

Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Area (GWh) | (GWh) | (Used/Avadilable) | (GWh) | (Used/Available) | (GWh) | (Used/Available) (GWHh)
Arizona 99,437 | 21,138 257 /1091 3,735 10/38 1,548 10/ 16 26,421
Colorado East 61,372 | 15,320 155/1673 2,252 7/58 1,038 7/13 18,610
Colorado West 8,708 1,736 19/68 564 2/8 151 1/11 2,451
New Mexico 31,260 | 10,047 99 /3062 1,421 4/35 473 3/19 11,941
Nevada 57,505 | 9,101 115/1591 2,161 6/45 773 5/10 12,035
Wyoming 27,697 | 28,716 247 /8912 0 0/0 420 3/10 29,136
In Footprint 285,979| 86,058 892 /16397 10,133 29/184 4,403 29/79 100,594 352 %

Total
Load Wind CSP with Storage PV Renewable

Energy | Energy # Sites Energy # Sites Energy # Sites Energy
Area (GWh) | (GWh) | (Used/Available) | (GWh) | (Used/Available) | (GWh) | (Used/Available) (GWHh)
CcoB 1,759 394 6/155 294 1/22 142 1/2 830
Idaho East 6,907 1,406 26/185 0 0/0 142 1/8 1,548
Idaho Southwest 17,962 3,658 50/ 448 0 0/0 132 1/5 3,790
Montana 14,143 2,873 35/1194 0 0/0 127 1/14 3,000
Northern California | 128,935| 25,812 393/472 2,726 8/26 1,117 8/30 29,655
Northwest 178,359 35,733 431/3195 0 0/0 1,645 13 /54 37,378
Southern California | 224,197 | 44,890 483 /1916 8,957 23/85 2,050 13/39 55,897
Utah 38,022 | 7,658 91/554 937 3/24 303 2/14 8,898
Out of Footprint 610,284 | 122,424 1515/8119 12,914 35/157 5,658 40/ 166 140,996 23.1 %

Table 3.10 Power Summary for 30% Local-Priority Scenario
Load Wind CSP with Storage PV Total Renewable

Minimum | Maximum | Rating | Penetration | Rating [ Penetration | Rating [ Penetration [ Rating | Penetration
Area (MW) (MW) (MW) | % Min| %Max| (MW) | % Min| % Max| (MW) | % Min| % Max| (MW) [ % Min| % Max
Arizona 6,995 23,051 7,710 | 110% | 33% | 1,000 | 14% 4% 1,000 | 14% 4% | 9,710 | 139% | 42%
Colorado East 4,493 11,589 4,650 | 103% | 40% | 700 | 16% 6% 700 | 16% 6% 6,050 | 135% | 52%
Colorado West 712 1,526 570 80% | 37% 200 28% 13% 100 14% 7% 870 122% | 57%
New Mexico 2,571 5,320 2970 | 116% | 56% 400 16% 8% 300 12% 6% 3,670 | 143% | 69%
Nevada 3,863 12,584 3450 | 89% | 27% 600 16% 5% 500 13% 4% 4,550 | 118% | 36%
Wyoming 2,369 4,016 7,410 | 313% | 184% 0 0% 0% 300 13% 7% 7,710 | 325% | 192%
In Footprint 21,249 58,087 26,760 | 126% | 46% | 2,900 | 14% 5% 2,900 | 14% 5% | 32,560 153% | 56%

Load Wind CSP with Storage PV Total Renewable

Minimum | Maximum | Rating [ Penetration | Rating [ Penetration | Rating | Penetration [ Rating | Penetration
Area (MW) (MW) (MW) | % Min [ %Max| (MW) | % Min| % Max| (MW) | % Min| % Max| (MW) [ % Min| % Max
coB 138 294 180 131% | 61% 100 73% 34% 100 73% 34% 380 | 276% | 129%
Idaho East 460 1,365 780 170% | 57% 0 0% 0% 100 22% 7% 880 191% | 64%
Idaho Southwest 1,188 3,592 1,500 | 126% | 42% 0 0% 0% 100 8% 3% 1,600 | 135% [ 45%
Montana 1,149 2337 1,050 | 91% | 45% 0 0% 0% 100 9% 4% 1,150 | 100% | 49%
Northern California 10,297 28,319 | 11,790 | 114% | 42% | 800 8% 3% 800 8% 3% | 13390 130% | 47%
Northwest 14,278 30,953 12930 | 91% | 42% 0 0% 0% 1,300 9% 4% 14,230 | 100% | 46%
Southern California 9,557 26,864 14,490 | 152% | 54% | 2,300 | 24% 9% 1,300 | 14% 5% 18,090 | 189% | 67%
Utah 2,263 7,274 2,730 | 121% | 38% 300 13% 4% 200 9% 3% 3,230 | 143% | 44%
Out of Footprint 46,328 119,696 | 45,450 98% | 38% | 3,500 8% 3% 4,000 9% 3% |[52,950] 114% | 44%

3.4 References

[3.1] Excerpt from Colorado Renewable Energy Standard, “Eligible electricity generated in

Colorado is favored. Each kilowatt-hour (kWh) of eligible electricity generated in-state, other than
retail DG, receives 125% credit for RPS-compliance purposes.”
http://www.dsireusa.org/incentives/incentive.cfm?Incentive Code=CO24R.

38



http://www.dsireusa.org/incentives/incentive.cfm?Incentive_Code=CO24R

4 Statistical Analysis: Seasonal, Monthly, and Daily
Trends

One undeniable constant of power systems operation is that load is always changing —
second-to-second, minute-to-minute, hourly, seasonally, and yearly. The variability of
load (or the degree to which it changes) is dependent on a wide range of factors, not the
least among them being human behavior. The key goal of power systems operation is to
maintain the crucial balance between system load and dispatchable generation.

As the amount of variable resources like wind and solar generation increases on the
system, the balancing act becomes more intricate. Because they are not considered
“firm” generation, wind, and solar output contribute to the “net load”! seen by the
balance of generation. As such, they increase the variability of the system load and
consequently the ramp and range requirements for units committed to meet the load.

The goal of this chapter (and the next) is to statistically characterize the hourly
variability of the load, wind, solar, and net load, in individual states/transmission areas,
the study footprint, and WECC. The analysis will begin with an overall examination of
broad trends in Chapter 4, and progressively delve into the nuances and implications of
period-to-period changes in Chapter 5.

As discussed earlier in Chapter 2, there is a tremendous amount of data available for
analysis. The breakdown from a statistical point-of-view is as follows

e Three data years: 2004, 2005, and 2006
® 14 transmission areas (comprising 108 load zones): 6 in study footprint, 8 outside
® Four penetration levels: baseline, 10%, 20%, and 30%

® Three study scenarios: In-Area (IA), Local-Priority (LP), and Mega-Project (MP)

These cases taken together lead to 504 unique combinations that could potentially be
analyzed. This is shown graphically in Figure 4.1 below. For example, a plot of the
average daily load, wind, and solar profiles for year 2006 in Arizona for the 30%
penetration level in the Local-Priority Scenario may be interesting, but is only one of 504
such plots that convey similar information for other years, states, penetration levels, and
scenarios. Since it would be prohibitive to present this level of detail, the chapter focuses
on meaningful representative samples of the analyses. Most often (though not always),
the statistical characterization is illustrated using 2006 data, the Local-Priority Scenario,

! Net load is defined as the instantaneous system load minus the generation output of non-
dispatchable wind and solar generation (Load-Wind-Solar), i.e., net load is the amount of
generation required from dispatchable units.
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30% penetration level and the In-footprint states (blue path in Figure 4.1). The reasons
for this are discussed throughout the chapter. Other illustrative charts and data are
included in the appendices. However, even the appendix material is selected to give a
broad overview of the work, as opposed to exhaustive detail of every chart and graph
produced in the study.

AZ

CO-E | In-
ﬁﬁ'w Foot
NV print

wy
coB

ID-E
ID-SW

MT

NocCal
Northwest
SoCal

uT

Figure 4.1 Graphical Representation of Statistical Study Permutations and Most Often Used Path

4.1 Monthly Energy from Wind and Solar

As discussed in Chapter 3, the wind and solar sites were selected within the WECC
region to produce the 10%, 20%, and 30% penetration levels under the 3 scenarios In-
Area, Local-Priority, and Mega-Project. Earlier in Table 2.1, the wind and solar
combinations for the penetration levels were described. For the 30% penetration level
under the In-Area Scenario, wind sites are selected such that the aggregate nameplate
wind can supply on average 30% of the annual load energy inside the footprint and 20%
of the annual load energy outside the footprint. Similarly, CSP? and PV sites are chosen
to supply 5% of the annual load energy inside the footprint and 3% outside.

However, due to the variable nature of the wind and solar resources, one would not
expect that they would meet 35% of the load energy at all times. A key question
examined in is this section is, what is the monthly/seasonal and yearly variation of wind
and solar energy within footprint and across states/areas, and how closely does it
correspond to the expected penetration outlined earlier in Table 2.1.

2 In many figures and charts, CSP is listed as CSPws where “ws” denotes “with storage.”
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4.1.1 Year-to-Year Comparison

Earlier in Chapter 3, wind and solar site selection was discussed, and Table 3.1 listed the
annual wind energy by state in 2004, 2005, and 2006 for the 30% In-Area Scenario. At the
footprint level, the total annual wind and solar energy only varies slightly between
years, but more variation is expected at higher spatial and temporal resolutions.

Figure 4.2 shows the study footprint monthly energy from wind and solar for 2004, 2005,
and 2006 wind shapes in GWh. Figure 4.3 plots the monthly energy as a percentage of
load energy in the month. In both plots, the green sections of each bar indicate monthly
energy from wind, the orange sections indicate monthly energy from CSP, and the
magenta sections indicate monthly energy from PV. The height of the bar gives the total
renewable energy for each month of the year. For illustration, the 30% penetration level
for the In-Area Scenario is shown. Similar plots for the other penetration levels and
scenarios are included in Appendix B.

The data in the plots and Table 4.1 clearly indicate two salient points (1) there is
significant year-to-year variation in the total monthly energies, and (2) 30% is not always
30%! These points are discussed further below.

On the first point, overall, there is 5% more wind and solar energy in 2006 than 2004, but
the seasonal differences are even more evident. During winter and early spring there is
over 30% more energy from 2006 wind and solar than for the same period in 2004.
Conversely, in the late spring to summer period there is over 20% more wind and solar
energy in 2004 than 2006. The highest monthly total energy (11,651 GWh) is recorded in
March 2006, and the lowest (5,022 GWh) occurs in August 2006. The 2006 data exhibits
much more dynamic range and deviation than other years, which makes 2006 a good
year to illustrate the statistical variability.

On the second point, Figure 4.3 clearly shows the seasonal characteristic of the wind and
solar energy and highlights its relationship to the load variation (this will be explored
further in Section 4.3). Over each year, wind energy is 30% of the load, and solar energy
is 5%, but the monthly penetration varies significantly from season to season regardless
of the year. For example, in March and April 2006, wind and solar combine to meet 55%
of the load, but in July and August 2006, they combine to meet just 17%. This is partially
because the study footprint load is higher in summer than in the fall, but also the wind
energy content tends to be more in the spring months and less in the summer (reverse
for solar). Later sections in this chapter will delve deeper into the load-wind coincidence
and the potential operational issues, particularly during low-load, high-wind hours.
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Figure 4.2 Total In-Footprint Monthly Energy from Wind and Solar for 2004 — 2006 (30% In-Area Scenario)
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Figure 4.3 Total In-Footprint Monthly Energy from Wind and Solar for 2004 — 2006 (30% In-Area Scenario)

Table 4.1 summarizes the monthly energies for individual states in the study footprint
and the total footprint. These data support the two salient points made earlier. Within
each area, there is significant year-to-year variation in the total monthly energies, and in
some months, the energy penetration in certain states is well over 30%. The second point
is discussed further in Section 4.1.3.
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Table 4.1 Monthly Wind and Solar Energy Summary for 2004, 2005, and 2006, 30% In-Area Scenario

2004 GWh

Jan Feh Mar Apr May Jun Jul Aug Sep Oct Nov Dec
A7 1,779 2681 2B37 3538 4273 2812 2020 2207 3,023 3519 2,356 2,890
CE 1,891 1,580 2,194 1,708 2,489 1,510 1,284 1,401 1,781 14850 1,199 2413
CwW 227 208 338 284 433 280 236 231 278 283 132 328
NM 8588 895 1,061 1,011 1,191 829 654 773 978 963 658 1,058
NV 1,204 1570 1,767 1,845 2,302 1,601 1.404 1,496 1,430 1876 956 2,046
Wy 951 B2 953 637 955 609 528 513 582 640 4585 1072
FP 5,570 7 546 3,951 9222 11543 7 541 5,127 5,520 8,082 9,131 5,527 9,807
2005 GWh

Jan Feh Mar Apr May Jun Jul Aug Sep Oct Nov Dec
AT 2577 2810 4,085 4,083 3510 3,810 2410 14574 3,080 2642 3,268 2,376
CE 1538 1512 2,002 2,085 1873 1,901 1,294 1,112 1654 1,505 2414 2569
CW 250 217 307 321 329 339 229 196 301 228 325 351
NM 1,103 a4 1,127 1,139 956 1,07 748 586 926 g4 1,099 293
NV 1,556 1083 1,995 2,036 1,748 2,188 1,345 1,065 1,656 1,358 1,724 1.751
WY 14 589 853 683 B73 653 477 500 601 590 1,168 1,186
FP 8,737 6564 10,333 10,347 9,088 9,917 5574 5,037 8,217 7 208 9,597 5,232
2006 GWh

Jan Feh Mar Apr May Jun Jul Aug Sep Oct Nov Dec
AF 3B57 21890 4529 4213 3,261 2,440 1723 1,568 2,234 2588 2816 2430
CE 249 2401 2,208 2236 1,761 1,500 1047 823 1514 1917 2,083 2018
W 340 340 323 396 248 273 167 166 225 271 311 255
NM 1,156 994 1,269 1,198 853 802 721 566 860 1023 1,052 933
NV 2,325 1657 2,485 2461 1,739 1,602 1237 1528 1,279 1415 2,099 1570
WY 1,167 1087 736 7E5 690 544 358 371 588 814 951 916
FP 11,135 9370 11651 11269 8592 7,162 5253 5,022 5,700 5,429 9,352 5222

4.1.2 Scenario Comparison

For the three study scenarios, suitable wind and solar sites were selected based on a
number of factors, as discussed in Chapter 3. The distribution of the sites, capacity
factor, and diversity are distinct enough to affect the overall energy profile. Figure 4.4
and Figure 4.5 plot the footprint total and percent monthly energy from wind and solar
for the three scenarios, in 2006 for 30% penetration.

From a total and percent energy viewpoint, there is a much greater difference from
month to month than from scenario to scenario. The Mega-Project Scenario exhibits
slightly more dynamic range over the year than the other two scenarios, with 58%
energy from wind and solar in January, and 14% in July.

The large amount of temporal (month-to-month) variation is expected since the energy
content of the sites is so different from season to season. However, the degree to which
the scenarios conform was not altogether expected, though in retrospect it is not
surprising. The difference in geographic diversity among scenarios suggests that state
monthly energies would be very different in each scenario. However, at the footprint
level the implicit assumption of sufficient transmission to move energy to where it is
needed tends to obscure local iniquities. In fact, it is safe to say that there is relatively
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little difference among scenarios at this resolution. This observation is reinforced in
subsequent analyses.
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Figure 4.4 2006 Total In-Footprint Monthly Energy from Wind and Solar for All Scenarios (30% Penetration)
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Figure 4.5 2006 Percent In-Footprint Monthly Energy from Wind and Solar for All Scenarios (30% Penetration)

4.1.3 State-by-State Comparison

The monthly energy at the footprint level tends to obscure some interesting differences
among the states, due to size variances. Chapter 3 summarized the wind and solar
energy in each state for the three scenarios. Figure 4.6 and Figure 4.7 plot the total
monthly energy in Arizona and Wyoming for the 30% Local-Priority Scenario. The
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numbers above the bars indicate the renewable energy as a percent of the state load
energy.
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Figure 4.6 2006 Arizona Total and Percent Monthly Energy from Wind and Solar (30% Local-Priority Scenario)
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Figure 4.7 2006 Wyoming Total and Percent Monthly Energy from Wind and Solar (30% Local-Priority Scenario)

These two states are chosen for illustration because they have just about the same
amount of installed wind capacity but are polar opposites with regard to the size of the
load and the quality of wind and solar resources. As expected, the seasonal patterns
observed at the footprint level are evident at the state level, but there is a dramatic
difference in the monthly energy penetration. During the fall and winter months, wind
and solar energy is well over 100% of Wyoming’s load energy, reaching almost 200% in
January. Similar wind capacity in Arizona gives a high penetration value of less than
50% in March. This underscores the need for export capability and transmission capacity
within the footprint and to areas outside. This point is emphasized even more clearly by
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the data in Table 4.2. The table summarizes the percent monthly energy from wind and
solar for individual states in the study footprint, the total study footprint (FP), and all of
WECC. The areas are arranged in order of increasing size (load) from left to right.

Table 4.2 Summary of 2006 Percent Monthly Energy from Wind and Solar (30% Wind Energy in Footprint)

IA Scenario

CO-wW WYy NM CO-E NV Ariz FP WECC
Jan 47% 52% 45% 50% 54% 50% 50% 37%
Feb 53% 50% 44% 51% 48% 50% 49% 34%
Mar 47% 33% 53% 45% 60% 66% 54% 37%
Apr 62% 37% 51% 51% 60% 61% 55% 37%
May 40% 31% 33% 35% 34% 36% 35% 29%
Jun 36% 24% 27% 27% 30% 22% 26% 22%
Jul 18% 14% 24% 17% 17% 13% 16% 16%
Aug 20% 16% 20% 14% 24% 13% 17% 17%
Sep 35% 30% 35% 34% 27% 23% 28% 22%
Oct 40% 34% 42% 38% 31% 40% 37% 27%
Nov 47% 43% 41% 43% 57% 40% 45% 32%
Dec 33% 36% 34% 36% 35% 31% 34% 25%
LP Scenario

CO-W wy NM CO-E NV Ariz FP WECC
Jan 34% 189% 48% 42% 30% 37% 54% 38%
Feb 38% 168% 47% 44% 28% 38% 53% 35%
Mar 33% 110% 56% 38% 31% 49% 50% 35%
Apr 45% 125% 54% 43% 35% 46% 52% 36%
May 30% 88% 35% 30% 21% 27% 33% 28%
Jun 28% 63% 28% 24% 19% 17% 24% 22%
Jul 14% 35% 25% 15% 10% 10% 15% 15%
Aug 16% 45% 21% 13% 14% 10% 16% 16%
Sep 27% 96% 37% 29% 17% 18% 29% 22%
Oct 29% 118% 45% 33% 21% 31% 40% 27%
Nov 35% 147% 44% 37% 32% 30% 46% 33%
Dec 23% 133% 36% 30% 20% 23% 37% 26%
MP Scenario

CO-W wYy NM CO-E NV Ariz FP WECC
Jan 8% 481% 73% 23% 12% 14% 59% 39%
Feb 9% 433% 71% 24% 13% 16% 56% 36%
Mar 8% 410% 82% 21% 13% 19% 46% 34%
Apr 11% 433% 78% 24% 16% 21% 49% 35%
May 8% 280% 49% 17% 10% 15% 31% 28%
Jun 7% 216% 39% 14% 9% 11% 22% 21%
Jul 4% 121% 33% 10% 5% 8% 14% 15%
Aug 4% 131% 29% 9% 7% 8% 16% 16%
Sep 7% 265% 53% 18% 8% 11% 31% 23%
Oct 7% 345% 64% 19% 10% 13% 41% 27%
Nov 8% 388% 67% 19% 13% 13% 49% 34%
Dec 6% 334% 60% 17% 8% 9% 42% 28%

In the Mega-Project Scenario, most of the wind capacity inside the study footprint is
installed in Wyoming and New Mexico (13,770 MW and 4,350 MW respectively). This
leads to large penetration levels in the winter and spring months, as shown in the
bottom section of Table 4.2. In January, wind and solar energy is 481% of Wyoming's
load energy. However, the penetration on a footprint-wide basis is 59% and 39% on a
WECC-wide basis. Again, this reinforces the need for export capability and transmission
capacity inside the footprint, and to loads outside the footprint. The next section uses
duration plots to more closely examine some of these high-wind, low-load periods.

46



4.2 Yearly Duration Trends

The ability of the system to accommodate net load variations is in large part a function
of the absolute net load level. Since system maneuverability tends to increase with the
generation level, and vice versa, the generation mix is more flexible at high load hours
and less flexible at low-load hours. Past studies have shown that during the hours when
load is lowest, there tends to be more wind energy, which could lead to minimum load
issues at high-wind penetration levels. This section will examine the duration of wind
and solar over the year and the correlation of net load variability with load levels
throughout the year. For clarity and brevity, most of the charts and discussion will focus
on year 2006, the 30% penetration level, the study footprint, and a few selected states.
Information on other years, penetration levels, and states are included in Appendix B.

4.2.1 Wind Duration

Figure 4.8 below shows the 2006 wind duration plots for all three scenarios at the 30%
penetration level. Each division on the x-axis represents deciles, or 10% of the yearly
hours (876 hours). The highest instantaneous penetration achieved in the year is listed in
the inset box.
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Figure 4.8 2006 Study Footprint Wind Duration Plots for All Three Scenarios (30% Penetration)

Not surprisingly, of the three, the In-Area Scenario has the highest instantaneous
penetration. There are 24 hours with over 100% instantaneous penetration, versus 5
hours for the Local-Priority Scenario and none for the Mega-Project. This is because the
In-Area Scenario has more installed capacity than the other scenarios. However, it tends
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to drop more steeply than the others do because the overall capacity value of the wind
plants in the In-Area Scenario is not as good as in other scenarios.

This is more clearly shown in Figure 4.9, which plots the same traces normalized as a
percent of nameplate wind. It is clear that there is a distinct separation of traces due to
difference in quality of wind resources. The In-Area Scenario trace drops quite a bit
faster than the Mega-Project trace, because there are more hours in the year when the
wind output is high in the Mega-Project Scenario. The Mega-Project wind is at or above
50% of nameplate capacity for 40% of the year, or 3504 hours. By comparison, the In-
Area wind is at or above 50% of nameplate capacity for only 22% of the year, or 1927
hours. The Local-Priority Scenario, as expected, is somewhere in between the In-Area
and Mega-Project. On the flipside, all three scenarios exhibit similar characteristics at the
low end. In-Area, Local-Priority, and Mega-Project wind are less than 10% of nameplate
capacity for approximately 10% of the yearly hours. Both Figure 4.8 and Figure 4.9
highlight the fact that the real difference between the three wind scenarios is at the mid-
range to high-wind levels.
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Figure 4.9 2006 Study Footprint Wind Duration Plots Normalized as % of Nameplate Wind

As pointed out in Chapter 3, the wind profiles for the 20% and 30% penetration levels
were created by adding new sites to the 10% profile. For each of the three scenarios, the
10% profiles generally contain the best available sites in terms of energy content. For the
20% and 30% profiles, the next best sites are added, subject to the rules of the site
selection algorithm for the particular scenario.

Yearly duration plots in Figure 4.10 show the 10%, 20%, and 30% penetration profiles for

the Local-Priority Scenario. Each division on the x-axis represents deciles, or 10% of the
yearly hours (876 hours).
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Figure 4.10 2006 Study Footprint Wind Duration Plots for All Three Penetration Levels (Local-Priority Scenario)

The data underscore the fact that high instantaneous wind penetrations can be achieved
during the year even for the lowest energy penetration level. Figure 4.11 shows the
duration plots normalized as a percent of nameplate wind capacity. One unexpected
observation is the 10% profile has a lower overall capacity value than the 20% and 30%,
which appears to contradict the fact that the best available sites were chosen for the 10%
penetration level. However, recall that about 3% of the sites in the first 10% are pre-
selected (existing) sites, which disproportionately affects the overall capacity value.
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Figure 4.11 2006 Study Footprint Wind Duration Plots Normalized as % of Nameplate Wind
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At the state/area level, one would expect the difference between individual wind
profiles to be significant. Figure 4.12 plots the 2006 wind duration curves for all
states/areas in the footprint for the 30% Local-Priority Scenario. Figure 4.13 shows the
same traces normalized as a percentage of the installed wind capacity in the area. The
highest instantaneous penetration achieved in the year is listed in the inset box on
Figure 4.12.
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Figure 4.12 2006 In-Footprint Area Wind Duration Plots for the 30% Local-Priority Scenario
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Figure 4.13 2006 In-Footprint Area Wind Duration Plots Normalized as % of Nameplate Wind
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Recall that for the Local-Priority Scenario, Arizona and Wyoming have the largest
installed base of wind, while Colorado-West and New Mexico have the least. On Figure
4.12, the states/areas are arranged by load size (smallest to largest) in the legend. It is
obvious why Wyoming (with big wind and small load) would have very high
instantaneous wind penetration (286%) during the year, while Arizona (big wind and
big load) does not rise to this penetration level —though it is still very high at 101%. On
the other hand, Colorado-West, despite the relatively small installed wind capacity, still
has a high instantaneous penetration due to the small load in the area.

The slope of the traces, especially in Figure 4.13, gives some insight into the quality of
installed wind in each area for the Local-Priority Scenario. Generally, the flatter the
trace, the higher quality the wind resource is. In Figure 4.13, Arizona has the steepest
trace, while Wyoming has the flattest, confirming what we already know about the
quality of the wind in these states for the Local-Priority Scenario. The most curious trace
is Colorado-East, which is steep in the first decile, but flattens out considerably for other
deciles—meaning wind in Colorado-East spends more time in 20% — 80% of nameplate
range than wind in other areas.

4.2.2 Solar Duration

Figure 4.14 shows the 2006 yearly duration and instantaneous penetration for the total
CSP output in the study footprint under the 30% Local-Priority Scenario. The orange
trace is the CSP output plotted against the left axis, and the blue trace is the
instantaneous penetration plotted against the right axis.
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Figure 4.14 2006 Study Footprint CSP Duration and Penetration for the 30% Local-Priority Scenario

For the Local-Priority 30% scenario, sufficient CSP capacity is installed to supply only
3.5% of the load energy. However, over the course of the year, the instantaneous CSP
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penetration reaches 11.5%, and is in fact greater than or equal to 5% for about 35% of the
year. The CSP duration curve is strongly influenced by the built-in six hours of storage.
This is evidenced by the fact that the orange trace is convex-shaped, so that it persists
longer at its peak and rolls off quickly thereafter. With 2,900 MW of installed CSP (with
storage) capacity, the output is at or above 2,500 MW for 20% of the year. However, this
rolls off very quickly, such that CSP output is at or above 500 MW only 54% of the year.
There is no output for 40% of the year, the hours when it is dark and storage is
exhausted.

Figure 4.15 shows the 2006 yearly duration and instantaneous penetration for the study
footprint PV under the 30% Local-Priority Scenario. The purple trace is the PV output
plotted against the left axis, and the blue trace is the instantaneous penetration plotted
against the right axis.
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Figure 4.15 2006 Study Footprint PV Duration and Penetration for the 30% Local-Priority Scenario

PV resources are installed to supply 1.5% of load energy, but like the CSP output, the PV
output also reaches a relatively high penetration of 7.3% during the year. A key
difference between the two, however, is that PV has no storage so it tends to have a
sharper peak than CSP (this will discussed further in the next section) and a more gentle
roll-off. The purple trace in Figure 4.15 tends to drop very steeply during the peak
output hours, but then ramp more gradually toward zero output. With 2,900 MW of
installed PV capacity, the output is at or above 1,250 MW for 20% of the year, and at or
above 500 MW only 38% of the year. There is no PV output for 50% of the year, 10%
more zero output hours than CSP, which is extended by the storage capacity.
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4.2.3 Net Load Duration

The wind and solar duration in isolation may be interesting and may give some insight
into the quality of the resources, but the main goal is to determine their impact on load
variability and, by extension, generation requirements. The net load duration is more
useful for looking at the trend in the coincident combinations of load, wind, and solar
over the year. As discussed earlier, net load is determined by subtracting the hourly
chronological wind and solar generation from the corresponding hourly load. The data
are then sorted to produce the net load duration curve for the year.

Figure 4.16 shows the 2006 study footprint net load duration curves for the In-Area
Scenario. The magenta trace is for the baseline or existing wind and solar, and the
others, green, orange and blue, are for the 10%, 20%, and 30% penetration levels
respectively. The inset boxes list the maximum and minimum net load observed during
the year for each penetration level. The horizontal black trace indicates the minimum
load point (without existing wind) for the year.
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Figure 4.16 Study Footprint 2006 Net Load Duration for the In-Area Scenario

The duration curves illustrate the impact of increasing amounts of wind and solar
generation on net load, especially during low-load hours (the tenth decile). Over the
year, regardless of wind penetration, there are several hours when net load dips below
the minimum load point (22,169 MW). For the baseline, this is 1.68% of the year or 147
hours, but for 30% penetration, it is 57% of the year or almost 5000 hours. Now, there is
nothing inherently critical about this minimum load threshold. The system may be able
to operate well below this load level, but it simply serves as a reference point for
illustration. During the absolute minimum net load hour for 30% penetration, the wind
and solar generation push the net load down to -2,914 MW. In other words, during that
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hour there is 2,914 MW more renewable generation alone than load on the system
footprint! Clearly, the footprint system must either export to the rest of WECC or spill
renewable generation. This is an “interesting” operating problem to have, and it gets
even more “interesting” at the state/area and zone level, especially if each area or zone
has to provide ancillary services to integrate these resources. Chapter 6, Operational
Analysis, will demonstrate the system impact on this day and other challenging days,
and discuss strategies to improve operations.

As we have seen earlier, the statistical character of the net load at the footprint level is
not altogether dissimilar for the three scenarios (differences become starker at the state
level, as will be shown later). Figure 4.17 plots the 2006 study area net load duration
curves for the three scenarios at 30% penetration on one chart. The figure also includes
call-outs with the top and bottom ten percent of load hours, as well as the median load
hours.
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Figure 4.17 Study Footprint 2006 Net Load Duration for All Scenarios (30% Penetration)

The charts confirm that there is no significant differentiation between the three scenarios
at the footprint level. During the low-load hours, all three scenarios present a similar
challenge. For the minimum load hour, the Local-Priority net load is —1,245 MW and the
Mega-Project net load is 1,014 MW —not that much different qualitatively from the In-
Area net load in that hour. The number of hours that net load is below the minimum
load point is basically the same in all three scenarios, as is the maximum net load
observed during the year.
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The next few charts plot the 2006 net load duration curves for the three different
scenarios in three selected states: In-Area in Arizona, Local-Priority in New Mexico, and
Mega-Project in Wyoming. This combination of states and scenarios is selected to give a
flavor of the stress imposed at the area level by the various scenarios.

In each of these states, the wind and solar output has an increasingly dramatic impact on
the net load. In Arizona, there is enough wind to supply 30% of Arizona’s load. Since
Arizona is a large state and the wind resources are not particularly great (in terms of
capacity factor), this leads to a large installation base and potential operation difficulties
when the load is low. In Figure 4.18, for 30% penetration, Arizona’s net load is below the
observed state minimum load 45% of the year, and the minimum net load is almost
-5,000 MW (wind and solar output is 5,000 MW more than load). In New Mexico, under
the Local-Priority Scenario, the installed wind and solar capacity pushes down the
minimum load point considerably, as shown in Figure 4.19. For 30% penetration, New
Mexico’s net load is below the state minimum load 60% of the year. In Wyoming under
the Mega-Project Scenario, most of the wind resources are installed to supply load
elsewhere in the footprint. With this large base of installed wind on a small load
footprint, Figure 4.20 shows the resulting net load duration curves. The load in
Wyoming is completely dominated by wind and solar generation even at the 10%
penetration level. For 30% penetration, the net load is below the Wyoming minimum
load 90% of the time, and is in fact negative for 65% of the year. The minimum net load
observed under this scenario is about -10,400 MW. For Wyoming to balance this wind
output with generation resources in Wyoming alone is impossible. Chapter 6,
Operational Analysis, will demonstrate how the system can be successfully operated
with wide-area balancing.
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Figure 4.18 Arizona 2006 Net Load Duration for the In-Area Scenario
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Figure 4.19 New Mexico 2006 Net Load Duration for the Local-Priority Scenario
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Figure 4.20 Wyoming 2006 Net Load Duration for the Mega-Project Scenario

The next section digs a little deeper into the net load characteristics dictated by load,
wind and solar coincidence by looking at average daily profiles on a seasonal/monthly
basis, typical day profiles, and time series profiles for selected periods.
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4.3 Wind, Load, and Solar Coincident Relationships

The temporal relationship between wind and solar output, and load is the key driver for
resulting net load variability. Depending on the nature of wind and solar, when load is
rising or falling, the net variability could be better or worse than load alone. In some
cases, wind and solar may exaggerate or curtail net load peaks and valleys, increase or
decrease ramp rates (period-to-period changes), shift time-of-peak, and generally
aggravate or mitigate operationally challenging periods. All of these are important
factors when considering the impact of wind and solar on operational requirements such
as regulation and operating reserves. Some of the key issues this section highlights are
coincidence of load, wind, and solar; impacts on net load peaks and valleys; and
increases on ramp rates during the daily cycle.

4.3.1 Average Daily Profiles

Figure 4.21 plots the 2006 average daily profiles of load, wind and solar for the total
study footprint under the 30% Local-Priority Scenario. Profiles are shown for four
seasonally representative months: January, April, July, and October. Plots for other
scenarios and penetration levels are included in Appendix B. Load is plotted against the
left scale and wind and solar against the right, amplified by three relative to the load.

The average daily profiles reveal several general trends with regard to the relationship
between load, wind, and solar output:

e At the footprint level, wind output is generally falling during the early-morning
hours when load is rising most rapidly and tends to recover or flatten later in the
morning. However, this inverse-phase relationship is not as strong during the
summer as in other seasons.

® In the late evening to early morning hours when load is decreasing or at its
minimum, the wind output is still high across the seasons. This may exacerbate
the down-ramp requirements during traditionally low-load hours.

® The solar output complements the load as expected. It is either rising or at its
peak around noon when the load is high, and rolls off in the late afternoon.

e The impact of the CSP thermal storage can be seen in the shape of the profiles.
CSP tends to persist a lot longer in the day than PV, even until midnight in April
and July. While this is great for load support in most cases, it sometimes creates
problems where it rolls off very quickly just as the load is ramping up (as in
January). This could presumably be managed by smarter dispatch of thermal
storage (see Section 8.3).

These observations have implications for net-load variability (and operational

requirements) at different times of the day and during the various seasons of the year, as
discussed later in this section.
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The January and July average daily profiles in Arizona, Nevada, and Wyoming for the
30% Local-Priority Scenario are shown in Figure 4.22 — Figure 4.24. What is clear from
these figures is that the broad observations at the footprint level are even more
pronounced at the state level. Note that different scales and axes are used for load, wind
and solar in each figure.
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Figure 4.22 Arizona Load, Wind, and Solar Average Daily Profiles for January and July, 30% LP Scenario
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Figure 4.24 Wyoming Load, Wind, and Solar Average Daily Profiles for January and July, 30% LP Scenario

The general observations regarding average daily profiles at the footprint level become
even more pointed when actual time series (as opposed to averages) are examined,
especially at the state/area level. At this resolution, it is easier to see how wind and solar
combine to impact the net load.
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4.3.2 Weekly Time Series

Figure 4.25 and Figure 4.26 show the footprint actual load, wind, and solar series and
the net load for the 30% Local-Priority Scenario during a week in July 2006.
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Figure 4.25 Study Footprint Total Load, Wind, and Solar for a Week in July 2006 30% Local-Priority Scenario
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Figure 4.26 Study Footprint Total Load, Net Load for a Week in July 2006 30% Local-Priority Scenario
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Figure 4.25 illustrates that over the course of the week, load, wind, and solar output vary
considerably from day to day and throughout the day. There is a very strong diurnal
load and solar cycle, as expected but the wind output also displays an observable,
though weaker, periodic characteristic. Overall, the wind output tends to be anti-
correlated with the load, i.e., wind generation peaks tend to coincide with load valleys.
This is a key driver for the wind, PV, and CSP capacity values observed in Section 9.2.

Figure 4.26 shows the net load resulting from the Load-Wind-Solar combination. In the
summer months, we have seen that the load usually dominates the wind (see Figure
4.21) so it is not surprising that the net load shape is similar to the load, with some
nuances due to the variability of wind. Wind and solar output produce an offset in the
net load that varies in magnitude. The greatest offset is in the late evening to early
morning hours when wind output is highest and the load is falling. The impact of the
strong summer solar cycle is seen particularly in the mornings. At times when the wind
is falling or at minimum, the solar output is rising, which mitigates the increase in net
load up-ramp. In the evenings, the CSP roll-off tends to coincide with the load decline
and wind drops. Consequently, there is not much apparent difference between load-
alone and net load ramping requirements. Figure 4.27 plots the net load for each of the
three penetration levels, 10%, 20%, and 30%.
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Figure 4.27 Study Footprint Net Load for a Week in July 2006 for 10%, 20% and 30% Local-Priority Scenario

The plot is almost remarkable in its homogeneity. At the 10% penetration level wind and
solar has a small impact on the net load (green trace), causing some deeper valleys at
low-load and smaller peaks. As the penetration increases, the impact is more
discernable, but even at the 30% level it does not overwhelmingly change the profile.
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The July week is in stark contrast to the April 2006 week shown in Figure 4.28 and
Figure 4.29 below. In this week, the wind output is higher and more volatile, so load is
not as dominant. The data shown is for the total footprint, 30% Local-Priority Scenario.
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Figure 4.28 Study Footprint Total Load, Wind, and Solar for a Week in April 2006 30% Local-Priority Scenario
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Figure 4.29 Study Footprint Total Load, Net Load for a Week in April 2006 30% Local-Priority Scenario

As in the July week, there is a strong diurnal cycle for load and solar, but now there is no
recognizable pattern to the wind output in this week. At the beginning of the week,
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early in the morning of the 10™, wind generation is almost equal to the load, and later,
on the 15%, actually exceeds the load for a few hours. The wind ramps up and down
several times during the week with sustained ramps in one direction sometimes
spanning an entire day. The impact of this “unusual” wind output is seen in the net load
trace in Figure 4.29. The net load no longer resembles the load in any way, but has taken
on variability characteristics of the wind output. Over the course of the week, there are
days with extremely large and sustained net load ramps, the likes of which did not exist
in the original load, and instances of rapid swings in ramping direction over a few
hours. On three days the net load drops below 5,000 MW, including going negative on
the 15, and is less than 10,000 MW on every day of the week. Clearly, this week might
present some challenges to a generation portfolio accustomed to dealing with the usual
April load profile. Results of the hourly and sub-hourly operation during this April
week (and the July week for that matter) are detailed in Section 6.3 and Section 7.2.

Figure 4.30 plots the net load for the April week for each of the three penetration levels,
10%, 20%, and 30%. The progressively disruptive impact of wind and solar on net load is
seen in the net load traces. For 10% penetration, the net load is distorted, but there is still
some semblance of a diurnal cycle. With 20% penetration, the load cycle is less evident,
and at 30% there are many more rapid swings in net load and steep sustained ramps.
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Figure 4.30 Study Footprint Net Load for a Week in April 2006 for 10%, 20%, and 30% Local-Priority Scenario

The net load traces above, especially at 30% penetration, clearly indicate the need for
flexible generation capacity. This was not as evident from the July traces in Figure 4.27.
However, note that the July peak net load for the 30% penetration case in Figure 4.27 is
almost 30,000 MW more than the corresponding April peak net load. This indicates that
no additional dispatchable generation capacity may be needed for the April week, but
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that the capacity available to meet the planning reserve margin needs to be flexible
enough to accommodate this large penetration (see Chapter 6 for further discussion).

4.3.3 Selected Periods

Load, wind, solar, and net load for selected days are shown in the plots below. The
impact of wind and solar on net load ramp and range are highlighted on the plots.
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Figure 4.31 Study Footprint Net Load for November 14th, 2006, 30% Local-Priority Scenario
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Figure 4.32 Arizona Net Load for November 14, 2006, 30% Local-Priority Scenario

On November 14, there is about a 180% increase in the footprint net load up-ramp
during the late afternoon, around 4 p.m. As the details on Figure 4.31 show, this is due
to a simultaneous rise in load and a drop in wind and solar. Figure 4.32 shows that the
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main driver for this footprint event is the wind and solar in Arizona. During the 4 p.m.
hour in Arizona, wind output drops by 1316 MW and CSP drops by 780 MW, causing a
2771 MW/hr up-ramp in Arizona net load. This is much more aggressive than the up-
ramp without wind and solar, and lasts a lot longer. In fact, the sustained up-ramp in
net load spans 5 hours, (2 p.m. -7 p.m.) whereas the original load ramp was only 2
hours long. This sort of event might increase the ramp and range requirements for the
balance of generation in Arizona or the study footprint.

Figure 4.33 and Figure 4.34 show the load, wind, solar, and net load traces for another
large ramping event at the footprint and state/area level.
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Figure 4.33 Study Footprint Net Load for June 6t, 2006, 30% Local-Priority Scenario
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Figure 4.34 Colorado-East Footprint Net Load for June 6th, 2006, 30% Local-Priority Scenario
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On June 6%, 2006, the net load in the study footprint drops precipitously around 9 p.m.
in the evening due to a roll-off in load while the wind is picking up. At the state level,
one of the key contributors is Colorado-East wind, which is ramping up aggressively in
that hour, while solar is flat. These are but a few examples of the potentially challenging
periods throughout the year. Other interesting days where wind and solar aggravate the
net load are plotted in Appendix B.

Finally, as a lead-in to a discussion of period-to-period variability in the next chapter,
Figure 4.35 shows the time series for the entire month of April at the footprint level for
the 30% Local-Priority Scenario. Recall that a week from this month was used earlier to
illustrate the impact of wind and solar on net load.

Over the course of the month, rapid excursions can be seen in the net load as it goes
through large changes from hour to hour. The number and size of the period-to-period
changes can statistically characterize the obvious visual variability of this series. The
next chapter will describe the variability of net load by analyzing the hour-to-hour
changes (called deltas) that are driven by wind and solar.
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Figure 4.35 Study Footprint Total Load, Net Load for April 2006, 30% Local-Priority Scenario

4.4 Observations and Conclusions

This chapter has examined broad trends in wind and solar generation monthly energy,
yearly duration, and daily profiles. The hourly coincident relationship between load,
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wind and solar has been examined and the impact on net load at the footprint level and
within individual states has been discussed.

For 30% wind penetration, at the footprint level sufficient wind capacity is installed to
supply 30% of the load energy in the footprint. However, an examination of the monthly
energy output shows that 30% is not always 30%! For each of the scenarios, in a given
month more than half the energy in the footprint may be derived from wind and solar
especially in winter and spring months. At the state area level, the percent penetration
can far exceed 100%, depending on the state and scenario.

The impact of wind and solar is a lot less dramatic at the aggregate footprint and WECC
levels than at the individual state level, regardless of the scenario. In fact, in most cases
there is relatively little observable difference among scenarios at the footprint level,
despite the fact that there are significant differences in plant number and locations.

The analysis showed that area size (load and geography) is a key determinant of a state’s
ability to absorb the variability inherent in high-wind and solar penetration. Large
amounts of wind in a small area may lead to challenging operational issues, but larger
balancing areas can better accommodate the variability from high-wind and solar
penetration.

Within each state and at the footprint level, the temporal relationship between wind and
solar output and load is the key driver for resulting net load variability. Depending on
the coincidence with load, wind and solar might exaggerate or curtail net load peaks
and valleys, increase or decrease ramp rates (period-to-period changes), shift time-of-
peak, and generally aggravate or mitigate operationally challenging periods. Some
pertinent observations from the seasonal average daily profiles are:

e Wind output is generally falling during the early-morning hours when load is
rising most rapidly

® In the late evening to early morning hours when load is decreasing or at its
minimum, the wind output is still fairly strong across the seasons

® Solar output complements the load as expected, but CSP output tends to roll off
very quickly in late afternoons and evenings when storage is depleted. In months
where the load is ramping up in late afternoons, this could increase balance of
portfolio generation ramping requirements. Note that this outcome is driven by
the study assumption of continuous use of the six hours storage. Section 8.3
includes a sensitivity case where CSP storage is used optimally.

These general observations regarding average daily profiles at the footprint level

become even more pointed when actual times series (as opposed to averages) are
examined and when the state/area level variability is considered.
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5 Statistical Analysis: Hourly Variability and Day-Ahead
Predictability

The variability of net load in different time frames influences various aspects of bulk
power-system operation. Implications for regulation requirements, ramp and range
considerations, operating reserves, and unit commitment issues can be drawn from an
analysis of net load variability in various time frames, depending on the ancillary service
definitions and market rules. This chapter will focus on the statistical analysis of load
and net load variability in the hourly time frame and reserve a fuller discussion of
operation impacts and requirements for later chapters.

In this chapter, several terms are used to characterize the load and net load variability.
They include:

® Delta (A)—the difference between successive data points in a series, or period-to-
period ramp rate

- DPositive delta is a rise or up-ramp
- Negative delta is a drop or down-ramp

® Mean () of the deltas—the average of the deltas (typically zero within a diurnal
cycle)

e Sigma (0) of the deltas —the standard deviation of the deltas; measures spread of
the deltas about the mean; this is also referred to here as “delta sigma” or Ac.

The standard deviation of the deltas is a good indication of how much the series changes
from period-to-period, therefore sigma of the deltas is used as the main measure of

variability in this study. If the deltas are normally distributed, then delta sigma relates to
the proportion of deltas within a certain distance of the mean, x (as shown in Figure 5.1).
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Figure 5.1 Relationship Between Standard Deviation and Area Under the Standard Normal Curve
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5.1 Seasonal Trends in Variability

As seen earlier in Figure 4.21, load, wind, and solar have distinct seasonal characteristics

that influence the variability of net load at different times of year. The majority of net
load variability is driven by the wind, (since solar is relatively small), so it is important
to understand the interaction with load. Figure 5.2 is a scatter plot of load and wind
deltas that attempts to show when load and wind combine to exacerbate the net load.

On the chart, each square represents a simultaneous pair of load and wind deltas. Orange
squares are fall load and wind deltas, blue triangles are winter deltas, green diamonds
are spring, and pink circles are summer. For example, the pink circle in the top left
quadrant (Q2) labeled (-3339, 1611) indicates that during the summer months of 2006,
(June, July, August) there is an hour when load drops by 3,339 MW while at the same
time, wind output rises by 1,611 MW. The combination of these two events (ignoring
solar) creates a net load down-ramp of 4,950 MW in that hour. In Q2 and Q4, load and
wind combine to increase net load ramps, (down and up respectively) while in Q1 and
Q3, they offset each other to reduce the resulting ramping requirements. The diagonal
lines in Q2 and Q4 indicate boundaries of equal net load delta in the load-wind space,
i.e. any load-wind pair along the line will combine to give the same net load value. The

red diagonal in Q2 is at the maximum load-alone down-ramp (-4250 MW), but is also
close to the 99.7% percentile line for load-wind deltas in Q2 (roughly -4,400 MW).
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The first noticeable thing about the scatter plot in Figure 5.2 is its shape. There is no
obvious trend in the data, which seems to indicate that over the year, load and wind
deltas are not highly correlated at the footprint level. Moreover, the points are stretched
along the x-axis, which implies that large load deltas are not usually accompanied by
similarly large wind deltas, i.e., the risk of simultaneous delta reinforcement is small. A
closer examination of the extreme load and wind deltas confirm that there are relatively
few cases where simultaneous load and wind deltas create extreme net load deltas. In
Q2, the quadrant where load and wind deltas combine to increase net load down-ramps,
there are only a few instances where net load down-ramps are greater than the largest
load-alone down-ramp of 4,250 MW (as shown by the red diagonal line in Q2 on Figure
5.2). These all occur in the summer and fall, and are mostly driven by load changes.
These events do not represent a great operational challenge as the wind can always be
curtailed. In Q4, the quadrant where load and wind deltas combine to increase net load
up-ramps, there are many more hours where net load up-ramps are greater than the
largest load-alone up-ramp (3674 MW). These events are scattered over all seasons, and
some are driven by large wind drops, which can create a significant operational
challenge, especially if the generation mix at the time is not flexible.

Figure 5.3 is a similar scatter plot of load and wind deltas that includes all three
scenarios at the 30%penetration level.
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In the scatter plot, most of the extreme deltas in Q1 and Q2 are from the Mega-Project
Scenario and the In-Area Scenario. A few of the more troubling ones in Q4 are driven by
extremely large drops in wind output (4,000 MW or more) under the Mega-Project
Scenario. However, none of these coincides with similarly large load rises, probably
because they occur in low-load hours. Also in Q4, there are a couple of instances under
the In-Area Scenario, where moderately large wind drops combine with moderately
large load rises, to create large net load up-ramps. There are also a number of extreme
Mega-Project instances in Q1 driven by wind pickup, but these can always be mitigated
by curtailment if necessary.

5.2 Variability by Hour-of-Day

Earlier sections have discussed broad trends in variability across the year and during
different months and seasons. From an operation point of view, broad trends are not
nearly as important as variability during particularly challenging periods. One such
period is the minimum load period, which was discussed in Section 4.2.3. This section
will discuss this and other challenging operating periods during the day created by large
swings in net load.

In order to examine the variability by time of day, average daily profiles of load and net
load are overlaid with the hourly variability. Figure 5.4 shows this plot at the footprint
level for the 10% Local-Priority Scenario. The dashed magenta and blue curves are
average daily load profiles, plotted against the right scale. The box and whisker plot
captures the variability for each hour of the day, across the year. The length of the
rectangular boxes represents a spread of one standard deviation () around the mean of
the hourly change for a particular hour of the day. The whiskers show the maximum 1-
hour deltas over the year for a particular hour of the day.
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Considering the relative length of the boxes in Figure 5.4, wind and solar generation do
not increase the net load variability much over the baseline at 10% penetration, other
than a slight increase in the morning and evening hours. In addition, the extreme deltas
(whiskers) across the day are mostly due to load. In the morning hours when load is
ramping up, the maximum 1-hour net-load rise is 4,178 MW, 90% of which is due to the
load. In the late evening when load is ramping down, the maximum 1-hour drop is 4,195
MW. At this hour, the baseline ramp is actually greater than the net load ramp.

For 20% and 30% penetration, the impact of wind and solar at various hours of the day
is more dramatic, as shown in Figure 5.5 and Figure 5.6 below.
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These plots illustrate how wind and solar progressively affect the net load at larger
penetration levels. At this temporal and spatial resolution, the impact on the variability
(sigma of the deltas) is not as dramatic as the impact on the extreme values. This is due
to natural averaging over the year and the footprint. Nevertheless, the blue rectangles
(net load delta sigma) grow larger than the magenta ones (baseline delta sigma),
especially in the mid-morning and early afternoon hours. Considering the average daily
profiles shown earlier in Figure 4.21, these periods roughly correspond with times when
the wind and solar are either ramping up or down.

At this resolution, the impact on extreme deltas is more apparent because they are not
impacted by averaging. However, note that the extreme delta is only the largest delta
observed at that hour over the year, but it may not be representative of all deltas in that
hour. Regardless, the extreme delta represents an event during the year that the system
must get through, operationally. For 30% penetration, the extreme net load deltas are far
greater than the baseline deltas. The maximum 1-hour net load rise is 5,644 MW in the
early afternoon, and the maximum 1-hour net load drop is 4,931 MW in the late evening.
Both have a significant wind and solar component superimposed on load.

Figure 5.7 shows the profile of load and net load deltas in April at the footprint level.
Comparing this plot to Figure 5.6, one can see how the differences in variability are
more pronounced when shorter time periods are considered. The month of April was
previously shown (Figure 4.35) to have a tremendous amount of net load variability.
This shows up as difference in the heights of the magenta and blue bars across the daily
hours of April. The difference is more evident in the early morning and late evening
hours, which is when wind is undergoing the most drastic changes. As discussed, higher
spatial resolution will also reveal much about the time-of-day variability. The plots in
Figure 5.8 show the profiles of deltas for several selected states.

8000 T — 40000
6000 + + 35000
< 4000 + 3813 MW T e N 1 30000 £
= . ° e é
=1 M (N
© Rk . Fe]
= 2000 + - 1+ 25000 8
S s . .
% [}
o LA RLRALE L ROTRY RS
- ©
- c
3] J . -* 5]
Z 2000 + P * [ + 15000 B
c UL B =, o
© - -
B 4000 | TTe et - 3479MW - 10000 £
|_
- B Load Deltas
-6000 I NetLoad Deltas 1 5000
— — — Total Load
= = = Total NetLoad
8000+ —mm————————— 0
1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour of Day

Figure 5.7 Study Footprint Average Daily Profile of Deltas Over April 2006, 30% Local-Priority Scenario

74



Load and Net Load Delta (MW)

Load and Net Load Delta (MW)

4000 T

3000 +

2000 +

1000 +

-1000 +

-2000 +

-3000 +

-4000 —

4000 T

3000 +

2000 +

1000 +

o
L
+

-1000 +

-2000 +

-3000 +

-4000 —

- 16000
Arizona 2771 MW
(Nov 14) + 14000
T 4 12000
- -t ~
; N T 1*-| + 10000
‘ ] . 1 8000
' -+ 6000
1 4000
-2425 MW
(Aug 21) T 2000
\77777T7T7/77\77\77\77\7777777T7/77\77\77\7‘\777777777/77”0
1 2 3 45 6 7 8 91011 12 13 14 15 16 17 18 19 20 21 22 23 24
— 8000
Nevada PR
P -+ 7000
L ,,
L 1573 MW-. . .
.t _IFeb7) T 6000
e | 5000
#ﬁ * ﬁ ﬁ -+ 4000
-+ 3000
-1379 MW [ Load Deltas
(un 28) EEEEE NetLoad Deltas 7200
— — = Total Load 1 1000
= = = Total NetLoad
T T 71T T T _T© I 1 "1 1 11T T T T T I 1 "1 T ‘\777’0

1 2 3 45 6 7 8 9 10 1112 13 14 15 16 17 18 19 20 21 22 23 24

Hour of Day

4000 T

3000 +

2000 +

1000 +

-1000 +

-2000 +

-3000 +

-4000 —

4000 T

3000 +

2000 +

1000 -

-1000 +

-2000 +

-3000 +

-4000 L

Hour of Day

Figure 5.8 Average Daily Profile of Load and Net Load Deltas Over 2006 for Selected Areas, 30% Local-Priority Scenario

75

+ 12000
Colorado-East
4 10500
1834 MW
(Nov 10)
+ 9000
----------- i ~
; ~, 4 7500
. N ‘. ~
] . N 4 6000
e Ao 4500
4 3000
-1813 MW
(Jun 13)
4 1500
I T T T T T T T T T T T T T T T T T T T T T 0
1 2 3 45 6 7 8 91011 12 13 14 15 16 17 18 19 20 21 22 23 24
+ 4900
2646 MW Wyoming
(Feb 1) 7 4200
oo + 3500
N P 1 2800
-|-| i 1 2100
4 1400
4 700
-2618MW
Qul2er = =" 10
\':i[- -T"T‘-"r:;*/**\ 777777 \77777'771’7177/77\77\7‘\7777777'77"700
1 23 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Total Load and Net Load (MW)

Total Load and Net Load (MW)



For the Local-Priority Scenario, each of the states in Figure 5.8 has a fairly large amount
of wind, (as detailed in Section 2.5), but only Wyoming has an overwhelming amount
compared to the load in the state. The delta profiles show that in each hour of the year,
the Wyoming load variability is insignificant compared to the net load variability. The
same can be said of the net load extreme deltas compared to the load deltas. The
maximum 1-hour net load rise in Wyoming, 2,646 MW, occurs on the morning of
February 1¢, and the maximum 1-hour drop of 2,418 MW, occurs in the afternoon of July
26t In the other states shown, the ratio of installed wind to load is much smaller, so
some patterns emerge. There is more net load variability in the early morning hours,
afternoon, and late evening, all consistent with observations at the footprint level. As
before, it is clear that even though the overall net load variability has increased, the
largest (and most important) impact is on the extreme deltas, which increase
dramatically in all hours, but especially during the mornings and afternoons. These are
events that may place additional requirements on the ramp and range capability of the
balance of generation.

Earlier in Section 4.3.3, the load, wind, solar, and net load profiles for selected extreme
delta days were examined to understand the drivers behind the magnitude and timing
of large deltas seen at the footprint level. The profile of another such day, January 8t,
2006 is shown in Figure 5.9 below. The left plot reveals that the large afternoon ramp in
the net load is due to the aggressive drop in wind and solar output around this time. The
right plot indicates that a large portion of the wind roll-off is in Wyoming. This creates a
sustained afternoon net load ramp event in Wyoming that might be a challenge for
Wyoming generation alone to follow — even at that time of day, i.e., during the winter
afternoon load rise period when sufficient generation would normally be committed to
meet the customary load ramping requirements.

35000 8000

Footprint
30000 4 5000
25000
4000 +

20000 4

—+—Load
—=—Wind (30%)
—e—PV
—o—CSPw/s
—+—Net Load

Wyoming

—e—Load 2000
§ 15000 | —s— Wind (30%)
——PV

10000 | —s— CSPw/s

—a— Net Load

mMw

0

-2000 -

5000 -

0 P g . 4000 |

-5000 -6000
Hour of Day Hour of Day

Figure 5.9 Study Footprint and Wyoming Net Load for January 8th, 2006, 30% Local-Priority Scenario

5.3 Variability by Time-of-Year

The timing of the net load deltas (both time-of-day and time-of-year) is just as important
as the size of the deltas. A large net load up-ramp in the mid-morning may not be as
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challenging as a large up-ramp in the early morning hours. This is because there is a
more flexible mix of generation committed during the morning load-rise hours than
during the early morning hours when load is typically low. An examination of when
large deltas occur should reveal some of the challenges presented by large penetration of
wind and solar during specific times of the year.

Figure 5.10 shows the timing of the extreme positive load deltas in the footprint for 2006.
The extreme deltas are presented in 24x12 surface plots using color intensity to represent
the magnitude of the deltas. According to the legend, the areas of the plot that are
shaded grey represent daily hours in particular months where the load is ramping
down. Areas shaded dark yellow represent daily hours in particular months where the
load increases by 3000 — 4000 MW in an hour.
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Figure 5.10 Timing of Extreme Load-Alone Positive Deltas in Study Footprint for 2006

This surface plot forms a basis for the comparison of net load deltas in the 10%, 20%, and
30% penetration scenarios. With no additional wind or solar on the system (beyond the
baseline), the largest 1-hour load rises, at the footprint level, tend to occur during the
summer morning and winter early morning and winter afternoon hours. The largest
such ramps, 3,673 MW, are observed in the 8-9 a.m. time frame in July and the 4-5 p.m.
hour in December. Across the year, the footprint load is ramping down from about 8
p-m. — 1 a.m. and there are practically no load up-ramps greater than 1,000 MW from
about 7 p.m. - 3 a.m.

Figure 5.11, Figure 5.12, and Figure 5.13, on the next page demonstrate how increasing
amounts of wind and solar change the timing and magnitude of the extreme positive
deltas across the year. The legend is kept the same as Figure 5.10 for all plots, so the
color progression is a good indicator of incremental impact.
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As wind and solar penetration increases within the footprint, there is an overall shift in
the timing and number and size of extreme net load deltas. At 30%, large net load ramps
show up in all months, but they tend to be more severe in the winter afternoon. This is
consistent with the fact that wind and CSP drop-offs often coincide with the winter
afternoon load rise, as shown earlier in Figure 4.32. Another observation is that the grey
area, which indicates the down-ramp times, is squeezed down from about 5 hours in the
baseline to about 3 hours between 9 p.m. and midnight. At 30%, there is now a greater
requirement for ramping up capability during the minimum load hours, (less grey
between 1-4 a.m.), than was present with no-wind and solar output.

The surface plots below show the timing of the extreme negative load and net load
deltas in the footprint for 2006. Admittedly, down-ramps are less of an operational
concern as large wind up-ramps can always be curtailed. Nevertheless, the data shows
that even with load alone, there are substantial negative deltas in the late evenings,
especially in summer months, driven by the customary load decline. With increasing
wind and solar penetration, these extreme down-ramps progressively show up all across
the year in the evening hours, and even in the late afternoons. However, even at the 30%
penetration level, the worst net load down-ramp is only 16% worse that the load-alone
down-ramp at that hour. This is entirely consistent with the earlier observations from
Figure 5.2 that where there are only a few instances where wind and solar increases the
net-load down-ramps beyond the ramps with load alone. Surface plots for other
scenarios and areas are included in Appendix C.
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Figure 5.14 Timing of Extreme Net Load Negative Deltas in Study Footprint for 2006 Local-Priority Scenario
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5.4 Analysis of Extreme Deltas

Figure 5.15 shows the distribution of 1-hour deltas for the baseline (existing), and net
load at the footprint level for the 10%, 20%, and 30% Local-Priority Scenario. The heights
of the magenta bars represent the number of hours during 2006 when baseline deltas are
in the range given by the bin on the x-axis. Similarly, the dark blue bars represent the
number of hours during 2006 when net load deltas in the 30% case are in the range given
by the bin on the x-axis. The top half of the plot shows the overall distribution of net
load deltas, and the bottom half focuses on the tails of the distribution so the extreme
deltas can be clearly seen. Table 5.1 is a summary of the footprint net load variability.
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Table 5.1 Summary of 2006 Footprint Net Load Variability for the Local-Priority Scenario

Sigma (o) of Net Max. Negative Net Max. Positive Net
Load Delta

Scenario Load Deltas
(MW/hr)
Baseline 1,429
10% LP Scenario 1,414
20% LP Scenario 1,437
30% LP Scenario 1,523

(MW/hr)

-4,282
-4,195
-4,359
-4,931

80

Load Delta
(MW/hr)

3,793
4,178
4,777
5,644

No. Deltas >
3 *(load o)

(-1+)
0/0
0/0
112
3/28

%
Increase with
Wind & Solar

-1.0%
0.6%
6.6%



For a particular penetration level, the shape of the overall distribution appears to be
approximately normal. For a normal distribution, one would expect 99.7% of the deltas
to be within 3 sigma of the mean. For the 30% penetration case, 3c = 4,569 MW, and from
the bottom half of Figure 5.15, one can see that approximately 99% of the deltas are
within 4,400 MW of the mean. The bottom (blown-up) section of Figure 5.15 confirms
that there are significantly more extreme net-load deltas beyond the largest baseline
delta, especially up-ramps (positive deltas). There are about nine baseline extreme deltas
of 3,600 MW or greater, but several times more extreme deltas for the 30% Local-Priority
Scenario—the largest being more than 5,600 MW.

The spread in the distribution of deltas going from the baseline case to 30% indicates
that the net load variability increases with higher wind and solar penetration. The data
in Table 5.1 bears this out. However, at the footprint level, the overall increase in
variability is not dramatic. The sigma of the deltas (or the measure of variability)
actually decreases from the baseline to 10% penetration, and is 6.6% greater than the
baseline at 30% penetration. The difference in variability between 10% and 20%
penetration is significantly less than between 20% and 30% penetration.

Power-system operations are predominately focused on managing the extreme events
rather than the average system behavior. Table 5.1 also shows that the increase in the
number and size of extreme deltas at the footprint level (as penetration goes from
baseline to 30%) is much more impressive than the increase in overall sigma. At 30%
penetration, the biggest net load up-ramp (5,644 MW) is almost 50% larger than at the
baseline (3,793 MW), and there are many more of these on the tails of the distribution.
To better illustrate this point, Figure 5.16 plots the cumulative distribution of the deltas
on the tails of the distribution. For a point on the curves, the y-axis gives the number of
1-hour extreme drops or rises in net load that are equal to or larger than the
corresponding value on the x-axis. The examples on the plot illustrate this more clearly.

Figure 5.16 makes a great case for load participation in managing the impact of extreme
positive delta on operations. Consider the right half of the figure where wind and solar
drops increase net load up-ramps. In the baseline case, there are nine up-ramps of 3,400
MW/hr or more. Contrast this to the 30% penetration case, where there are 108 up-ramps
of 3400 MW/hr or more. As you move along the blue trace, the size of the extreme deltas
increase, but the frequency also decreases. Instead of carrying reserves to cover all large
infrequent events, demand-side participation could alleviate the need for additional
resources and ensure reliable and economic power system operation. Further analyses in
Chapter 6 and Chapter 7 underscore this point.
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5.5 Area-to-Area Variability

Up to this point, most of the discussion of deltas has focused on the total footprint wind,
under the assumption that balancing on a wider area has certain operational merits. This
section discusses variability within individual states for the three scenarios and contrasts
the experiences at this level with the experiences at the footprint and WECC level. Table
5.2 summarizes the net load statistical variability measures for the states in the study
footprint, the total footprint, and WECC-wide for all scenarios.

The first section of Table 5.2 shows sigma of the 1-hour deltas for increasing levels of
wind and solar. As discussed in the previous section, variability increases with wind
and solar penetration regardless of area or scenario. This is not surprising. What is
interesting, however, is the rate at which the variability increases relative to the size of
the area and the amount of renewables it contains. Figure 5.17 shows the percent
increase in net load variability (over the load-alone case) for the In-Area Scenario.
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Figure 5.17 Percent Increase in Net Load Delta Sigma in All Areas for In-Area Scenario

The three smallest areas by load (and wind in the In-Area Scenario), Colorado-West,
Wyoming and New Mexico, show the largest relative increase in variability with
penetration. At the 30% penetration level, sigma of the 1-hour deltas in Wyoming is 87%
larger than with load-alone. As the area size becomes larger, the variability grows a lot
slower. At the footprint level, sigma at 30% penetration is only 4% higher than sigma
with load-alone. WECC-wide, the variability at 30% penetration is actually less than the
variability with load alone. This suggests that the aggregate load and wind are slightly
more in phase WECC-wide than within the footprint alone.

The fact that the net load variability at the footprint and WECC level does not

significantly increase with penetration speaks volumes about the impact of temporal
averaging, geographic diversity and wide-area aggregation on variability.
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Table 5.2 Summary Statistics for In-Footprint States, Total Footprint and WECC for All Scenarios in 2006

Area: Arizona Colorado East Colorado West New Mexico Hevada Wyoming Footprint WECC
Scenario| 1A LP MP 1A LP MP 1A LP MP 1A LP MP 1A LP MP 1A LP MP 1A LP | MP 1A LP MP
Sigma (MW)
Load-alone 684  A34  AB4| 367  IE7 6T 37 37 7| 182 182 182 32 312 312 a7 a7 87| 1433 1433 1433| 43384 4384 4384
Baseline (Existing) 583 583 583 374 FF4 0 T74 37 37 37| 158 188 188 311 31 3N 101 101 101 1429 1420 1429) 4226 4392 4392
10% In FP Scenario 581  B87 573 375 377 S76 44 4 3| 162 170 192 311 H5 3N 101 118 185 1401 1414 1425 4225 4240 4248
20% In FP Scenatio B47  B13  &B7| 398 401 379 G4 a7 38| 194 203 298| 333 331 313|124 212 434) 1417 1437 1480 4187 4209 4230
30% In FP Scenario 719 B57  B16| 453 427 380 86 73 400 230 240 288 30 352 317 164 366 BSB) 1491 1523 1594 4134 4153 4182
Ariz CO-E CO-WY I I WY In Foot Print WECC
Max Neg Delta (MW)| 1A LP WP 14 LP MP 4 LP MP 2 LP MP 12 LP MP 14 LP MP 12 LP | MP 14 LP WP
Load-alone -2088 -2088 -2085| -1340 -1340 -1340( -120 -120 -1200 515 515 515 1201 1201 1201 -316 -6 -316| -4250 -4250 -4250| -13435 -13435 -13435
Baseline (Existing) -2087 2087 2087 -133F -1337 1337 1200 120 1200 -B22 522 22| -1201 1201 1201 629 402 -492| 4282 -4282 -4282| -13385 13385 -13385
10% In FP Scenario -2184 1886 1941 1321 1317 -1323) 199 -151 128 514 571 -B74| <1660 -1342 -1156| -508 547 -1359| -4053 -4195 -4434| 12709 -12861 -13157
20% In FF Scenario -2492 2115 41867 -1624 -1627 1306 -312  -255  -135| 869 982 -1186| -1252 -1368 -1260| -650 -1412 -3204| -4168 -4358 -5511| -12386 -12396 -12840
30% In FP Scenario -3043 2425 2354 1913 -1813 1295 -460  -404  -135] 1146 1242 -1427| 1407 1379 -1327| -1085 -2418 -4798| -4534 -4931 -£729| -12260 -12532 -12552
Aviz CO-E CO-WY M MY WYY In Foot Print WECC
Max Pos Delta (MW 1A LP MP 14 LP MP 4, LP MP 14 LP MP 14 LP MP 14 LP MP 14 LP | MP 14 LP WP
Load-alone 1601 1601 1601| 1172 1172 1172 130 130 130 636 B36 G636 1234 1234 1234 505 505 505 3674 3674 3674 10715 10715 10715
Baseline (Existing) 1600 1800 1B00| 1692 1257 1257 130 130 130 605 BOS  GOS| 1229 1229 1228 435 435 435 3793 3793 3793 10896 10896 10896
10% In FP Scenario 1858 1852 1642\ 1479 1280 126B| 202 157 131 B16  B26 887 1185 1170 1200 429 539 1290 4178 4178 3898 11299 10359 10983
20% In FF Scenario 2732 2295 2165 1416 1445 1281 3B1 281 131 875 957 1120] 1492 1394 1176| 506 1537 3085| 4853 4777 4499| 11661 11366 12202
30% In FP Scenario 3463 2771 26G4| 2057 1834 1364] 512 373 152 1047 1129 1355] 1711 1573 1383| 609 2646 4457| 5820 S644 5864| 15255 143833 14318
Ariz CO-E CO-Wy 1L i WY In Foot Print WECC
No. Drops > 3* Ld Sigma| |14 LP WP 14 LP WP |4 LP WP 14 LP MP 14 LP MP 14 LP WP 1A LP | MP 14 LP WP
Load-alone 2 2 2 4 4 4 10 10 10 5 5 5 5 B 5 5 5 5 0 0 0 1 1 1
Baseline (Existing) 2 2 2 & 5 5 10 10 10 5 & & 5 B 5 E] 5] ] 0 0 0 1 0 1
10% In FP Scenario 3 2 1 1" 13 13 35 24 10 15 27 73 g g B 35 98 367 0 0 1 0 0 0
20% In FFP Scenario 23 7 3 24 25 14| 218 133 1 72 90 143 17 12 6 112 489 1164 0 1 9 1] 0 0
30% In FP Scenario 52 20 13 45 31 13| 485 310 11 144 176 300 34 16 G| 278 1009 1492 3 3 15 ] 0 0
Ariz CO-E CO-WY I I WY CE In Foot Print WECC
No. Rises = 3" Ld Sigma| |4 LP MP 14 LP MP 4 LP MP 2 LP MP 12 LP MP & LF il 1A LP | MP & LF WP
Load-alone ] a ] 4 4 4 a a a 11 11 " 3 3 3 45 45 45 0 0 0 0 0 0
Baseline (Existing) 0 i 0 3 2 2 a8 a8 a8 13 13 13 3 3 3 B5 =) B5 0 0 0 0 0 0
10% In FP Scenario 3 3 0 2 3 2 35 2B 10 26 37 g3 7 g 5 B3 118 M7 0 0 0 0 0 0
20% In FP Scenario 30 12 7 22 21 7| 248 178 1 g4 100 182 22 22 7| 140 &30 1198 10 2 5 0 0 0
30% In FP Scenario 53 32 32 81 55 12| 491 340 35| BB 187 328 57 43 10] 326 1061 1585 29 28 26 4 3 3
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Firstly, note that the plot in Figure 5.17 covers an entire year’s worth of operation.
Variability that might manifest itself over a shorter period, such as the summer morning
load rise, is masked by the temporal averaging over the 8,760 data points. Secondly,
geographic diversity in load and renewable resources ensures that the aggregate
footprint and WECC-wide variability is much less than individual smaller areas.
Thirdly, even with temporal and spatial averaging, little or no increase in overall
variability does not eliminate the extreme deltas on the tails of the distribution, which
are the hours that tend to create the most operational challenges.

For the Local-Priority and Mega-Project Scenarios, the impact of wide-area aggregation
is even clearer for Wyoming. For Local-Priority and Mega-Project at the 30% penetration
level, sigma of the 1-hour deltas in Wyoming is 366 MW and 658 MW respectively.
These are 318% and 652% larger than with load-alone (87 MW). However, at the
footprint level, the growth is only 6% and 11% respectively.

The second and third sections of Table 5.2 list the largest negative and positive deltas in
each area for all scenarios. A similar observation can be made about these extreme
deltas. As the penetration of wind and solar increases, the magnitude of the extreme
delta grows much faster in small areas than in large areas and on an aggregated basis.
Figure 5.18 shows the percent increase in net load extreme deltas (over the load-alone
case) for the In-Area Scenario.
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Figure 5.18 Percent Increase in Net Load Negative and Positive Deltas in All Areas for In-Area Scenario

In general, the smaller the area, the more the extreme deltas increase with larger
amounts of wind and solar on the system. In Colorado-West for example, the largest
drop in net load with 30% penetration is 460 MW, 282% higher than with load alone (120
MW). By contrast, in Arizona, the largest drop in net load with 30% penetration (3043
MW) is 46% higher than with load alone (2088 MW). At the aggregate footprint level, the
increase in the largest net load drop at 30% penetration is only 7%.
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Drops in net load are caused by sudden increases in wind and solar. What is more
operationally challenging are sudden drops in wind and solar that lead to increases in
net load or positive deltas. The second chart in Figure 5.18 shows that large increases in
net load are also mitigated over wide areas, though not as much as large drops. Previous
analysis has demonstrated that there are many more extreme positive deltas than
negative ones, and that they tend to be larger. This chart also suggests that large wind
and solar drops tend to be more coincident across wide areas than large rises. This is
consistent with earlier observations that wind and CSP drop-offs often coincide with the
winter late afternoon load rise, to create large net load up-ramps in those hours.
Therefore, in a large area and at the footprint level, the reduction in the growth of the
largest positive delta is not as dramatic. In Colorado-West, the largest rise in net load
with 30% penetration (512 MW) is 292% higher than with load alone (130 MW).
However, at the aggregate footprint level, the increase in the largest net load rise at 30%
penetration is still a robust 58%. It is interesting to note that in this case, the largest area,
Arizona, has the second largest rate of increase in positive net load deltas. This is due to
the relatively large amount of CSP with storage in Arizona that contributes to increased
positive net load deltas when it rolls off in the late afternoon. Nevertheless, data from
this scenario and the other two confirm the fact that extreme drops and rises in net load
are mitigated over wide areas.

The last two sections of Table 5.2 list the number of negative and positive deltas larger
than a certain value in each area for all scenarios. In this case, the value is defined as
three times the sigma of the load delta (3* load sigma). Since the load is the same for
each penetration level, 3* load sigma defines the default level of variability, and serves
as a yardstick to measure how much wind and solar increase the number of extreme
deltas. Once again, the data highlights the fact that smaller areas have more extreme
deltas than larger ones, and as penetration increases, the number grows faster. For the
In-Area Scenario, Colorado-West has 491 large net load up-ramps at 30% penetration,
but at the footprint level, there are only 29 instances where wind and solar increase the
net load up-ramps beyond those experienced with load alone, and near zero at the
WECC-wide level.

Finally, to summarize the case for wide-area aggregation, Figure 5.19 plots the duration
of all the net load deltas for the 30% Local-Priority Scenario. The chart includes a blow-
up of the area around the largest positive deltas and the largest negative deltas. The top
chart in Figure 5.19 shows the overall duration of the deltas for the year. At the footprint
level, the 1-hour net load rises are at least 2,000 MW for 10% of the year and the 1-hour
drops are 2,000 MW or more for 10% of the year. The plot appears to roughly
symmetrical, but with slightly more positive deltas than negative ones (i.e., crossover is
not at 50%).

The bottom left inset shows the top 1% of positive deltas in each area. At the footprint
level, net load positive deltas are 4,800 MW or more for 0.2% of the year (175 hours),
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whereas in Arizona, net load positive deltas are 2,100 MW or more for 0.2% of the year.
The key observation, however, is that the maximum positive deltas in each area do not
occur simultaneously across the footprint. If they did, the maximum 1-hour rise in
aggregate net load would be 10,300 MW. Even though more than half the wind and
solar in this scenario is in Arizona and Wyoming, geographic diversity in the output
ensures that the observed maximum 1-hour rise at the footprint level is 5,644 MW, 45%
less than the maximum possible simultaneous 1-hour rise. The bottom right inset tells a
similar story for the negative deltas. At the footprint level, the largest 1-hour net load
drop is 4,931 MW. If all the largest drops in each area across the footprint coincided, the
aggregate 1-hour drop would be 9,682 MW. Geographic diversity over the footprint
ensures that this is never the case in the 2006 data. These observations are consistent
with earlier observations in this chapter and analysis in Chapter 6, Operational Analysis,
which shows that balancing over a wider area leads to greater diversity, less relative
variability and improved operations.
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5.6 Wind Forecast Error Analysis

Day-ahead predictability of net load is important to the unit commitment process.
Inaccuracies (large forecast errors) may compromise reliability, increase operating costs,
and require greater ancillary service procurement.

For the purposes of this study, “forecast error” is defined as day-ahead forecasted wind
generation minus actual wind generation. Therefore, positive forecast error (forecasted
quantity greater than actual) is defined as over-forecast and negative forecast error
(forecasted quantity less than actual) is defined as under-forecast. Over-forecasting load
may lead to more generation being committed than needed (which has potential
economic consequences), while under-forecasting load may lead to under-commitment,
which is a potential reliability problem. From a system operation point of view, net load
under-forecasting is a more serious issue. Net load under-forecast errors are driven by
wind over-forecast errors. Therefore, positive wind forecast errors (times when wind is
expected to show up and it does not) are more critical in this study.

Two statistical measures are normally used to characterize forecast accuracy. They are:

® Mean Absolute Error (MAE) —measures the average magnitude of the forecast
errors; mean of the absolute value of the errors.

® Root Mean Square Error (RMSE) —characterizes forecast error by measuring the
“average” of the square of the deviations. RMSE will always be larger than MAE
will because it penalizes large deviations more.

Figure 5.20 shows the distribution of wind generation forecast errors for the total
footprint during 2006, for the 10%, 20%, and 30% Local-Priority (LP) Scenarios.
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Figure 5.20 Distribution of Footprint Day-Ahead Wind Forecast Errors for 2006 10%, 20%, 30% LP Scenario
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The distribution of forecast errors appears to quite symmetric, meaning that in the given
dataset there is a general tendency to over-forecast as much as under-forecast wind
output. As wind penetration increases, the number and size of large forecast errors also
increase. On both tails, there is a significant increase in large errors going from 10%
penetration to 30% penetration. At 10% penetration, there are no over-forecast errors
greater than 4,300 MW (3*load sigma), but at 30% penetration there are 587 such errors.
The largest over-forecast error at 30% penetration is 11,771 MW, compared with 3,603
MW at 10%.

To place these forecast errors in context, Figure 5.21 plots the wind forecast errors versus
load level within the study footprint for the 30% Local-Priority Scenario. The largest
forecast error is about 38% of the actual load in that hour. Similarly, Figure 5.22 is a
scatter plot of wind forecast errors versus wind, and wind forecast errors versus net load
for the study footprint 30% Local-Priority Scenario.

12000 : .:V\ Max over forecast
| e + error (11,771 MW)
| . g
8000 - |
g
€ 4000 -
e
]
g 09
[S]
@
g
= -4000 -
£
=
-8000 -
Min | ¢ Max under forecast Max
12000 1100 AT oS : —load
20000 25000 30000 35000 40000 45000 50000 55000 60000
Load (MW)

Figure 5.21 Scatter Plot of Wind Forecast Errors vs. Load for Study Footprint 30% LP Scenario
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Figure 5.22 Scatter Plot of Wind Forecast Errors vs. Wind and Net Load for Study Footprint 30% LP Scenario

The scatter plots confirm that the wind forecast error is generally greater in the mid-
range of the wind output, which is when the wind output is most volatile. Wind under-
forecast errors are highest when net load is low (such as early morning hours) and over-
forecast errors are highest in the net load mid-range.

As we saw in the variability analysis, the ability of an area to absorb large forecast errors
improves as the area size gets larger. Figure 5.23 plots the duration of wind forecast
errors for each individual area in the study footprint and for the total footprint for the
30% Local-Priority Scenario. Table 5.3 shows a summary of the wind forecast errors in
each area, at the footprint level, and all of WECC for the 30% Local-Priority Scenario.
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Table 5.3 Summary of Forecast Errors by Area, 30% Local-Priority Scenario

Installed MAE MAE RMSE RMSE  Max Meg Err Max Neg Err Max Pos Err | Max Pos Err
MW MW % MY % MY % My %

A7 7,710 934 12.1% 1,333 17.3% 5,909 -89.6% 5,357 GH.5%
CE 4,650 570 12.3% 756 16.3% 3,102 -56.7% 3471 74.6%
cw 570 92 16.2% 128 22.5% 489 -85.8% 475 g3.4%
NM 2970 450 18.1% 620 20.9% 2,450 -592.5% 2,233 75.2%
NV 3.450 426 12.4% 612 17.7% 3,048 -53.4% 2,144 B2.1%
Wy 7410 1,018 13.7% 1,380 18.6% 5,501 -75.5% 5,707 77.0%
FP 26,760 2,059 7.7% 2,694 10.1% 11,515 -43.0% 11,771 44.0%
WECC 72,210 4 667 5.5% 6,012 8.3% -30,934 -42 8% 19,337 25.8%

The data confirm that as we move from state to footprint to WECC, the absolute size of
the forecast errors become larger, but the error as a percent of the installed wind base
becomes progressively smaller.

Figure 5.24 shows a scatter plot of the study footprint forecast errors and the wind
forecast as a percent of the maximum forecast. For each 10% bin of wind forecasts, the
blue, magenta, and green lines show the 50, 80, and 90t percentile forecast error. The
shape of the plot suggests that forecast error is not a linear function of the wind forecast.
Chapter 6 discusses the implications of increasing the spinning reserves by some
fraction of the forecast.
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Figure 5.24 Study Footprint Next Day Wind Forecast Errors vs. Forecast, 30% Local-Priority Scenario

5.7 Observations and Conclusions

The variability of net load in the 1-hour time frame impacts various aspects of bulk
power system operation including ramp and range requirements, operating reserves,
and unit commitment issues. Consequently, this chapter focused on the statistical
character of load and net load variability in the hourly time frame. Deltas or hour-to-
hour differences are used to determine ramping requirements, and the standard
deviation of the deltas is used as a measure of hourly variability.

Considering the wind and load deltas over several years of data, the study concluded
that load and wind deltas are not highly correlated at the footprint level, and large load
deltas are not usually accompanied by similarly large wind deltas, i.e., the risk of
simultaneous delta reinforcement is relatively small. Nevertheless, there are a few hours
during the year when load and wind deltas combine to increase net load down-ramps,
and many more hours where net load up-ramps are greater than the largest load-alone
up-ramp. The latter events are driven by large wind drops and are more of an
operational concern than the former.

At footprint and state level, more and larger extreme net load ramps tend to occur (1)
during fall and winter late afternoons due to simultaneous load rise, and wind and solar
drops, and (2) during summer and early fall evenings driven by mostly evening load
roll-off.

The size and number of extreme ramp events increase dramatically with wind and solar
penetration. At 30% penetration, the largest net load up-ramp is almost 50% larger than
at the baseline, and there are many more of these on the tails of the distribution. There is
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a good case to be made for load participation to reduce ramping requirements and
alleviate the need for large amounts of reserves to cover extremely infrequent events.

Due to geographic diversity, extreme events and overall variability are mitigated when
wind and solar generation is aggregated over a wide area. In each scenario, the
variability more than doubles for certain states, from baseline to 30% penetration.
However, at the footprint and WECC level, the increase in variability is relatively
modest. The study concluded that wide area balancing leads to greater diversity, less
relative variability, and reduced ramping requirements.

Day-ahead predictability of net load is important to the unit commitment process.
Inaccuracies (large forecast errors) may compromise reliability, increase operating costs,
and require greater ancillary service procurement. At the footprint level, the distribution
of forecast errors is symmetric, and the size and number of large errors increase as wind
penetration increases. As with variability, the ability of an area to absorb large forecast
errors improves, as the area size gets larger. Forecast error is not a linear function of the
wind forecast.
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6 Operational Analysis

The purpose of the operational analysis is to evaluate the operational feasibility of
integrating large amounts of intermittent renewable generation into the study area
footprint and WECC. A range of renewable penetrations was considered as well as
various system sensitivities such as fuel prices, hydro flexibility, and non-renewable
generation expansion plans. The analysis was performed using the GE Multi Area
Production Simulation program, MAPS, which performs a day-ahead unit commitment
and an hourly dispatch recognizing transmission constraints within the system and
individual unit operating characteristics. Except where noted, day-ahead wind and solar
forecasts were used in the commitment process. As a by-product of the analysis, the cost
and emission impact of renewables were also determined. While that information is
useful and of interest to many, it is important to recognize that it is not the intent of this
study to economically justify renewable generation. This study seeks to determine the
overall feasibility of incorporating large amounts of wind and solar generation into the
operation of WECC, what operational challenges might arise, and what changes might
be required to facilitate this integration.

6.1 Operational Analysis Assumptions

The operation of WECC was simulated for the year 2017 with the renewable scenarios
described in Chapter 3. The basic WECC system was developed from publicly available
generation and data from the Velocity Suite database of Ventyx along with transmission
interface data from WECC and load forecasts based on NERC peak load projections. The
generator data included full and part load heat rates and emission rates along with
minimum operating points and other operating characteristics. Ten-year historical
monthly energies were used for the hydro generation. An additional 24 GW of thermal
capacity was added to the roughly 200 GW of existing generation to cover the load
growth through 2017. Over half of this was specific units that are currently under
construction or in advanced development stages. Additional combined-cycle and
peaking generation was added to maintain historical regional reserve margins. No
changes were made to the base expansion plan when renewable generation was added
in order to avoid clouding the results with secondary changes. A sensitivity case was
examined which excluded the additional unit additions to match the capacity value of
the renewable units based on the reliability analysis discussed in Chapter 9. A topic for
future study would be the tailoring of future non-renewable generation to specifically
facilitate the integration of the wind and solar generation. If anything, this should
increase the value of the renewables and help to offset any negative impacts.

The key 2017 fuel prices assumed coal at roughly $2/Mbtu and natural gas at $9.5/Mbtu,

with some seasonal and regional variations as appropriate. An initial carbon tax of
$30/ton was assumed. Gas prices have dropped since the start of the study, so a
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sensitivity case examined the operation of the system if gas prices drop enough to make
the operating costs of combined-cycle units less than coal generation with a carbon tax.
The WECC system was modeled as over 100 separate load areas with transfer limits
between the areas. These areas were grouped into five regions for operations and
summary purposes. The base operating reserve was assumed to be 6% of the hourly
load, with at least half of that synchronized. The base-cases did not change the spinning
reserve as renewables were added to the system. Sensitivity cases examined the impact
of increasing the spinning reserve requirement based on renewable penetration. The
system was committed and dispatched in an economically rational manner for all of
WECC, recognizing the limitations of the transmission systems (see Figure 3.5) and the
cycling capability of the individual generators. The WECC system was divided into 106
load zones that were assigned to 20 transmission areas. Interface constraints were
defined between neighboring transmission areas. The load zones were also grouped into
five regions for operating reserves. As the statistical analysis showed, incorporating
large amounts of intermittent renewable generation without consolidation of the smaller
balancing areas in either a real or virtual sense could be difficult.

The important assumptions in this analysis surrounded the treatment of the wind and
solar generation. Hourly generation profiles were generated for each of the sites based
on historical weather data for the study years 2004, 2005, and 2006. These were then time
-synchronized with historical load profiles from the same years to capture any
correlation between the load and the wind and solar generation. The load profiles were
escalated to the 2017 peak and energy projections as mentioned above. Of prime
importance is that a second set of wind and solar profiles was also created for each site
that specified the day-ahead forecast of the renewable generation based on the day-
ahead weather forecast. The MAPS model uses a separate renewable generator forecast
profile for the day-ahead commitment decision as compared to the actual hourly
dispatch.

The various penetration cases were examined using these State-of-the-Art forecasts as
well as with perfect forecasts to evaluate the impact of the variability independent of the
forecast accuracy. Sensitivity cases were also examined that considered zero forecasts in
the day-ahead operations.

The bulk of the cases and sensitivities were run using the 2006 shape and the In-Area
site selection scenario. Results for the other annual shapes and siting are shown as
additional sensitivities.

6.1.1 Case-Naming Conventions

For the summary results, it was necessary to develop a shorthand naming convention to
describe the various cases. The convention is: Scenario-Penetration-Forecast-Sensitivity.
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The allowable options for the first three categories are shown in Table 6.1. The
sensitivities will be explained as they are introduced.

Table 6.1 Case-Naming Conventions

Scenario Penetration Forecast

| - In-Area Pre — Preselected Sites P — Perfect Forecast

M - Mega-Project 10% - 10% Case R - State of the Art Forecast
L — Local-Priority 20% — 20% Case N - No-Forecast

20/20% — 20/20% Case

30% - 30% Case

As an example, a case labeled I10P would refer to the In-Area Scenario, 10% penetration
with a perfect forecast. In addition, a “no-wind” case which removed even the existing
wind generation was run for comparison purposes.

6.2 Annual Operational Impacts

A variety of metrics are presented to address the question, “What happens to the
operation of the system with high levels of intermittent renewable generation?” These
include annual generation displacement by type, system operating costs, and spilled
energy. An important measure is the hourly marginal cost of energy, or spot price. In a
deregulated market, this is the price paid for energy each hour, but it is useful in a
regulated market as an hourly measure of the value of the energy. When transmission
constraints are present, these values will vary across the system for any given hour, but
they can be weighted by the hourly load in the area to produce a system spot price.
These were calculated chronologically for each hour of each year for each case. They
were then sorted for easy comparison of the overall impacts.

Figure 6.1 shows these annual system spot prices for five levels of renewable penetration

for the In-Area Scenario assuming perfect day-ahead forecasting of the wind and solar
generation.
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Figure 6.1 Annual WECC Spot Price Duration Curve, Perfect Forecast, In-Area Scenarios

With no renewable generation on the system, the spot price ranges from a high of
roughly $150/MWh to a low of about $65/MWh. The Preselected case (Pre) caused a
slight drop in prices because the highest cost units in the system are being displaced. As
the penetration levels increase, the spot prices are driven down even further as the more
expensive generation is eliminated from the hourly dispatch. At the 30% penetration
level, the highest cost is about $120/MWh and the lowest is about $40/MWh, with the
exception of a few hours going as low as $15/MWh.

Figure 6.2 shows the same cases when an unbiased State-of-the-Art (S-0-A) forecast is
assumed. The initial trend is the same for low levels of penetration because the forecast
errors are less than the spinning reserve and therefore can be covered without stressing
the system. But as the penetration levels increase, the forecast error starts to have an
impact. When the wind and solar forecast is too high, peaking generation must come on
to cover the shortfall, and in some hours, there may be unserved energy or contingency
reserve shortfalls because there is not enough local peaking generation available. At the
other extreme, when the wind and solar forecast is too low, then too many generators
will be committed that must then be backed down to minimum operating levels and
some spillage of the wind generation may occur during off-peak periods when the loads
are low. The 30% case has over 100 hours when the average system spot price has
dropped below $20/MWh. Prices in some locations dropped to zero.
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Figure 6.2 Annual WECC Spot Price Duration Curve, S-0-A Forecast, In-Area Scenarios

Figure 6.3 shows the total generation by type for all of WECC for various In-Area cases.
The bulk of the energy that is displaced by the renewable generation is coming from the
combined-cycle (CC) units with some slight variations in the simple-cycle gas turbines
(GT), pumped storage hydro (PSH), and steam oil and gas units (ST). The steam coal
units (ST-COAL) are only affected at the higher penetrations. The hydro generation
units (HY) did not change their annual energy output, but their hourly output patterns
were shifted, as will be examined later. Figure 6.4 shows that the results are similar for
the study footprint.
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Figure 6.3 Generation by Type - WECC - 2006
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Figure 6.4 Generation by Type - Study Area — 2006

Figure 6.5 shows the total WECC operating costs for the various cases. Figure 6.6 shows
the WECC-wide operational cost savings, that is, the reduction in fuel, variable O&M
and startup costs from the “No-wind” case for the various cases.

Operating Costs ($Billions)
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Figure 6.5 Total WECC Operating Costs ($B) — 2006
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If we divide the savings in this figure by the amount of renewable energy in each case,
then we get the results shown in Figure 6.7. This shows the average value of the
renewable energy in each case. As might be expected, as the amount of renewable
energy is increased, its average value decreases slightly. It is also not surprising that the
cases with a perfect day-ahead forecast show slightly higher value than the
corresponding cases using the S-o-A forecast.
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Figure 6.7 Operating Cost Savings Per MWh of Renewable Energy, WECC - 2006
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Figure 6.8 looks at the incremental savings between each case divided by the
incremental renewable energy. So while the previous figure was relative to the no-wind
case, these results are relative to the preceding case. The incremental values for the 30%
case relative to the 20/20% case have dropped significantly.
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Many previous renewable energy integration studies have concentrated on adding
renewable generation to the area of interest without much concern for the neighboring
regions. This often allowed the neighbors to provide a large buffer to either absorb the
excess generation in times of high wind, or to provide additional backup if the wind
suddenly drops off or falls significantly short of the forecast. That is why it was so
important in this study to not only examine the WestConnect footprint as a part of
WECC, but also to recognize that the rest of WECC would be adding significant
amounts of wind and solar generation. In the initial case matrix, there was an I20R case
that had 20% wind penetration in the study footprint and 10% penetration in the rest of
WECC. The next level was the I30R case that increased the wind penetration to 30% in
the footprint and 20% penetration in the rest of WECC. When examining the changes
between the two cases, it was difficult to separate the changes due to the additional 10%
in the footprint from those due to the additional 10% in the rest of WECC. To address
that concern, the 12020R case was developed which had 20% penetration throughout all
of WECC. Comparing the I20R and the I2020R cases in Figure 6.9 shows the impact on
footprint exports of only increasing the wind penetration outside the study footprint and
comparing the 12020R with the I30R case shows the impact of only increasing the wind
penetration inside the study footprint.
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Figure 6.9 Average Hourly Exports From Study Footprint
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The day-ahead forecast and renewable penetration levels have operational impacts
beyond just the cost. As the penetration levels increase, the system can become
“overloaded” with generation, at times requiring the system to curtail, or “spill” some of
the excess wind energy. In addition, the changes in commitment due to the renewable
generation may sometimes result in shortfalls in generation and cause either some
energy to be unserved in certain hours, or cause the system operator to dip into the
contingency reserves to make sure load is served. Figure 6.10 shows the change in
curtailed energy and contingency reserve shortfalls for these cases. Most of the growth
in reserve shortfalls from the I20R to the I30R cases occurred due to the growth in
renewable generation outside the study footprint. To put these values in perspective, the
800 GWh of curtailed energy in the 30% case is less than 0.4% of the total wind energy
generated in WECC. The 50 GWh of reserve shortfall energy is less than 0.005% of the
total WECC load energy.
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Figure 6.10 Impact of Renewables in Neighboring Areas, all of WECC

Figure 6.11 and Figure 6.12 show additional statistics that were being tracked for the
various cases. The coal units maintained a fairly constant number of starts, hours on line,
and capacity factor out through the 20% penetration case, although the revenue was
dropping due to decreased spot prices. Note, revenue was determined by multiplying
the hourly unit output times the corresponding spot price. At the 30% level, the number
of starts increases significantly, particularly for the smaller units. Also, the capacity
factor and hours on line begin to drop. In contrast, the operating hours and capacity
factors of combined-cycle units dropped almost immediately as the renewable energy
penetration began to increase.
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Figure 6.11 Coal Plant Statistics, Local-Priority Scenario
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Figure 6.12 Combined-Cycle Plant Statistics, Local-Priority Scenario

Figure 6.13 is an example of the transmission flows being tracked for the key interfaces.
This figure shows the flow duration curves for the Wyoming to Colorado interface. The
base flow limit was seldom reached on any of the In-Area Scenarios. Flows, as well as
ratings, increased with the Local-Priority and Mega-Project Scenarios, but were
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essentially only limiting with the 30% cases. Flat spots on the beginning of the curves are
hours with the interface at saturation. Not surprisingly, Wyoming heavily exports most

of the time in the L30 and M30 scenarios. Table 6.2 lists key statistics for each of the

cases. More of these summaries for other interfaces are included in Appendix D.
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Figure 6.13 Wyoming to Colorado Interface Flows
Table 6.2 Wyoming to Colorado Interface Flow Statistics
No Wind PreR I10R 120R I30R L10R L20R L30R M10R M20R M30R
Max 1605 1605 1605 1605 1605 2605 2605 2605 3605 3605 3605
# hrs at Max 0 4 58 29 120 1 5 598 0 0 950
# hrs Pos 2599 2674 2451 1903 2827 2608 3747 6506 2438 3604 6026
# hrs Neg 3432 3518 3965 4987 4231 2573 2205 814 1451 1270 446
CF Abs 18 20 25 26 30 14 15 41 8 11 40
CF -5 -5 -6 -12 -7 -1 3 37 2 6 37
Avg -72 -74 -96 -196 -105 -21 79 953 62 218 1351

6.2.1 Value of Forecasts

The next two figures, Figure 6.14 and Figure 6.15, examine the value of the wind and

solar forecasts. The first figure shows the difference in WECC operating costs between a
case with a perfect day-ahead forecast and the corresponding case using a State-of-the-
Art forecast. The second figure then divides these savings by the amount of renewable
energy in each case. Not surprisingly, the importance of the forecast increases at higher
penetration levels.
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Figure 6.15 Operating Cost Impact of Forecast ($/MWh)

Figure 6.16 presents a summary of the curtailed and reserve shortfall energy values for
the perfect and S-o-A forecasts. In cases where there are insufficient contingency
reserves available, this may result in some level of unserved energy. As can be seen,
there are essentially no reserve shortfalls with the perfect forecast. Over-forecasting the
day-ahead renewable generation causes less thermal generation to be committed, which
can result in more reserve shortfalls at higher penetrations. Note that the contingency
reserve shortfalls will only occur after available imports and quick-start generation have
been exhausted. As noted before, these values are still a very small percentage (~0.005%)
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of the total load energy. The curtailed energy occurs in both of the 30% cases. When the
day-ahead forecast is low then additional thermal generation will be committed, which
causes the curtailed energy to be slightly larger.
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Figure 6.16 Impact of Forecast on Curtailed Energy and Contingency Reserve Shortfalls

Figure 6.17 shows a comparison between the operating costs for the No-Forecast and S-
o-A Forecast cases. Again, there is a jump at the higher penetrations. It is also important
to note that the values are an order of magnitude greater than the differences between
the S-o0-A and perfect forecasts.

Often, the system operators will ignore renewables, particularly wind, in the day-ahead
operation due to the lack of confidence in the forecast. Figure 6.18 shows this impact per
MWh of renewable energy. As the chart shows, recognizing the day-ahead forecast,
even with its inherent errors, can add $12/MWh — $20/MWh to the value of the
renewable energy.
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Figure 6.19 shows “the rest of the story.” By ignoring the wind forecast, the system has
avoided the almost 50 GWh of unserved energy due to over forecasts in the 30% case.
However, it has done that at the expense of greatly increasing the amount of spilled
wind energy. Note that the scale on the left is 200 times greater than the one on the right.
Increased flexibility of the committed generation would help to mitigate this. Being able
to cycle the units to lower minimums or turn them off for short periods of time could
avoid the necessity of spilling the wind energy during low load periods.
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Figure 6.20 shows the total generation in the study area for renewable and
nonrenewable generators. In both the perfect and S-o0-A forecasts, the non-renewable
generation drops when going from the 20% to the 20/20% cases due to the increase in
renewable generation outside the study footprint. Overall, the total generation within
the study area remains relatively constant across all of the cases. Variations in the total
generation were due to changes in the net exports from the study area. This can be seen
most clearly in the difference between the “20” and “2020” cases.
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Figure 6.20 Total Generation, Study Area — 2006

150,000

Figure 6.21 shows the generator revenue for the study area. The revenue is calculated by
multiplying the hourly generation times the hourly spot price at each location and then

109

(GWh)



summing this product over the entire year. Although the total generation stayed
roughly constant, the revenue drops as renewable penetration increases because the spot
prices are decreasing.
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Figure 6.21 Generator Revenue, Study Area — 2006

Earlier figures looked at the value of the renewable generation based on the change in
overall operating costs. We can also look at the value based on the hourly spot price of
the generation. This also allows differentiation between the different types of renewable
generation since each plant has its own spot price and hourly dispatch pattern. Figure
6.22 shows the change in revenue per the change in renewable energy between the
penetration levels. These are similar to the values shown in Figure 6.8, but now they are
being calculated on a spot price basis rather than displaced operating costs. Note that
the wind has a lower value than solar because much of the wind energy occurs in the
nighttime when spot prices are lower. The low spot prices in the 30% penetration case
drive down the value of all of the renewables so that the incremental value drops
particularly low. Figure 6.23 shows similar results for all of WECC.
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Figure 6.24 shows the total WECC emission reductions as the renewable penetration is
increased. These correspond to the reductions in generation shown in Figure 6.3. The
SOX emission reductions only occur in the higher penetrations when coal generation is
displaced. To put these values in perspective, the emission reductions in the In-Area,
30% case for NOX, SOX and CO2 represent reductions of 14%, 6% and 23% respectively

from the base-case. Figure 6.25 expresses the emission reductions per MWh of renewable
generation.
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Figure 6.25 Total Emission Reductions Per MWh of Renewable Generation, WECC - 2006

6.2.2 Spinning Reserve

Figure 6.26 shows a distribution of the annual wind forecast error for the study footprint
and all of WECC. Although the averages were near zero, the extremes were rather large.
When the wind is over-forecasted, insufficient thermal generation may be committed to
meet the load. The base-cases held the regional spinning reserve requirements constant
at 3% of the load, regardless of the amount of renewable generation. Spinning reserves
and quick-start generation could respond to cover the shortfall, but at times, they might
not be sufficient. Conversely, when the wind is under-forecasted, then excess thermal
generation may be committed, which could lead to minimum operating constraints and
possibly the need to spill or export the excess wind energy. Although there was some
forecast error associated with the solar generation as well, the bulk of the error was due
to the wind.
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One way to reduce the shortages due to the over-forecasting of the wind would be to
increase the amount of spinning reserve planned in the day-ahead unit commitment.
The spinning reserve was increased proportional to the day-ahead wind forecast. At the
25% level, this would increase the total WECC spinning reserve by over 13,000 MW in
some high wind hours. Figure 6.27 shows the resulting impact on curtailed energy and
contingency reserve shortfalls for the 30% case. Increasing the spinning reserve had the
desired effect of reducing the reserve shortfalls by roughly an order of magnitude.
Figure 6.28 shows a duration curve of how these outages were distributed throughout
the year. In the base I30R case, the maximum shortfall was roughly 1300 MW and the
maximum number of hours in the year during which there was any reserve shortfall was
about 90 hours. These curves can be viewed as the requirements for a demand response
program or the operating requirements for additional quick-start, non-spinning reserve.
If the area under the curve is divided by the maximum shortfall, we can determine the
expected number of hours that each demand response participant would be called upon.
For the base system with 1300 MW of load participating in demand response, this
represents about 35 hours/year for each participant. If more participants are signed up
for the program then the number of hours for each participant will decrease. If fewer
participants are signed up, then there will still be some remaining contingency reserve
shortfall and the number of hours required per participant will increase. This
relationship is depicted in Figure 6.29.
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Figure 6.27 Curtailed Energy and Contingency Reserve Shortfall When Discounting Forecast
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Figure 6.30 shows the resulting impact on the hourly spot price duration curve for the
30% case. The impact of increasing the spinning reserve as a function of the forecasted
wind is to consistently commit more capacity for the same total load, which will
therefore drive the spot prices down and total operating costs up.
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Figure 6.30 Annual Spot Price Duration Curve - I30R - Impact of Discounting Forecast

Figure 6.31 shows the total WECC operating costs for a range of cases with discounted
wind forecasts and increased reserves. Although the impact looks relatively small on the
scale of the total WECC costs, there is a cost increase for committing to additional
spinning reserve.
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Figure 6.31 Total WECC Operating Costs as a Function of Discounting the Wind Forecast ($M)

The operating cost increases from Figure 6.31 are combined with the unserved energy
reductions in Figure 6.27 to produce Figure 6.32. Increasing the spinning reserve in the
commitment by 5% of the wind forecast increases the total operating costs by about $50
million for the year and reduces the unserved energy by about 17 GWh annually.
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Figure 6.32 Reduced Unserved Energy with Increased Reserves Committed for Wind Generation

Dividing one curve by the other produces the average cost of reducing the contingency
reserve shortfall shown in Figure 6.33. Increasing the committed spinning reserve by 5%
of the wind forecast increases the WECC operating costs by over $3,000 per MWh of
reduced reserve shortfall. This is because the spinning reserve would be increased for all
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of the hours in the year while there were only about 90 hours in which contingency
reserve shortfalls occurred. Unfortunately, the 90 hours of shortfall are not known ahead
of time. Expressed another way, it would be comparable to pay some of the load
$3,000/MWh to drop off rather than to increase the spinning reserve by 5% of the
forecast. At the other extreme, to eliminate as much reserve shortfall as could be
achieved by increasing the spinning reserve by 25% would cost an average of roughly
$13,600/MWh of shortfall. The incremental reduction in contingency reserve shortfall
achieved by increasing the spinning reserve from 20% — 25% of the forecast would cost
over $100,000/MWh. Clearly, it would be more economically attractive to utilize demand
response than to increase the spinning reserves to achieve the same objectives.
Alternatives to increased spinning reserves beyond demand response include increases
in quick-start, non-spinning capacity, which would incur a capacity charge but have a
minimal operating impact; performing unit commitment 4-6 hours ahead, which could
be beneficial because of the lower forecast error in that time frame; and moving to a
smarter unit commitment algorithm that learned when these reserve shortfalls were
most likely to occur and committed more flexible units.
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Figure 6.33 Cost of Reducing Contingency Reserve Shortfall by Increasing Reserve Commitment for Renewables.

Another way of looking at the cost increase is to divide the dollars in Figure 6.32 by the
amount of wind energy that is provided. This result is shown in Figure 6.34. This could
be viewed as a subset of the “integration cost” that is often calculated for renewable
energy. For example, if it is determined that spinning reserves need to be increased by
10% of the forecasted wind, then that would result in a cost of about 70 cents per MWh.
This would reduce the savings shown in Figure 6.7 by less than 1%. Chapter 7 examines
intra-hour operation and the possible need for increases in the spinning reserve
requirements to address the volatility and uncertainty of renewable energy.

117



3.00

2.50 /

e
e

0.50 /

I 30R .05 | 30R .10 I 30R .15 I 30R .20 | 30R .25

Cost per MWh of Wind Generation ($/MWh)

Figure 6.34 Cost of Increasing Committed Spinning Reserve Per MWh of Wind Generation ($/MWh)
6.2.3 Annual Profile Sensitivities

Most of the analysis was performed using the load, wind, and solar profiles from 2006.
All of the primary cases were also run using the shapes from 2004 and 2005. Figure 6.35
shows WECC generation by type for the no-wind, and 10, 20, and 30 percent penetration
levels with S-o0-A forecasts for the 3-shape years (key: last digit of case name refers to the
year). The slight variation between the cases seems to be driven by the variation in wind
energy for the three years. This annual variation in renewable generation was discussed
in Chapter 4, but is repeated here to explain the variations in system operation. Figure
6.36 shows the generation by renewable type for the 30% case. Both types of solar
generation were fairly constant over the three weather years. The wind generation
varied about +/- 3% over the three-year period. The same nameplate capacities were
used for all three years.
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Figure 6.35 Generation by Type, WECC, by Case and Shape Year
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Figure 6.36 Variation in Renewable Generation by Weather Year for 30% Case

Figure 6.37 shows the variation in the incremental value of the renewable generation as

a function of penetration and shape year. The annual variations are within a few dollars
per MWh.
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Figure 6.37 Incremental Savings Per Incremental Renewable Energy, WECC

Figure 6.38 shows the total study area generation for the three shape years. Although the
renewable generation varied somewhat, the total generation changed by less than 0.1%
from the average value over the three years.

119



450,000

400,000 -

350,000 1 I I I

300,000 +—

250,000 +— mRenewable

@ Non-Renewable
200,000 +— —

Generation (GWh)

150,000 -

100,000 -

50,000 +

0

Now4 NoWS NoWé 110R4 110R5 110R6 120R4 120R5 120R6 130R4 130R5 130R6

Figure 6.38 Total Generation, Study Area, for Different Annual Shapes

Figure 6.39 shows the change in emissions over the three shape years. The emission
reductions tended to be slightly higher in the years with higher renewable generation, as
would be expected.
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Figure 6.39 Emission Reductions, Study Area, for Different Annual Shapes

6.3 Weekly Operational Analysis

The previous section examined the operational impacts of renewable generation from an
annual basis. This section examines a spring and summer week to look at the changes in
operation more closely. The dark blue line in the center of Figure 6.40 shows the hourly
study area load for the week of April 10%. The green line on the bottom is the sum of the
Wind, CSP and PV generation inside the study area for each hour for the 10%
penetration level. The teal line (Load —W/C/P) between the two is the hourly “load
minus renewables” or net load that must be served. If the study area were not
interconnected to the rest of WECC, this is the profile that the rest of the generation in
the study footprint would be required to follow. The remaining two curves show the
load and net load including the net hourly exports from the study area. Figure 6.41
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shows the operation of the generation by type within the study area when there is no
renewable generation present. The top of the curve represents the total load plus exports
for the study area. The nuclear generation was flat except for the start of planned
maintenance on Saturday. The coal generation was relatively constant, the hydro
provided the bulk of the peaking operation and the combined-cycle filled in the
intermediate operation.
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Figure 6.40 Week of April 10th - Hourly Load, Renewables and Exports for 10% Case
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Figure 6.41 Study Area Dispatch — Week of April 10th - No Renewables

Figure 6.42 shows how this operation changed for the 10% penetration level. Note that
the top of the curve changes slightly from the previous figure because the study area
exports have changed. The nuclear generation is unchanged and the coal is still mostly
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constant but the dispatch of the other generation has begun to change. The most
noticeable shift is the introduction of the green band, which represents the wind
generation. Thin orange and yellow bands can also be seen for the solar generation. The
hydro generation has shifted slightly. Each hydro plant was scheduled to meet specific
monthly energy targets. Introduction of renewable generation could cause the hydro to
shift the hourly schedule but the monthly energy production would remain constant.
More consideration of the hydro will be discussed in Section 6.4.2. The bulk of the
displacement came from the combined-cycle units, which is consistent with what was
seen on an annual basis. Also, it is interesting to note the small patch of red introduced
on Wednesday. This is simple-cycle gas turbine operation caused by an over-forecast of
the wind generation. When the expected wind generation did not materialize some of
the imbalance was provided by generation on units already committed. However, it was
necessary to turn on some quick-start peaking generators to balance the mismatch. As
shown earlier, more combined-cycle units could have been committed in those hours in
anticipation of an over-forecast. This would have lowered the fuel costs in this particular
hour but would be less economic overall due to the over commitment in other hours.
Also note that the total generation each hour changed slightly from the previous figure.
This was because the exports changed when the renewable generation was added.
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Figure 6.42 Study Area Dispatch — Week of April 10th — 10% R Case

Figure 6.43 compares the hourly load profile for the week to the sum of the renewable
generation in the study area for the 10%, 20%, and 30% cases. Note how the 30% wind +
solar profile crosses over the load profile on Saturday, and nearly crosses over on
Tuesday. Figure 6.44 subtracts the renewable generation from the load to present the
load and net loads for the various penetrations. Finally, Figure 6.45 adds the regional
exports to the net loads. This is the total generation needed from the non-renewable
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generators in the study area. Although this net demand dips lower as the renewable
generation increases, it never goes negative.

//\\\ SRVERVERVASN S W
2 20000 \/ /\ v A / \y\\ U/\vﬂ\
i 15000 -\ \/\ f\ / \\ _/ \ / A

L \/\«\/n\/\,\//\ S \\J/ “
i WY w ,—/f'\/‘\ Jaae

AV
0

MONAPR10 TUEAPR11 WEDAPR12 THUAPR13 FRIAPR14 SAT APR15 SUNAPR16

——VLoad ——Wind + CSP + PV 10%R
——Wind + CSP + PV 20% R ——Wind + CSP + PV 30%R

Figure 6.43 Study Area — Week of April 10th — Load and Renewables by Penetration
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Figure 6.44 Study Area — Week of April 10th — Net Load by Penetration
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Figure 6.46 shows how the generation by type shifts for the 20% case. The coal is now
cycling in the top 10% — 20% of its operating range. Not only has the wind generation
grown significantly, but the solar generation is now much more noticeable. The
combined-cycle operation is now about a third of its production with no renewables on
the system.
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Figure 6.46 Study Area Dispatch — Week of April 10th — 20% R Case

Figure 6.47 shows the operation under the 30% penetration case. Combined-Cycle units
are now down to about 1% of their original output and coal generation has dropped
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40%. In addition to much of the coal being decommitted for the week, the remaining
units are required to do a lot more cycling. This may have a significant impact on the life
of the generating units and cost of operations. Figure 6.48 shows how the combined-
cycle and coal units have changed for this week of operations compared to the case with
no-wind or solar generation.
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Figure 6.48 Change in Operation — Week of April 10t

The graphs in Figure 6.49, Figure 6.50 and Figure 6.51 show a similar set of renewable
operation, net load and net load plus exports for the week of July 10%. In this month the
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variation between penetration levels is far less, because load is higher and wind
generation is lower.
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The graphs in Figure 6.52 through Figure 6.55 show the hourly operation by generation
type for this week in July. Even at the 30% penetration level there is very little change in
the coal plant operation. Most notable is the decrease in the gas turbine generation

needed for peaking operation. It has been largely displaced by the wind and solar
generation.
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Figure 6.53 Study Area Dispatch — Week of July 10th - 10% R Case
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Figure 6.54 Study Area Dispatch — Week of July 10th — 20% R Case
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Figure 6.56 highlights the shift in combined-cycle and coal plant generation. The coal
plant output is nearly constant and the combined-cycle energy output has dropped by
less than 20%. A comparison of the series of figures for the April and July weeks shows
that while high penetration of renewables may cause significant disruptions at certain
times of the year, their impacts at other times will be much less severe. It may be that at
low-load/high-wind times of the year more of the base load generation should be taken
out of service to allow generators that are better able to cycle to provide the balance of
the energy.
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Figure 6.56 Change in Operation — Week of July 10th
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6.4 Additional Operational Sensitivities

This section examines several additional sensitivities including variations in siting of the
renewable units; sensitivity of the results to hydro and coal unit cycling capabilities;
variations of the gas and coal unit priority positions; and changes in the transmission
and generation expansions.

6.4.1 Variations in Renewable Unit Siting

The bulk of the results shown so far were for the In-Area Scenario. The various
penetration levels were also examined for the Local-Priority and Mega-Project Scenarios.
Several comparative results will be shown over the next few pages. Only the sites within
the study footprint were changed. The renewable sites in the rest of WECC were
unchanged. Although the number of wind sites was changed significantly, the annual
energy target remained constant. The solar sites within the study footprint were mostly
unchanged in the various scenarios.

Figure 6.57 shows the generation in the study area by type for the various scenarios and
penetration levels. Although there were some small variations the results were fairly
consistent across the scenarios. This is not surprising in light of the fact that sufficient
transmission was added to allow the wind generation to be delivered to the same load
areas as in the In-Area Scenario.
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Figure 6.57 Generation by Type, Study Area, Multiple Scenarios

Figure 6.58, Figure 6.59 and Figure 6.60 show the spot price duration curves by
penetration level for the In-Area, Local-Priority and Mega-Project Scenarios respectively.
The set of curves are very similar. Figure 6.61 and Figure 6.62 compare the curves across
the various scenarios for the 30% penetration cases. Only slight differences exist between
the three curves.
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Figure 6.63 shows that the total generation in the study area is largely unchanged for a
given penetration level regardless of where the wind and solar resources were located.
Figure 6.64 shows the total WECC operating cost savings per MWh of renewable energy
for the different cases. There was a slight increase in value as the wind plant locations
were shifted to the higher capacity factor sites in the Local-Priority and Mega-Project
Scenarios. This trend is also visible in Figure 6.65 that shows the incremental value per
incremental renewable MWh. Although all of the scenarios had the same annual energy
for renewables, the monthly patterns were slightly different, as was shown in Chapter 4.
This may explain some of the variation in the operational benefits.
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6.66, Figure 6.67 and Figure 6.68 show the incremental savings per incremental

renewable MWh by penetration level for the three shape years for the three different
scenarios. Although there is a slight difference between the years, the differences in

incremental savings with increasing penetration are consistent with what was seen for
the 2006 shapes.
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6.4.2 Hydro Operation

This section examines the operation of the hydro plants in the base-case (no wind and
solar) and how it changes with the introduction of wind and solar renewable generation.
Comparisons are made to historical operation, and the impacts of restrictions on the
hydro operation are examined. Figure 6.69 shows the total hourly operation of the
WECC hydro plants for the week of April 10% as a function of renewable penetration.
These cases assumed that the hydro was scheduled after the wind forecast. Therefore, as
more wind was added the hourly schedule of the hydro changed but the total monthly
energy remained constant, as well as the monthly minimum and maximum power
output levels. Although the patterns shifted somewhat, particularly at the 30%
penetration level, there did not appear to be major changes in the hydro operation.
Figure 6.70 shows a similar comparison for a July week.
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Figure 6.70 Hydro Operation — Week of July 10th

Figure 6.71 shows an annual duration curve for the hydro operation for the same set of
cases. Again, from a macro level, there does not appear to be any significant shifts in the
operation of the hydro. Figure 6.72 shows the hourly delta for the hydro generation from
the chronological curves, sorted and plotted as duration curves. It shows that the wind
generation did not seem to be pushing the hydro into any significant up or down ramps
that were different from the no-wind case.
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Figure 6.72 Annual Hydro Hourly Delta Duration Curve, WECC

The next step was to examine the assumption that the hydro was scheduled based on the
forecasted wind. Historically, the hydro generation ramps up and down, based on the
forecasted load demand. Therefore, it seemed reasonable to assume that hydro would
try to follow the net load. Figure 6.73 shows spot price duration curves for the various
penetration levels for the base assumptions, when the hydro is scheduled on load alone
(noted as “-H”). In these cases, the hourly hydro generation remains unchanged
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between the cases. As can be seen, there is not much of a shift between any pair of cases
at the same penetration.

Figure 6.74 shows the operating cost increases when hydro is scheduled before the
renewables rather than after. Although the values are relatively small for low renewable
penetrations they exceed $200 million for the 30% case.
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Figure 6.73 Spot Price Impact of Hydro Operation
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The results above address the aggregate influence of the hydro generation, but do not
look at the operation of any individual facilities in specific detail. The next section
compares the model output to the historical operation at Glen Canyon and extrapolates
the observations to a few additional sensitivities. A more in depth analysis of this subject
is being studied jointly with Northern Arizona University and will be published
separately. The next few charts examine the historical flexibility of hydro generation,
particularly in low water periods. Figure 6.75 shows the variation in the capacity at the
Glen Canyon plant as a function of the elevation of water behind the dam. When the
water level drops, not only is the amount of energy that the plant is capable of
producing severely limited, but the capacity at which the unit can operate is
significantly reduced. Although the nameplate rating is over 1300 MW there is less than
half of that capacity available at low head elevations. Figure 6.76 shows the historical
water levels at Lake Powell that feeds the Glen Canyon plant. From these two charts it
can be seen that available capacity over the last several years is down significantly from
its maximum value. Figure 6.77 shows that the monthly generation at the plant over the
past several years is less than half of the high values seen in 1996.
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Figure 6.76 Historical Elevation of Lake Powell
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Figure 6.77 Net Monthly Generation at Glen Canyon

Although the energy values used in the simulation reflected the averages over the last
several years the capacity values were not adjusted to reflect the drop in elevation.
Figure 6.78 shows the daily maximum, minimum, and average outputs from the plant.
The model assumed that the plant could swing from its maximum to minimum value
within 24 hours. Figure 6.79 shows the simulation values on a monthly basis. Figure 6.80
adds in the historical maximum monthly values from 2005 and 2006, which fall roughly
in line with the average values used in the simulation. Figure 6.81 adds in the historical
average values. Because the simulation used 10-year historical average monthly energy
values for the hydro they are slightly higher than the 2005 and 2006 numbers.
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Fluctuations in monthly available energy do not affect all hydro plants as much as was
seen at Glen Canyon. However, in order to assess the impact of reduced capacity and
flexibility, all of the individual hydro plants were modeled as a flat block with a constant
output each month set to utilize the same monthly energy as the base-case. The
capacities were reduced to this average value so that the hydro plants did not provide
any spinning reserve support. Figure 6.82 shows a comparison of the WECC operating
costs for the various cases for the base assumptions and the corresponding case with flat
hydro (cases ending in Hf). Figure 6.83 shows the delta impact on the WECC operating
costs of the flat hydro. Restricting the hydro flexibility to fit with the reduced water
levels adds $800M — $1200M to the total cost of WECC operations. Restricting the
flexibility of the hydro actually increases the value of the renewables by a few $/MWHh,
because the no-wind case with flat hydro experiences shortages and much higher usage
of the peaking units. The addition of the wind and solar generation alleviates these
shortages. Additional sensitivities which modeled historical energies and capacities at
hydro plants throughout the study footprint are discussed in the separate Northern
Arizona University report.

144



60

D Base Cases
HE Flat Hydro

(3]
o
|

'S
o
Il

Operating Costs ($Billions)
N w
o o

10 -

No Wind PreR 110R 120R 12020R 130R

Figure 6.82 Impact of Flat Hydro Operation on WECC Operating Costs

1,400
1,200

s
&
o 1,000 -
7]
®
o
2 800 -
®
S 600
o
£
® 400 -
(1)
[«
o)

200 -

0 T T
No Wind Pre R I 10R 1 20R 12020R | 30R

Figure 6.83 Incremental Operating Cost Impact of Flat Hydro Operation at Various Wind Penetrations

Figure 6.84 compares the spot price duration curves for the no-wind and 30% cases for
the original hydro schedules and flat hydro schedules. With no renewables the higher

spot prices go up significantly since the hydro is not allowed to do any “peak shaving”.
The low end drops slightly due to more hydro being dispatched off-peak. With 30%
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penetration, the high-end costs are mostly unchanged while the low-end cost drop
slightly. Figure 6.85 shows the spot price curves for the “flat hydro” schedules for
various renewable penetrations.
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Figure 6.85 Spot Price Impact of Flat Hydro Operation by Penetration

As has been stressed previously, increased intermittent renewable penetrations will
require increased flexibility from the balance of the system. Because there are no thermal
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cycling issues involved, hydro generation offers a potentially critical source for both
inter-hour and intra-hour flexibility. Limits to this flexibility should be assessed at all of
the hydro plants to further refine their role in renewable integration.

6.4.3 Coal and Gas Pricing Sensitivity

As stated earlier, the 2017 natural gas price assumed for this study was roughly
$9.5/MBTu. However, as seen in Figure 6.86, gas prices can be volatile. Future gas prices
may be high or may drop significantly. Figure 6.87 shows a comparison of the typical
cost of energy from a steam coal plant and a gas-fired, combined-cycle unit as a function
of gas price. When the gas price is low enough the combined-cycle units are more
economically attractive to operate than the coal units. This reversal in the priority order
of these two technologies can also take place due to increases in the carbon tax. All of the
initial cases assumed a $30/ton tax on CO2 emissions. Each $1/ton increase in this tax
will increase the cost of coal generation by about $1/MWh but will only add $0.6/MWh
to the cost of gas-fired, combined-cycle generation.

Henry Hub Cash Prices

$ per mmBtu

G‘ Energy Ventures Analysis, Inc.

Figure 6.86 Historical Henry Hub Natural Gas Prices
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In order to evaluate the impact, cases were run with the carbon tax held at $30/ton but
with the gas price reduced to $3.50/Mbtu, thereby making the combined-cycle plants
more attractive to operate than the coal plants. Figure 6.88 shows the generation by type
for the no-wind and 30% case for the base-case assumptions and the low gas price cases.
In the new “no-wind” case, the combined-cycle generation increases and steam coal
generation drops off compared to the original case. In the new 30% case, it is now the
coal plants that pick up two thirds of the displacement and combined-cycle units only
carry about a third of the change. Figure 6.89 shows the impact on the total emissions
and Figure 6.90 shows the incremental change in WECC emissions due to the reduced
gas price. The emission reductions due to the renewable generation have jumped
significantly now that coal plants are being displaced rather than gas plants.
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Figure 6.91 shows the change in savings due to the renewable generation in both
millions of dollars and in dollars per megawatt hour of renewable generation. Because
gas prices have dropped so much, the value of the renewable generation has been
almost cut in half. If the priority reversal in the economic dispatch had been
accomplished by increasing the coal price or the carbon tax then the reduction in coal
generation and corresponding emissions would have been achieved without dropping
the value of the renewables. In fact, the value of the renewables would have increased.
One significant advantage of the reduced gas price cases is that the less flexible coal
generation is being turned off and the more flexible gas-fired generation is remaining on
line. The gas-fired units are more able to respond to the variability needs of the system
with high renewable penetrations. Flexibility and the ability to start up and shut down
generation quickly will be important as renewable penetration levels increase.
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6.4.4 Coal Plant Operation

One concern that has been raised is the amount of flexibility that has been assumed for
the fleet of coal-fired generation. The simulation assumed that coal units could cycle
down to 40% of their maximum ratings when needed. The simulations also did not
increase the variable O&M costs for units that needed to increase their cycling. This will
likely be the case but there is a lack of good industry data available to quantify these
values. Figure 6.92 shows some actual economic and emergency minimum operating
points for a number of coal plants in the WECC system. While the values assumed in the
simulation appear quite reasonable compared to the emergency minimums, it was
pointed out by one system operator that this is not an operating point that can be
achieved several times a week. The amount and depth of the cycling will vary by plant
based on the unit design. For some plants, frequent cycling to emergency minimums can
lead to tube leaks and increased maintenance cost on the units. The “Economic
Minimum” was described as the operating point where the units could be dispatched to
without significant increases in costs.
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Figure 6.92 Typical Minimum Operating Ratings of Coal Units as a Percent of Capacity

Figure 6.93 shows the number of times a sample coal unit was cycled below a particular
operating point and then back up again in the simulated cases. For example, the 70% bar
represents the number of times that a unit’s generation dropped below 70% of its rating
and then came back up above 70%. From this figure it can be seen that up to a 10%
penetration of renewables resulted in essentially no cycling of the unit. The 20% case
resulted in about 20 cycles per year below the 60% level. But most of the movement was
just within the top 20% of the unit’s capacity. It wasn’t until the 30% case that significant
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deep cycling occurred on this unit. Figure 6.94 and Figure 6.95 show similar plots for
350-MW and 500-MW units. For the larger units, minimal cycling occurs before the 30%
penetration level, and even then is primarily limited to the top 10% —20% of their range.
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Figure 6.94 Number of Cycles Below Operating Levels — 350-MW Coal Unit

Figure 6.96 shows the higher level cycling, (the number of times that the unit dropped
below 80% or 90% of its rating,) for the 500-MW unit on a monthly basis for the 30%
case. The bulk of the cycling appears to occur in just a few months. Coal plants will
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typically schedule their maintenance in the off-peak months. It may be appropriate to
shut down additional coal plants in some of the higher wind months, and allow more
flexible gas-fired generation to be operated if these cycling levels are too severe for the
coal plants to handle. However, doing this will reduce the economic attractiveness of the
renewable generation. Figure 6.97 shows the operation for the week of April 10%. This
high-wind, low-load week caused the unit to cycle more than the operators would likely
care to, but this was fairly rare even at the 30% penetration level.
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Several additional cases were simulated with the minimum operating points of all of the
coal plants in WECC restricted to 50%, 60%, and 70% of the full rating. In terms of
spilled energy, Figure 6.98 shows that even in the 20/20 case with minimums at 60%
there is not any significant increase in spilled energy. (In the following figures, a case
ending in “C60” refers to the coal unit minimums set to 60% of their nameplate rating.)
At the 30% penetration level, the spilled energy starts increasing at the 50% minimum
level and is nearly doubled when the minimums are raised to 70%, but this is still less
than 1% of the total wind generation. Figure 6.99 shows that there is minimal impact on
the unserved energy when the coal minimums are increased above 40%.
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Figure 6.100 shows the impact of coal minimums on the average system spot price.
Reducing the flexibility of the coal plants keeps more generation on line and forces the
spot prices to drop slightly.
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Figure 6.100 Average System Spot Price vs. Coal Minimums
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The bars in Figure 6.101 show the total WECC operating costs. The differences appear
fairly small. However, as Figure 6.102 demonstrates, increasing the coal minimums from
40% —70% can increase system operating costs by almost $160 million, which is not
insignificant.
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Figure 6.101 WECC Operating Costs vs. Coal Minimums
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Figure 6.103 shows an interesting impact on the coal units themselves. Increasing the
minimums on the coal plants makes them unavailable to cycle down in off-peak periods
so that their energy production also increases. However, their total revenue, as

measured by their generation multiplied by the hourly spot price, actually decreases.
This implies that while their energy production has increased, their actual value to the

system has diminished.
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Figure 6.103 WECC Coal Plant Revenue versus Coal Unit Minimum Operating Points

Figure 6.104 shows that increasing the coal minimums increases the total emissions since
the coal plants can no longer be displaced as much by the cleaner renewable energy, but

the changes are slight.
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6.4.5 Balancing Area Consolidation

The statistical analysis discussed the need for consolidation (either real or virtual) of the
small balancing areas when trying to accommodate high penetrations of renewable
generation. A test case was run to see the operational impact for the In-Area, 10%
penetration case. The base-case modeled spinning reserve as 6% of load on a regional
basis (i.e. Arizona/New Mexico, Rocky Mountain, etc) with at least half of that required
to be spinning. For the change case, the system still held spinning reserve at 6% of the
load, but on a zonal basis. For comparison, WECC was divided into 5 regions but 106
zones. These zones are roughly equivalent to the existing system balancing areas in the
Southwest, but there are multiple zones per balancing area in the Northwest. Figure
6.105 compares the annual spot price duration curve between the two 10% penetration
cases and with no wind. (The case ending in ZSR refers to “zonal spinning reserves.”)
When the spinning reserve is held on a zonal basis, it requires a lot more generation to
be committed, which in turn drives down the system spot prices and the value of
renewable generation, and increases total operating costs.

With spinning reserves determined on a zonal basis, WECC simulated operating costs
were about $2 Billion higher than with the reserves shared over larger regions for the
10% In-Area case. This is expected to increase with higher penetration levels. In this
example, the total system spinning reserve was held constant. It was simply allocated
over multiple zones. As the statistical analysis showed, the volatility and uncertainty are
much higher for the smaller balancing areas, which mean that even more spinning
reserve would be required to accommodate renewable generation. This would drive
costs up even more. Because of the significant operating benefits of balancing area
cooperation, this may be a fertile area for further investigation in another study.
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Figure 6.105 Spot Price Impact of Balancing Area Consolidation, 10% Penetration.
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6.4.6 Transmission Expansion Sensitivity

The Local-Priority and Mega-Project Scenarios utilized wind sites with higher capacity
factors, but consequently needed to include additional transmission facilities in order to
deliver the more remote wind energy. Sensitivities were run to see the impact of
building the more remote wind sites without reinforcing the transmission capability
between the regions. It was assumed that all existing transmission was available to all of
the generators to compete on an economic basis. Figure 6.106 shows the impact on
system curtailed energy and contingency reserve shortfalls. The cases ending in “t”
assumed no new transmission build-out. The reserve shortfalls did not change
significantly between the cases, which is not surprising, because when the new
renewable resources were constrained there were sufficient existing resources in the
region to serve the load. Curtailed energy was not evident in either case at the 10%
penetration level. This suggests that initial expansions down these paths could be
accomplished without new long distance transmission enhancements. Even at the higher
penetrations, the Local-Priority Scenario did not experience significant growth in
curtailed energy. Beyond the 10% level, however, the Mega-Project Scenario began
curtailing more wind energy, and by the 30% penetration level, it was dropping about
8% of the total WECC wind generation. Recognizing that only the study area wind sites
were changed between scenarios, the curtailed energy in the 30% Mega-Project Scenario
without transmission reinforcement, represents 20% of the study area total wind
generation, which is clearly significant. Figure 6.107 shows the reduction in annual
operating savings when the transmission expansion is ignored. For the Local-Priority
Scenario, the reductions are about $100 million per year, suggesting that some targeted
transmission expansion might be viable at that point, but not the full build-out. The
Mega-Project Scenario clearly has issues at the 20% level that would require some level
of transmission expansion. At the 30% level, both scenarios require transmission
expansion. Depending on the cost of capital, these values are in the right ballpark to
cover the capital cost for the construction of the additional transmission.
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Figure 6.106 Curtailed Energy and Contingency Reserve Shortfall w/o Transmission Expansion
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Figure 6.107 Savings Reductions with No Transmission Expansion
6.4.7 Generation Expansion Sensitivity
The base generation expansion plan for year 2017 was developed in the absence of
renewable generation. As wind and solar generation is added to the system, it may be

possible to delay or cancel some of this new conventional generation and still maintain
required reserve margins. Based on results presented in Chapter 9, the capacity value of

160



the renewable generation in the study area for 30% penetration is about 6600 MW. This
is roughly equal to the 6450 MW of gas-fired generation that was added after 2012 in the
base expansion. A sensitivity case was run that deleted this new generation so that the
reliability would be roughly equal between the systems, with and without renewable
generation. Figure 6.108 shows a comparison of the system emissions for the base 30%
case and the one with the reduced capacity expansion. They are almost identical. This is
due to the fact that the renewable generation reduced the need for much of the gas-fired
generation in the system. The new units would have been slightly more efficient than
the existing generation, but not enough to make a noticeable difference in the total
results. Figure 6.109 shows similar results for the total variable costs and the generator
revenues. There would likely be more differences if some of the existing, older, coal-
fired generation had been retired, but that was not examined.
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The capital cost savings of the 6450 MW of generation not added could offset some of
the cost of the renewable generation. The amount of spilled energy was essentially
unchanged with the reduced expansion plan. However, the unserved energy, or
contingency reserve reductions, within the study footprint tripled. This indicates that
rather than deferring or deleting other expansion capacity, it may be better to shift it to a
more flexible type. This would be a good area for additional analysis.

6.5 Operational Analysis Observations and Conclusions

From an hourly operational analysis viewpoint, integration of high levels of renewables
into the WestConnect and surrounding regions is feasible and produces energy values in
the range of $80 — $90 per megawatt hour of renewable energy generated. The study
examined up to 30% of the study area’s annual energy needs being met by wind
generation with another 5% supplied by solar. The balance of WECC had 20% energy
from wind and 3% from solar. This high renewables case resulted in a 40% reduction of
the fuel and emission costs across WECC. Variations in siting appeared to have little
impact. Improved capacity factors resulted in less nameplate capacity of renewables
required, but generally needed new transmission to facilitate the energy transfer. The
economic value of the renewable energy was roughly the same. Remote, high capacity
factor wind generation that can take advantage of existing transmission is attractive.
Major build-outs of remote wind and long distance transmission do not appear to have
any significant operational advantages or disadvantages, and need to be judged on the
specific economics involved.

There appears to be minimal stress on system operations at up to 20% wind penetration.
Beyond that point, the system’s operational flexibility is stretched, particularly if the rest
of WECC is also aggressively pursuing renewables. Minimum operating points on coal
plants and the cycling capabilities of hydro generation become more important beyond
the 20% penetration level, although neither is an absolute show stopper.

Incorporation of the wind and solar forecast in the day-ahead unit commitment
decisions is very important. Even though there may be times that the renewable
generation is over-forecasted, resulting in the operation of higher priced quick-start
generation, ignoring the forecasts reduces the value of renewables by up to $20/MWh.
Improving the current level of forecasting accuracy could add an additional $2/MWh.
Increasing the spinning reserve in all hours to address the variability and uncertainty of
the renewable generation appears to be an expensive option. It may be better to adjust
the day-ahead commitments on a shorter-term basis (4 — 6 hours ahead as has been
discussed in ERCOT and California), provide additional quick-start generation capacity,
and have the load play a more active role in operations. The latter was examined in
more detail. A demand response program in which utilities paid 1300 MW of load to
shut off when needed would be a more cost-effective way to deal with the
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approximately 90 hours of contingency reserve shortfall than increasing the spinning
reserves for 8760 hours of the year.

Base economic assumptions in the report favor coal generation over gas-fired units. As a
result, renewable generation tends to displace gas-fired generation that is generally
more operationally flexible and cleaner, and leaves the less flexible, higher emission
coal-fired units still running. This makes higher penetrations of renewable generation
more difficult. Even so, emissions in WECC were seen to decrease by 5% for SOX, 15%
for NOX, and up to 25% for CO2. Decreased gas prices and/or increased carbon taxes
will reverse the relative operational attractiveness of coal and gas generation in the
dispatch stack. This would lead to more displacement of the coal generation,
significantly improved emission reductions, and enhanced operational flexibility of the
balance of the generation fleet. All of this would help smooth the introduction of greater
amounts of intermittent renewable generation such as wind and solar. Assuming a
natural gas price of $3.5/MBTU, renewables offset coal instead of gas, resulting in
emissions reductions across WECC of 50% for NOX, 30% for SOX and 45% for CO2.
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7 Sub-hourly Operational Analysis

This chapter focuses on multiple aspects of sub-hourly variability, specifically 10-minute
variability. Section 7.1 describes the 10-minute statistical analysis, which provides a
broad overview of the impact of significant wind and solar generation on system
performance and sets the stage for the subsequent detailed exploration of sub-hourly
behavior. In Section 7.2, the quasi-steady-state (QSS) analysis, which consists of detailed
time simulations of specific 24-hour periods, is presented. It is designed to illustrate key
aspects of system performance and potential mitigation measures within the broader
context of the statistical and production simulation analyses. The relationship between
sub-hourly variability and dynamic reserve requirements is explored in Section 7.3. The
focus is primarily on understanding how much maneuvering room is required of on-line
generation to handle the changes that occur within each hour, i.e., variability rather than
uncertainty. Section 7.4 explores possible ways in which system operations could
translate the reserve requirements into simple usable operating rules or guidelines.
Section 7.5 further examines selected MAPS and QSS simulations in the context of the
requirements identified. Discussion of possible demand participation and energy
storage in providing these sub-hourly reserves is included.

7.1 Statistical Analysis

Extensive statistical analysis of hourly wind, solar and load variability was presented in
Chapter 5. In this section, we present additional statistical analysis of variability that
occurs in the 10-minute time frame. There are two major reasons for focusing on 10-
minute variability. First, we have extensive 10-minute data. All the wind data was
generated at 10-minute time resolution, with the exception of selected windows used in
QSS analysis discussed in the next section. But equally important, 10 minutes is a good
divider between running reserves and cold, or standby reserves. The latter reserves may
be brought on-line quickly, but do not contribute to managing variability until
committed. The basic concept behind this analysis, and the results presented in
subsequent sections of this chapter, is that the sub-hourly variability drives dynamic
reserve requirements.

In the results presented here, the focus is on the Local-Priority Scenario. Similar plots
and data for the other scenarios are included in Appendix E. The results presented here
have a similar structure to those presented in Chapter 5. That chapter provides
background and context for the variability statistics and analytical methods. The
discussion in this section is limited to examining the details of 10-minute variability that
are relevant to reserve requirements.

In Table 7.1, statistics on 10-minute variability by area, study footprint and WECC are
presented. These data are presented in the same way as the hourly variability presented
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in Chapter 5. At the study footprint level, the overall 10-minute variability increases
from the load-alone case, measured by the standard deviation (“sigma” or ) of the

deltas (“delta sigma” or Ao), is relatively small, even for the 30% Mega-Project case. The

increase is on the order of 20%.

However, the extrema at the foot print level can double or triple. At individual
transmission area/state resolution, the differences become more pronounced. The
Arizona increase is not great. But in Wyoming, there is an order of magnitude increase
in the standard deviation, a factor of 20 increase in the maximum positive delta, and a
factor of 40 increase in extreme net load drops. The difference between the In-Area,

Local-Priority and Mega-Project Scenarios for Wyoming are consistent with the dramatic

increase in installed wind across the scenarios.

Table 7.1 10-minute Net Load Variability by Area, Footprint and WECC

Ariz CO-E cow NI NV Wy In Foot Print WECC
1A LP WMP| IA LP MP|IA LP MP|IA LP MP| IA LP MP| IA LP MP 1A LP  MP 1A LP  MP
Sigma (MW)
Load-alone 97 @ % 61 61 B1 5 B Bl 25 25 25 82 52 52| 15 15 18 239 239 239 Y3 vH PR
Baseline (Existing) 97 97 97 B8 BS B & B Bl 31 3 i3] 82 52 82| 23 23 23| 240 240 240) V34 734 734
10% In FP Scenario 107 105 97 69 B9 B9l 11 10 71 33 3w 43 & 66 53] 24 Ell 49 243 245 246 FIF F1B T19
20% In FP Scenario 128 116 100) L= U= 19 16 7| 43 46 54 B3 B3 55 34 56 108 288 260 68| 16 T18 72
30% In FP Scenario 146 128 108 98 89 /2 25 220 1w s4 s VOl Y9 B9 &7 4B 93 157 284 286 301 Fl8 728 734
Max Neg Delta (MW)
Load-alone -346 -348 -34B) 223 223 223 200 200 20| 86 86 06| -200 200 -200( 53 -53 B3| -706 -FOG -708[ -2239 -2239 -2239
Baseline (Existing) -352 -352 352 -2 412 -M2| 200 200 20| -260 -2600 -280) -200 200 -200f -334 334 -334( 810 810 810 2279 2279 2279
10% In FP Scenatio -901 772 40| -2 420 -409| 134 109 41| -252 -2400 -354] -367 340 -250| <327 340 -903( -B43  -BE7 -991| -3744 3734 3706
20% In FP Scenario -1367 1082 -367| -826 -89 -490| -234 206 -BO| 394 -408 -532| 568 865 -305| 401 862 -1728[ -1360 1216 -1821| -3686 -3672 -3713
30% In FP Scenario -1616 -1162 -416| -1062 956 -B4B| -285 -239 -91| 516 -66G -708| -767 B33 -306| -601 -1476 -2274| -1576 -1641 -2326| -4266 -4270 -4308
Max Pos Delta (MW)
Load-alone 267 267 X7 195 195 195 22 22 X 106 106 106 206 205 206 84 a4 84| B12  B12  B12| 1786 1786 1786
Baseline (Existing) 269 269 269l 306 308 308 22 22 X 147 147 47| 207 207 207 228 228 228 7100 Y100 710[ 1885 1865 1865
10% In FP Scenario 711 890 289 334 336 3B4| 160 @3 30| 166 201 3200 319 311 209 233 290 567|899 873 770[ 2084 2093 2118
20% In FP Scenario 97 784 837 548 585 360| 211 197 51| 323 358 445 485 448 235) 459 B30 1088 1193 1075 1218 2211 72 2203
30% In FP Scenario 1169 1041 1207) 1010 804 426] 296 221 93| 462 466 543 582 519 293| B49 994 1805 1430 1416 1542 2728 2881 2677
No. Drops > 3* Ld Sigma
Load-alone 18 | 18 3 3 3Bl S0 B0 L0l 45 45 48] 54 B4 &4 45 45 45 0 1} 0] 9 9 9
Baseline (Existing) 18 1|8 18] 188 185 158) 90 B0 80| B17 617 G17] 564 B4 54] 1458 1450 1453 12 12 9 9 9
10% in FP Scenario 203 188 21| 286 323 302 2183 1367 284) 822 1121 1935 219 i85 59| 1643 2573 B3F0 44 42 ¥ [ 8 it
20% In FP Scenario B72 380 47| BE9 BE7 362| 5425 4298 47B| 1977 2262 3188 B8O 464 117 3638 FE3E 12968 125 140 224 B B 1
30% In FP Scenario 1172 B32  158| 1380 995 344| 7604 6074 1415| 3166 34562 5262| 1317 604 156] 5993 12185 15205 240 284 460 17 17 42
No. Rises > 3* Ld Sigma
Load-alone 1} 0 0] ¥ ¥ 3w vz o2 72| w7 07 07| 27 27 27| 405 405 405 0 1} 0 1} 0 0
Baseline (Existing) i} 0 0] B6 B8 BB V2 72 72| 449 449 49 35 35 35| 1863 1863 15G3 0 i} 0] i} 0 0
10% In FP Scenario 185 123 O 194 2368 204 1956 1124 236] B3E 951 1240| 198 138 45| 1779 3144 G651 15 18 12| i} 0 0|
20% In FP Scenario 722 419 132 730 T4 303) 5663 4621 306| 2043 2367 3611 F14 468 ¥4 3801 8039 13318 203 171 212 2 0 2
30% In FP Scenario 1284 782 357 1656 1208 435 7983 G146 1908| 3497 3854 5850|1350 524 191| B233 12513 16353 521 476 599 63 45 a0

In Table 7.2, the variation within small balancing areas is illustrated. The blue cells in
this table are for the 7 zones that make up the Wyoming area. Some of these zones,
TRSTWYOA (Tri-States G&T Wyoming, other labels are decoded in Table 3.4), for
example, show a 50-fold increase in net load 10-minute Ac. The single most extreme net
load rise in 10 minutes is 100 times as great as with load-alone. Clearly, managing
incremental variability due to additional wind power is infeasible for these small
balancing areas with high wind penetration.
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Table 7.2 Summary Statistics for 10-Minute Delta for Wyoming

BEPCWA  |BHPLA WY CENA WY NWA WYY SWWA TRSTWYOA |WACKA WYY In FootPrint [WECC

Sigma (MW)
Load-alone 2 2 2 3 3 1 2 15 239 731
Baseline (Existing) 2 2 8 3 17 2 2 23 240 734
10% In FP Scenario 2 2 15 4 17 8 14 3 245 718
20% In FP Scenatio 2 2 33 8 17 18 27 56 260 718
30% In FP Scenario 2 2 47 a 15 a3 36 93 286 728

Max Neg Delta (MW)
Load-alone -7 -8 -10 -10 -1 -3 -8 53 -708 -2239
Baseline (Existing) -7 -8 91 -10 -335 -29 -8 -334 -810 2279
10% In FP Scenario 7 Bl -162 -56 -335 -35 -369 -340 -B67 3734
20% In FP Scenario -7 -8 -409 -170 -335 -439 -860 962 -1216 3672
30% In FP Scenatio 7 8 -550 -170 -308 -809 1128 -1476 -1641 4270

Max Pos Delta (MW)
Load-alone 1 13 16 17 19 B 7 g4 612 1786
Baseline (Existing) 1 13 a0 17 227 27 7 228 710 1865
10% In FP Scenario 1 13 1658 a0 227 3 264 290 873 20593
20% In FP Scenario 1 13 443 134 227 276 545 630 1075 2172
30% In FP Scenario 11 13 518 134 e 520 716 994 1416 2681

The temporal coincidence of load and wind changes is shown in Figure 7.1. These plots
are similar to those presented in Figure 5.3. The results have a broadly similar character
to the hourly variability. However, there is some increase in the relative amplitude of
extreme wind changes compared to load. This is most noticeable in the summer data.
Interestingly, the outlier wind changes do not coincide with load change outliers, which
may be understated because of the linearization of the one-hour data.
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The timing of extreme 10-minute net load increases is shown in Figure 7.2. This figure
presents the same type of information as presented in Figures 5.10 to 5.14. However, the
carpet plots in Figure 7.2 look quite different. There are 6 times as many 10-minute
periods in a day as hours, so the plots are stretched horizontally. As expected, periods of
rapid net load rise tend to occur in summer mornings and early evenings, and winter
late evenings. The increases in the evenings from October to April are substantial, with
the largest occurring at 16:20 in December.
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Figure 7.3 shows the timing of extreme net load drops. Just as in Figure 5.14, the biggest
net load drops occur in the early night, especially in the summer. Mid-morning numbers
in this figure can be positive, showing the smallest increase for any hour in that cell.
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Figure 7.3 Timing of Maximum Daily 10-Min Negative Deltas for Study Area (2006, Local-Priority Scenario)

A histogram of the study footprint 10-minute net load changes is shown in Figure 7.4.
As with Figure 5.15, the distribution widens and appears to become slightly less normal
with increasing renewable penetration. The bottom part of the figure shows that there
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are occasions of substantial net load rise and drop that exceed the maximum observed

with load-alone.
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Figure 7.4 Distribution of Net Load Deltas for Study Area (2006, Local-Priority Scenario)

The extremes of net load rise and drop are shown in a cumulative fashion in Figure 7.5.
Again, this figure contains similar information to that presented in Figure 5.16. The tails
of these distributions are consistent with the extremes summarized in Section 5.4.

Overall, at both the study footprint and transmission area/state level, the increases in 10-
minute variability with the addition of wind and solar generation are incremental, not
monumental. Strategies for addressing these increases are also incremental. The increase
in variability is likely insurmountable for smaller balancing areas without substantial

changes in cooperation.
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Study Area Cumulative Distribution of 10-Min Deltas
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Figure 7.5 Distribution of Extreme Hourly Wind Deltas for 2006 (2006, Local-Priority Scenario)

7.2 Quasi-Steady State (QSS) Analysis

The statistical and production simulation analyses provided a broad view of the impact
of significant wind and solar generation on system performance. They covered a range
of time scales, from sub-hourly to hourly as well as daily, seasonal and annual. In
contrast, the quasi-steady-state (QSS) analysis consists of detailed time simulations of
specific 24-hour periods. It is designed to illustrate key aspects of system performance
and potential mitigation measures within the broader context of the statistical and
production simulation analyses. As such, the QSS analysis is tightly linked to both of
these analyses. For example, the QSS study scenarios were selected on the basis of the
statistical analysis, and the QSS boundary conditions were set by the production
simulation analysis.

The data, methods, assumptions, study scenarios, and results for the QSS analysis are
described in the following sections. All QSS analysis was performed using MATLAB.

7.2.1 Overview of Algorithm
The primary objectives of the QSS analysis were to evaluate the impact of significant

wind and solar generation on load following (5-minute time scale) and regulation (1-
minute time scale) requirements within the study footprint.
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The study footprint was represented by seven, separate transmission areas— Arizona,
New Mexico, Colorado-East, Colorado-West, Wyoming, Northern Nevada, and
Southern Nevada. Each area was represented by aggregate profiles of all the individual
loads, generation sources, and inter-area transmission path flows (i.e., exports). One
profile represented all loads in a given area and another profile represented the total
export schedule from a given area. However, generation profiles were aggregated by
type. Thus, there was one profile for wind; one profile for solar, one for hydro, one for
combined-cycle, etc.

Up to four types of generating units (e.g., hydro, combined-cycle, steam, gas turbine)
were identified as participants in load following via the 5-minute economic dispatch
function. Each unit type was assigned a priority number. If the priority #1 unit type
exhausted its capability, the priority #2 unit type made up the difference. If priority #2
unit type reached its limit, the priority #3 unit type began to participate. When the net
load and therefore, economic dispatch commands reversed direction, the lowest priority
unit type reversed direction first. Thus, the priority #3 unit type would return to its
nominal dispatch, followed by the priority #2 unit type, leaving the primary load
following responsibility to the priority #1 unit type. Maxima, minima and ramp rate
limits were respected for each unit type.

Up to four types of generating units were also identified as providers of regulation. Each
unit type was assigned both a priority number and a specific amount of regulation (e.g.,
+ and/or — MW) capability. Each unit type’s participation in regulation followed a
similar priority procedure as described above for the economic dispatch unit types. The
maxima and minima of the assigned regulation capability are respected. Regulation
units were assumed to have sufficient ramp rate capability, so no ramp rate limits were
applied.

The remaining generating unit types were treated as un-dispatchable generation subject
only to an hourly schedule.

The load, wind, and solar profiles varied on a minute-by-minute basis. The export and
balance of portfolio (BOP) generation schedules changed on an hourly basis in
accordance with the production simulation results. The hourly schedule changes were
implemented as a ramp +/-10 minutes around the hour, unless otherwise noted.

The difference between total generation and load plus exports was calculated at 1-
minute intervals, and assigned to the regulation units. At 5-minute intervals, a
simplified economic dispatch was performed to redistribute the power from the
regulation units onto the designated load following units over the next 5 minutes. Ramp
rate limits (MW/minute) and absolute power limits (maximum and minimum MW)
were respected on each unit type.
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If the economic dispatch units in a particular transmission area lacked sufficient
capability, the regulation units picked up the excess load following. If the regulation
units lacked sufficient capability, an area control error (ACE) signal was generated, and
the export to other transmission areas was affected. The ACE signal was compared to an
approximate L10 limit to identify potential Control Performance Standard 2 (CPS2)
violations [7.1].

Additional details on the study periods and input data, as well as regulation and
economic dispatch unit selection from the boundary conditions are presented in Sections
7.2.2 through 7.2.4.

The results of selected 24-hour QSS simulations are described in Sections 7.2.5 and 7.2.6.

7.2.2 Input Data

Several types of data were used in the QSS analysis: wind generation profiles, solar
generation profiles, load profiles, unit type ramp rate capabilities, transmission area
regulation requirements, and L10 limits for CPS2.

NREL provided 1-minute wind generation profiles for all wind plants included in a
given scenario (e.g., Local-Priority) for each QSS study period. These individual 30-MW
plant profiles were created by superimposing a 1-minute variation onto the 10-minute
data described in Chapter 2. The 1-minute variations were statistically generated from
the spectral density of measured wind plant output from existing wind plants using the
same Vestas V90 3-MW turbine. These profiles were then aggregated by transmission
area.

Limited high resolution solar and load data were available. Therefore, the necessary 1-
minute solar profiles were created with a cubic spline interpolation of the 10-minute
data. The necessary 1-minute load profiles were created with a cubic spline interpolation
of the 1-hour data. Additional information on the data used in this study is provided in
Chapter 2.

Since appropriate WECC data were not available, generic ramp rate data (%/minute)
were used for each unit type. These data were drawn from the CEC Intermittency
Analysis Project [7.2], and are shown in Table 7.3. Actual unit ramp rates will vary.
Some WestConnect units report much lower ramp rate capabilities. Therefore, future
work may include a sensitivity analysis to evaluate the impact of using actual rather
than generic ramp rate data.
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Table 7.3. Generic Ramp Rate Data by Unit Type

Ramp Rate
(% of Nameplate/Minute)
Combined-Cycle 3.8
Combustion Turbine 13.5
Hydroelectric 223
Steam 3.1

The regulation requirement for each transmission area was estimated as 1% of peak load
for both positive and negative regulation. This assumption is consistent with the actual
regulation requirements observed in other studies. The regulation requirement for each
transmission area is shown in Table 7.4.

Table 7.4. Regulation Requirement by Transmission Area

Regulation
(+-MW)
Arizona 231
Colorado — East 116
Colorado — West 15
Northern Nevada 29
Southern Nevada 97
New Mexico 93
Wyoming 40
In Footprint 581
Out of Footprint 1200

CPS2 requires that the average ACE for each of the six 10-minute periods during an
hour must be within specific limits. These limits are called L10, and vary with each
operating area. Approximate L10 values were used in the QSS analysis to identify
potential CPS2 violations. These values were based on the NERC “2007 CPS2 Bounds
Report” [7.3], aggregated to match the transmission areas under study, and shown in
Table 7.5. The L10 limits were constant across all scenarios and all penetration levels.
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Table 7.5 Approximate CPS2 L10 Limits by Transmission Area

L10

(Mw)

Arizona 187
Colorado — East 83
Colorado — West 15
Northern Nevada 25
Southern Nevada 85
New Mexico 63
Wyoming 48

7.2.3 Boundary Conditions

The export schedule for each transmission area changed on an hourly basis in
accordance with the production simulation results. These schedules were based on the
dispatch, not the day-ahead commitment with its imperfect renewable generation
forecast, and as such have taken the day-ahead forecast error into account.

The production simulation results were also used to identify up to four types of
generating units (e.g., hydro, combined-cycle, steam, gas turbine) as participants in load
following via the 5-minute economic dispatch function. The unit types that moved the
most across the study period were selected as participants with an appropriate priority
number. For example, if the MAPS analysis showed the combined-cycle dispatch moved
between 1,000 MW and 2,500 MW across a study period, and the hydro dispatch moved
between 50 MW and 200 MW, then the QSS economic dispatch priority would be
combined-cycle #1 and hydro #2.

The production simulation results were also used to identify up to four types of
generating units as providers of regulation. First, a priority number was assigned to
each regulation unit type—similar to that described above for the economic dispatch
unit types. Next, the available up range (unit type maximum minus unit type dispatch)
or down range (unit type dispatch minus unit type minimum) was used to assign a
specific percentage of the desired regulation capability to each unit type. For example, if
both the combined-cycle and hydro units had significant available up range, then about
91% (i.e., [1,500/(1,500 + 150)]*100) of the required up regulation capability would be
assigned to the combined-cycle units and about 9% of the required up regulation
capability would be assigned to the hydro units. For situations with limited available
range on one particular unit type, the required regulation would be assigned to a unit
type with available range.

175



The maximum and minimum limits of the unit types on economic dispatch were
adjusted (i.e., decreased and increased, respectively) to accommodate the desired
regulation capability.

The remaining generating unit types were treated as non-dispatchable generation
subject only to the hourly schedule from the production simulation results.

Changes in commitment observed in the MAPS results were implemented in the QSS
algorithm as hourly changes to the maximum and/or minimum of each unit type. The
ability to incorporate such commitment changes allowed for a longer (i.e., 24-hour) QSS
study period than that used in previous studies (i.e., 3-hour) [7.2].

7.2.4 Study Periods

The QSS study periods were selected based upon the hourly statistical analysis. The
primary objective was to identify challenging, but credible, system conditions.
Therefore, the hourly statistical analysis was used to identify study periods with any of
the following characteristics:

e Large 1-hour, 3-hour, and 6-hour changes in net footprint load (e.g., load minus
wind minus solar)

e High levels of wind and solar penetration
® Low load levels

e High wind forecast errors

Two primary study periods were chosen—an April day with low load and high wind
penetration, and an October day with a high wind forecast error. The focus of the
analysis was on the Local-Priority Scenario with 30% wind penetration. Selected other
scenarios and penetrations were analyzed as needed.

An overview of the hourly system characteristics for the April QSS period with 30%
wind penetration in the Local-Priority Scenario is shown in Figure 7.6. The total load in
the study footprint is shown in dark blue, total wind generation in green, total PV
generation in red, total CSP generation with 6 hours of storage in gold, and net load in
light blue. Note that net load is negative during the nighttime minimum load period: It
is the hour with the most negative load in the study footprint in 3 years of data. This
period is also discussed in Chapters 4 and 6.
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Figure 7.6 Study Footprint Characteristics for April QSS Period, Local-Priority, 30% Wind Penetration

An overview of the hourly system characteristics for the October day is shown in Figure
7.7. The same color-coding is used for the traces, with one addition. The dashed green
line represents the total day-ahead hourly wind forecast for the study footprint. Note
that the maximum forecast error (i.e., forecast minus actual for a given hour) in the
study footprint reached almost 12,000 MW, the single worst forecast error in 2006. The
maximum forecast error in each transmission area was about 2,600 MW in Arizona,
3,500 MW in Colorado-East, 300 MW in Colorado-West, 700 MW in Nevada, 2,000 MW
in New Mexico, and 4,700 MW in Wyoming. Due to geographic diversity, the total study
footprint forecast error is less than the sum of the individual transmission area forecast
errors.
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Figure 7.7 Study Footprint Characteristics for October QSS Period, Local-Priority, 30% Wind Penetration
7.2.5 April 15, 2006 Example

The QSS simulation results for the April day with low load and high wind penetration
are presented in this section. The Local-Priority Scenario was analyzed for four
penetration levels—10%, 20%, 20/20%, and 30%. See Chapter 3 for additional description
of the scenario development and site selection. The focus is on the Arizona transmission
area, with other areas brought in for comparison and contrast as needed. Additional QSS
results are provided in Appendix F.

The Arizona wind and load 1-minute input profiles are shown in Figure 7.8. The gray
line represents the total Arizona load, the pink line represents the total wind plant
output with 30% energy penetration, the green line represents the total wind plant
output with 20% penetration, and the dark blue line represents the total wind plant
output with 10% penetration.

As shown in Table 2.2, 2,850 MW of wind projects were installed to achieved 10%
penetration. For 20% penetration, 5,250 MW of wind projects were installed, and for 30%
penetration, 7,710 MW of wind project were installed. At the beginning of this April
study period, the wind projects are at almost 100% rated output. At about 4 a.m., the
wind output for the 30% penetration level exceeds the load.
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Figure 7.8. Arizona Input Profiles, Local-Priority, April QSS Study Period

The boundary conditions from the production simulation analysis are shown in Figure
7.9 and Figure 7.10. Figure 7.9 shows the hourly schedule for the BOP generation at 10%,
20%, 20/20%, and 30% wind penetration. As the amount of wind generation increases,
the amount of conventional generation decreases.

Figure 7.10 shows the hourly export schedule at 10%, 20%, 20/20%, and 30% wind
penetration. As the amount of wind generation increases from 10% — 20/20%, the
Arizona exports decrease. This indicates that Arizona conventional generation is
displaced by wind generation both inside and outside Arizona as penetration increases.
As the wind penetration increases from 20/20% — 30%, the export schedule increases.
This indicates that the additional Arizona wind is displacing conventional generation
outside Arizona.

The difference between the 20% and 20/20% cases (dark blue and light blue,
respectively) is entirely due to additional renewable generation outside the study
footprint. The generation mix of the rest of WECC has a significant impact on the
performance of the study footprint.

The generation boundary conditions were separated into unit types and used to identify

the participants in load following via the 5-minute economic dispatch function, and the
providers of regulation. The economic dispatch unit types, and their priority, are shown
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in Table 7.6 for each penetration level. The regulation unit types, their priority and
capability, are shown in Table 7.7.
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Figure 7.9 Arizona Conventional Generation Hourly Schedule, Local-Priority, April QSS Study Period
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Table 7.6 Economic Dispatch Priority for Arizona during April QSS Study Period.
10% Wind | 20% Wind | 20/20% Wind | 30% Wind
Hydro 3 3 4 3
Combined-Cycle 1 1 3 4
Gas Turbine 4 4 2 2
Steam 2 2 1 1
Table 7.7 Regulation Priority and Capability for Arizona During April QSS Study Period.
10% Wind 20% Wind 20/20% Wind 30% Wind
Priority +MW -MW |Priority + MW -MW | Priority + MW -MW | Priority + MW -MW
Hydro 3 83 23 3 47 -6 4 19 -7 3 62 0
Combined-Cycle 1 124 131 1 138 -91 3 12 17 4 0 0
Gas Turbine 4 0 0 4 0 0 2 14 -14 2 "7 -1
Steam 2 24 -76 2 45 134 1 86 -193 1 158 -220

The results of the April QSS analysis with the above input data and boundary conditions
are presented in Figure 7.11 through Figure 7.25.
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The Arizona dispatch with 10% wind penetration for the Local-Priority Scenario is
shown in Figure 7.11. As shown in Table 7.6, the economic dispatch priority for this case
is combined-cycle (green), steam (light blue), hydro (dark blue), and gas turbine (pink).
The heavyweight lines represent the unit type power output, and the lightweight lines
represent the maxima and minima of the committed units. Changes in commitment can
be observed in the changes to the maxima and minima.

Over the course of this simulation, the top three unit types (e.g., combined-cycle, steam,
and hydro) respond to the system economic dispatch, and follow load down, and then
up again. The bulk of the load following is performed by the combined-cycle units, with
these units operating at minimum for several hours over night when the load is at its
lowest level.

The amount of regulation provided is shown in Figure 7.12, as the dark blue line. The
conventional generation hourly schedule (pink) and the hourly export schedule (gold)
are also shown. The right vertical scale applies to regulation; the left vertical scale
applies to the hourly schedules.

As shown in Table 7.4, +/-231 MW of regulation capability is available in Arizona during
the simulation. The regulation that is actually provided is largely driven by the hourly
schedule changes, not by the wind and solar variability. Each time the provided
regulation approaches or hits a capability limit (i.e., +/-231 MW)), it is due to an hourly
schedule change.
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The overall performance of the Arizona system with 10% wind penetration is shown in
Figure 7.13. The dark blue line represents the Total Generation, or all generation in the
Arizona transmission area including wind and solar. The pink line represents the
Conventional Generation Hourly Schedule or the hourly boundary conditions from the
production simulation analysis. The gray line (generally hidden behind the light blue
line) represents the Conventional Generation Total, which includes all generation
responding to economic dispatch, regulation, and hourly schedules—effectively, all
generation except wind and solar. The light blue line represents the Load-Wind-
Solar+Export or load minus wind minus solar plus the hourly export schedule. The
green line represents Load-Wind-Solar or load minus wind minus solar, and the gold
line represents the hourly Export Schedule. Both the Conventional Generation Hourly
Schedule and the Export Schedule contain hourly information only. The other traces
change minute-by-minute.

The key comparison in this plot is between the light blue line (Load-Wind-Solar+Export)
and the gray line (Conventional Generation Total). When the Arizona generation and
net load are in balance, then these two traces will be indistinguishable. When the
generation-load balance is not maintained, then the gray line (Conventional Generation
Total) will no longer be hidden by the light blue line (Load-Wind-Solar+Export). A
minor generation-load imbalance occurs about 10 a.m. This imbalance is small and
difficult to identify given the plot scale. Therefore, it is indicated by the black circle. At
this time, the units on economic dispatch and the units providing regulation have
insufficient capability to meet the net changes in load, wind, solar, and hourly export.

This will result in an ACE, as shown by the red line in Figure 7.14. The amount of
regulation provided is represented by the blue line, and matches that shown in Figure
7.12. A positive ACE signal means that conventional generation exceeds net load, and
the actual export will exceed the export schedule. A negative ACE signal means that
load exceeds generation, and the actual export will fail to meet the export schedule. As
with the regulation itself, the ACE is largely driven by the hourly generation and export
schedule changes, not by the wind and solar variability. The two black lines, shown in
Figure 7.14, represent the approximate L10 limits. A potential CPS2 violation occurs
when the ten-minute average ACE exceeds L10 [7.1]. Whether an actual violation occurs
depends on the number of times the ten-minute ACE exceeds L10 in a given month.
Each balancing area is not required to keep the ten-minute ACE below L10 all of the
time, but must do so 90% of the time.
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The impact of increasing levels of wind and solar penetration, and therefore increasing
variability, was also evaluated.

Figure 7.15 — Figure 7.17 show the Arizona dispatch for the Local-Priority Scenario with
20%, 20/20%, and 30% wind penetration. The 20/20% case has the same wind penetration
within Arizona as the 20% case. However, the penetration outside the study footprint
has increased from 10% — 20%.

Several effects were observed as penetration increased from the 10% penetration level
shown in Figure 7.11. First, the combined-cycle commitment was significantly reduced.
This is consistent with the results reported in Chapter 6, which showed that wind
generation displaces the conventional generation with the highest marginal cost. Second,
the economic dispatch priority order changed. At 10% penetration, the priority was
combined-cycle, steam, hydro, and gas turbine. At 30% penetration, the priority was
steam, gas turbine, hydro, and combined-cycle. This reflects the changing BOP
generation mix as wind and solar displace combined-cycle units. Finally, the amount of
wind and solar generation in neighboring systems had a significant impact. At 20%
penetration, the bulk of the Arizona load following was performed by combined-cycle
and steam units. With the increased wind and solar penetration outside the study
footprint in the 20/20% case, the bulk of the load following was performed by steam
units. The additional out-of-footprint wind and solar effectively reduced the
opportunity for Arizona to export power.
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Figure 7.15 Arizona Dispatch, 20% Wind, Local-Priority, April QSS Study Period.
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Figure 7.18 — Figure 7.20 show the Arizona regulation and hourly schedules for the
Local-Priority Scenario with 20%, 20/20%, and 30% wind penetration.

The export schedule decreased significantly as penetration increased from the 10%
penetration level shown in Figure 7.12. At 10% and 20% penetration, the Arizona system
begins with an export schedule in the range of 7,000 — 8,000 MW, and it is always
exporting. With the increased wind and solar penetration outside the study footprint in
the 20/20% case, the initial export schedule is reduced to about 2,000 MW and the system
ends up as an importer; a similar pattern is observed for the 30% case.

At 20% penetration, the impact of wind and solar variability on regulation was greater
than that observed at 10% penetration. However, the largest regulation swings were still
driven by the hourly schedule changes.

At 20/20% and 30% penetration, the lack of sufficient down regulation during the low-
load period overnight exceeded the impact of variability. The high level of wind
generation within Arizona, the reduced exports from Arizona due to high wind
penetration outside of the study footprint, and the resulting reduction in the
commitment and dispatch of the remainder of Arizona’s generation fleet make
minimum load operation more difficult.

These results are pessimistic because the hourly boundary conditions consistently lag
the load decrease. This is inherent to MAPS with its hourly-integrated loads and “hour
ending” convention, and can be observed in Figure 7.13. In this figure, the net load (light
blue line) consistently leads the conventional generation hourly schedule (pink line). In
reality, such an hour-after-hour lag would not be allowed.
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Figure 7.19 Arizona Regulation, 20/20% Wind, Local-Priority, April QSS Study Period.

189

250

125

Regulation (MW)

-125

-250

250

125

Regulation (MW)

N
N
o

-250



18,000 250
== Conventional Generation Hourly Schedule L
1 Export Schedule l‘
| | —Total Regulation
12,000 | + 125
= L
> ] s
T | =
% -
W 6,000 - +0 .8
5 | r 3
© g g
o (e
C .
U
0+ + -125
| M U u == = [
-6,000 1 -250

6:00 PM 10:00 PM 2:00 AM 6:00 AM 10:00 AM 2:00 PM

Figure 7.20 Arizona Regulation, 30% Wind, Local-Priority, April QSS Study Period.

An ACE will occur when there is insufficient regulating capability to meet the net
changes in load, wind, solar, and hourly schedules. Figure 7.21 shows the Arizona ACE
for the Local-Priority Scenario with various levels of wind penetration. The red line
represents 10% wind penetration, the green line represents 20% wind, the light blue line
represents 20/20% wind, the dark blue line represents 30% wind, and the black lines
represent the approximate L10 limits. These L10 values were used to identify potential
CPS2 violations.

Several effects are observed as wind penetration increased. First, the Arizona ACE
increased. Second, the performance of the 10% and 20% cases were similar, and the
performance of the 20/20% and 30% cases were similar. The breakpoint between the 20%
case and the 20/20% case illustrates that the amount of wind and solar generation in
neighboring systems has a significant impact on the performance of the study footprint.
Third, the 20/20% and 30% cases lack sufficient down regulation during the low load
period overnight and extending into the morning load rise. This resulted in extended
ACE excursions over the L10 limit and likely CPS2 violations.
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Figure 7.21 Arizona ACE, All Penetration Levels, Local-Priority, April QSS Study Period.

Wind curtailment could be an effective response to such ACE excursions under low-
load, high-wind conditions. Wind curtailment addresses positive ACE signals, which
occur when generation is greater than load and results in the actual export exceeding the
scheduled export. An example curtailment is shown in Figure 7.22, with the original
aggregate wind profile for Arizona in pink and the curtailed profile in green. Total load
is shown in dark blue. Since curtailment of wind generation contributes to system down
reserve, the curtailment was calculated using the simplified variability reserve
requirement that will be described in Section 7.4. Specifically, the original wind profile
was reduced by 2.2% of load and 5.6% of actual wind, up to 36% of rated wind. At 10
a.m., the curtailment was removed.

Figure 7.23 shows the Arizona regulation (blue line) and ACE (red line) for 30% wind
penetration with curtailment. Again, the black lines represent the approximate L10
limits. Both the regulation and the ACE were significantly reduced from that shown in
Figure 7.20 and Figure 7.21 for 30% wind penetration without curtailment. The number
of potential CPS2 violations were also significantly reduced. This was achieved by
curtailing about 5% of the wind energy available during this day.

191



12,000

10,000

8,000

6,000
—Load
4,000 ==30% Wind - Original
30% Wind - Curtailed
2,000
0 T T T T T T T T T T T T T T T T T T T T

6:00 PM 10:00 PM 2:00 AM 6:00 AM 10:00 AM 2:00 PM

Figure 7.22 Arizona Wind Curtailment, April QSS Study Period.
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Figure 7.23 Arizona Regulation and ACE, 30% Wind with Curtailment, Local-Priority, April QSS Study Period.
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Extensive balancing area cooperation or consolidation can also improve system
operation by sharing load following, regulation and reserve responsibilities. Figure 7.24
and Figure 7.25 show the impact of such coordination on the Local-Priority Scenario
with 30% wind penetration and no curtailment.

Figure 7.24 shows the individual ACEs for each transmission area in the study footprint.
Figure 7.25 shows the entire study footprint ACE with two types of area cooperation or
consolidation. The dark blue line is the sum of the individual ACEs shown in Figure
7.24, or the footprint ACE with some cooperation between areas. This is similar to ACE
diversity interchange (ADI) [7.4], which pools individual ACEs to take advantage of
their sign differences to reduce generator movement and improve CPS performance. The
green line represents the ACE with significantly more cooperation or consolidation—all
seven transmission areas are operated as one to share sub-hourly reserves. Under many
conditions, the ACE has been eliminated and the total energy under the ACE curve was
reduced by 30%. Overnight, the ACE is unchanged, indicating the need for additional
measures (e.g., wind curtailment) during such low load, high wind conditions.
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Figure 7.24 Transmission Area ACEs, 30% Wind, Local-Priority, April QSS Study Period.
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Figure 7.25 Footprint ACEs with Cooperation and Consolidation, 30% Wind, Local-Priority, April QSS Study Period.
7.2.6 October 26, 2006 Example

The QSS simulation results for the October day with a high wind forecast error are
presented in this section. The Local-Priority Scenario was analyzed for four penetration
levels—10%, 20%, 20/20%, and 30%. See Chapter 3 for additional description of the
scenario development and site selection. The focus is on the Colorado-East transmission
area, with other areas brought in for comparison and contrast as needed. Additional QSS
results are provided in Appendix F.

The Colorado-East wind and load input profiles are shown in Figure 7.26. The gray line
represents the total Colorado-East load, the solid pink line represents the total wind
plant output with 30% energy penetration, and the dashed pink line represents the 30%
wind forecast. Similarly, the green lines represent the total wind plant output (solid) and
forecast (dashed) with 20% penetration, and the dark blue lines represent the total wind
plant output (solid) and forecast (dashed) with 10% penetration.

As shown in Table 2.2, 2,190 MW of wind projects were installed to achieved 10%
penetration. For 20% penetration, 3,870 MW of wind projects were installed, and for 30%
penetration, 4,650 MW of wind project were installed. During this October study period,
the maximum output for all penetration levels is about 45% of rated capacity. As
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discussed in Chapter 5, the maximum forecast error, about 3,500 MW, occurred near
10 a.m. with 30% wind penetration.

The boundary conditions from the production simulation analysis are shown in Figure
7.27 and Figure 7.28. Figure 7.27 shows the hourly schedule for the BOP generation at
10%, 20%, 20/20%, and 30% wind penetration. Figure 7.28 shows the hourly export
schedule at each wind penetration level. As the amount of wind generation increases,
the amount of conventional generation decreases. Similarly, as the amount of wind
generation increases, the Colorado-East exports decrease.

The generation boundary conditions were separated into unit types and used to identify
the participants in load following via the 5-minute economic dispatch function, and the
providers of regulation. The economic dispatch unit types, and their priority, are shown
in Table 7.8 for each penetration level. The regulation unit types, their priority and
capability, are shown in Table 7.9.

8,000 +
6,000 -
| ——10% Wind - Actual = = 10% Wind - Forecast
1 20% Wind - Actual 20% Wind - Forecast
g ) == 30% Wind - Actual = = 30% Wind - Forecast
g 7 Load
s 4,000
2
o
o
2,000
0 T T T T T T
6:00 PM 10:00 PM 2:00 AM 6:00 AM 10:00 AM 2:00 PM

Figure 7.26 Colorado-East Input Profiles, Local-Priority, October QSS Study Period.
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Table 7.8 Economic Dispatch Priority for Colorado-East during October QSS Study Period.

10% Wind | 20% Wind | 20/20% Wind | 30% Wind
Hydro 2 2 3 3
Combined-Cycle 1 1 1 1
Gas Turbine 4 4 4 4
Steam 3 3 2 2

Table 7.9 Regulation Priority and Capability for Colorado-East during October QSS Study Period.

10% Wind 20% Wind 20/20% Wind 30% Wind
Priority +MW -MW Priority + MW -MW | Priority + MW -MW | Priority + MW -MW
Hydro 2 33 -12 2 25 22 3 7 10 3 8 -1
Combined- |4 g 75 1 91 84 1 105 54 1 9% 52
Cycle
Gas Turbine| 4 0 0 4 0 0 4 0 0 4 0 0
Steam 3 0 -29 3 0 -30 2 5 60 2 12 -63

The results of the October QSS analysis with the above input data and boundary
conditions are presented in Figure 7.29 through Figure 7.45.

Figure 7.29 — Figure 7.32 show the Colorado-East dispatch for the Local-Priority Scenario
with 10%, 20%, 20/20%, and 30% wind penetration, respectively. As shown in Table 7.8,
the economic dispatch priority for this case is combined-cycle (green), hydro (dark blue),
steam (light blue), and gas turbine (pink). The heavyweight lines represent the unit type
power output, and the lightweight lines represent the maxima and minima of the
committed units. Changes in commitment can be observed in the changes to the maxima
and minima.

Over the course of this simulation, the top three unit types (e.g., combined-cycle, steam,
and hydro) respond to the economic dispatch system and follow load down and then up
again. The bulk of the load following is performed by the combined-cycle units. During
the morning load rise, all units spend a significant amount of time at their maxima.

As penetration increases, the combined-cycle commitment was significantly reduced.
This is consistent with the results reported in Chapter 6, which showed that wind
generation displaces the conventional generation with the highest marginal cost. In
addition, the economic dispatch priority order changed. As the combined-cycle
generation was reduced, the steam generation moved up from third to second priority
for the 20/20% wind penetration case.
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Figure 7.29 Colorado-East Dispatch, 10% Wind, Local-Priority, October QSS Study Period.
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Figure 7.30 Colorado-East Dispatch, 20% Wind, Local-Priority, October QSS Study Period.
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Figure 7.31. Colorado-East Dispatch, 20/20% Wind, Local-Priority, October QSS Study Period
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Figure 7.32 Colorado-East Dispatch, 30% Wind, Local-Priority, October QSS Study Period.
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The amount of regulation provided for each penetration level is shown in Figure 7.33 —

Figure 7.36. In each figure, regulation is the dark blue line. The conventional generation
hourly schedule (pink) and the hourly export schedule (gold) are also shown. The right
vertical scale applies to regulation; the left vertical scale applies to the hourly schedules.

As shown in Table 7.4, +/-116 MW of regulation capability is available in Colorado-East
during the simulation. For all penetration levels, the regulation that is actually provided
is largely driven by the hourly schedule changes, not by the wind and solar variability.
As the penetration increases, the schedule changes tend to increase as more flexibility is
required of fewer units. In general, when the provided regulation hits a capability limit
(i.e., +/-116 MW)), it is due to an hourly schedule change.
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Figure 7.33 Colorado-East Regulation, 10% Wind, Local-Priority, October QSS Study Period.
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7 500 == Conventional Generation Hourly Schedule
1 Export Schedule
= Total Regulation

5,000 |

150

-2,500

-5,000 -

N
al
o
o o
—
T T

- 100

a1
o

o
Regulation (MW)

o
)

| -100

-7,5007111111111111111111
6:00 PM 10:00 PM 2:00 AM 6:00 AM 10:00 AM

2:00 PM

L .150

Figure 7.35. Colorado-East Regulation, 20/20% Wind, Local-Priority, October QSS Study Period.

201



7500 = Conventional Generation Hourly Schedule 150
' 1 Export Schedule L
| =—Total Regulation |
] ml I
5,000 + ﬂ I 1 100
] /|
S 2500 {50
et ] -
2 =3
5 ol 0§
c . ©
2 : _8,
©
5 1 &
$ -2,500 - + -50
O ] I
5,000 + 1 100
'7,500 | T T T T T T T T T T T T T T T T T T T T I '150

6:00 PM 10:00 PM 2:00 AM 6:00 AM 10:00 AM 2:00 PM

Figure 7.36 Colorado-East Regulation, 30% Wind, Local-Priority, October QSS Study Period.

The number of minutes that the Colorado-East regulation is at its maximum or
minimum, for each level of wind penetration, is shown in Table 7.10. The overall trend is
for the amount of time at the maximum or minimum to increase with penetration.

Table 7.10. Colorado-East Regulation at Capability Limits.

Minutes Minutes
at Maximum| at Minimum

10% Wind 34 13
20% Wind 73 8
20/20% Wind 64 8
30% Wind 88 12

Some of these events result in ACEs, as shown in Figure 7.37. This figure shows the
Colorado-East ACE for the Local-Priority Scenario with various levels of wind
penetration. The red line represents 10% wind penetration, the green line represents 20%
wind, the light blue line represents 20/20% wind, the dark blue line represents 30%
wind, and the black lines represent the approximate L10 limits. These L10 values were
used to identify potential CPS2 violations.
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A positive ACE signal means that conventional generation exceeds net load, and the
actual export will exceed the export schedule. A negative ACE signal means that net
load exceeds generation, and the actual export will fail to meet the export schedule. The
two black lines represent the approximate L10 limits (Table 7.5) that indicate a potential
CPS2 violation. As with the regulation itself, the ACE is largely driven by the hourly
generation and export schedule changes, not by the wind and solar variability.
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Figure 7.37 Colorado-East ACEs, All Penetration Levels, Local-Priority, October QSS Study Period.

The impact of an imperfect wind forecast and the hourly schedule on both the duty
imposed on the economic dispatch units and the required regulation was also
investigated.

Two additional QSS simulations were performed, both with 30% wind penetration and
the Local-Priority Scenario. The first QSS simulation implemented the hourly generation
and export schedules using a +/-30-minute ramp around the hour. These smoother
schedules approximate a continuous schedule. Note that discontinuities remain at 30
minutes after the hour.

All of the QSS simulations described above used the MAPS boundary conditions for
cases with the state of the art (S-0-A) forecast (e.g., L30R). The second, exploratory QSS
simulation used the MAPS boundary conditions from the perfect forecast, or L30P,
production simulation case of Chapter 6.
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Figure 7.38 shows the Colorado-East dispatch with the continuous generation and
export schedules, and 30% wind penetration. In comparison to Figure 7.32, the
continuous schedule requires less movement from the economic dispatch units.

Figure 7.39 shows the Colorado-East regulation with a continuous schedule, and 30%
wind penetration. In comparison to Figure 7.36, the regulation swings on the hour and
the average regulation are significantly reduced. The extension of the hourly schedule
ramp, however, does not eliminate the exhaustion of regulation capability at about 6
a.m. A more sophisticated schedule algorithm would be required to address that.

Figure 7.40 shows the Colorado-East dispatch with the perfect forecast, and 30% wind
penetration. Since the actual wind was much less than the forecasted wind, the perfect
forecast resulted in more combined-cycle units committed across the board in
comparison to Figure 7.32.

Figure 7.41 shows the Colorado-East regulation with the perfect forecast, and 30% wind
penetration. In comparison to Figure 7.36, the regulation swings on the hour are about
the same—both simulations include an hourly schedule. However, the number of
minutes that the Colorado-East regulation is at its maximum or minimum is
significantly reduced.
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Figure 7.38 Colorado-East Dispatch, Continuous Schedule, 30% Wind, Local-Priority, October QSS Study Period.
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Figure 7.39 Colorado-East Regulation, Continuous Schedule, 30% Wind, Local-Priority, October QSS Study Period.
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Figure 7.40. Colorado-East Dispatch, Perfect Forecast, 30% Wind, Local-Priority, October QSS Study Period.
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Figure 7.41. Colorado-East Regulation, Perfect Forecast, 30% Wind, Local-Priority, October QSS Study Period.

The duty applied to the economic dispatch units under various scenarios was also
explored. Figure 7.42 shows the combined-cycle unit output (dark blue line) on
economic dispatch for the 30% wind penetration, Local-Priority Scenario with the S-o-A
forecast. The red line represents a 1-hour rolling average of the combined-cycle
generation. The difference between the actual output and the rolling average output is
represented by the green line. This difference is a measure of the amount of the sub-
hourly duty, MW, applied to the combined-cycle units. However, the same sub-hourly
duty applied to a lot of units is less challenging than when it is applied to a few units. In
this simulation, the combined-cycle commitment decreased by about 1,000 MW between
6 p.m. and midnight, but the sub-hourly MW duty remained about the same. Therefore,
this duty is per unitized on the committed range (i.e., maximum output minus
minimum output) for the subsequent figures.

Figure 7.43 shows this per unit usage metric for all penetration levels, with the S-0-A
forecast. The dark blue line represents 10% wind, the red line represents 20% wind, the
light blue line represents 20/20% wind, and the green line represents 30% wind. As
penetration increases, the duty required of the BOP generation increases.

Figure 7.44 shows this per unit usage metric for the two sensitivity cases, as well as the

original 30% wind penetration case. The green line represents the original 30% wind
penetration case with the S-0-A forecast and hourly schedule changes. The dark blue
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line represents the sensitivity case with the perfect forecast, and the red line represents
the sensitivity case with the continuous schedule. Both sensitivity cases apply less duty
to the economic dispatch units.
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Figure 7.42. Colorado-East Combined-Cycle Usage, 30% Wind, Local-Priority, October QSS Study Period.
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Figure 7.43 Colorado-East Combined-Cycle Usage, All Penetration Levels, Local-Priority, October QSS Study Period.
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Figure 7.44. Colorado-East Combined-Cycle Usage, Forecast and Schedule Variations, 30% Wind, Local-
Priority, October QSS Study Period.

The root-mean-square (RMS) of this combined-cycle usage index was calculated for each
example case and is shown in Table 7.11. This usage index is also plotted in Figure 7.45.
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The combined-cycle usage index at 30% wind penetration with either a continuous
schedule or perfect forecast is about one-half that of 30% wind penetration with an
hourly schedule and S-o-A forecast. In other words, the usage index for 30% penetration
has been reduced to about the same as for 20/20% penetration.

Table 7.11. Combined-Cycle RMS Usage Index.

Usage
(pu, RMS)
10% Wind, S-o-A Forecast, Hourly Schedule 0.03
20% Wind, S-0-A Forecast, Hourly Schedule 0.037
20/20% Wind, S-o0-A Forecast, Hourly Schedule 0.055
30% Wind, S-0-A Forecast, Hourly Schedule 0.095
30% Wind, S-0-A Forecast, Continuous Schedule 0.051
30% Wind, Perfect Forecast, Hourly Schedule 0.049
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Figure 7.45. Colorado-East Combined-Cycle RMS Usage Index, Forecast and Schedule Variations, 30% Wind,
Local-Priority, October QSS Study Period.

This time period was chosen because of the high wind forecast error at mid morning.
However, as observed above, the challenging period of operation turned out to be
several hours earlier in the morning load rise.
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7.2.7 Mitigation

The QSS simulations showed varying ACE levels, some of which exceeded the
approximate L10 limits and indicated a potential CPS2 violation. Mitigation of the ACE
could be achieved by a combination of wind energy curtailment and load participation
(or demand side management, DSM). Wind curtailment can be an effective response to a
positive ACE signal, which occurs when generation is greater than load and results in
the actual export exceeding the scheduled export. Curtailment of wind generation in
response to an AGC command makes wind generation a contributor to system down
reserve. Load participation addresses a negative ACE signal, which occurs when load
exceeds generation and results in the actual export failing to meet the export schedule.

The amount of wind curtailment required to reduce the positive Arizona ACE to zero
was calculated for the April QSS cases with 10%, 20%, 20/20%, and 30% wind
penetration (Local-Priority Scenario, S-0-A wind forecast, hourly schedule changes).
This defines the maximum wind curtailment for the given study period. It was
calculated as the energy, in MWh, under the positive ACE signal. In addition, the
maximum ramp down required was calculated as the largest 1-minute change in ACE.
The maximum ramp down capability of the wind plants was assumed to be 10%/minute
on the MW rating. These results are summarized in Table 7.12.

The wind curtailment for this single worst event in 3 years of data constituted about
0.01% of Arizona’s annual wind energy production for all penetration levels. The
maximum ramp down required was within the wind plants” capability.

Table 7.12. Maximum Arizona Wind Curtailment in Single Worst Event for Various Penetration Levels, Local-
Priority, April QSS Study Period.

10% 20% 20/20% 30%
Arizona Wind Energy Curtailed in Single Worst Event, GWh|  0.001 0.01 1.4 24
Annual Arizona Wind Energy, GWh 8,048 14,569 14,569 21,138
Maximum Wind Curtailment Ramp Down, MW/min 16 36 94 153
Total Arizona Wind Plant Rating, MW 2,850 5,250 5,250 7,710
Maximum Ramp Down Capability, MW/min 285 525 525 771

The amount of load participation required to bring the negative Colorado-East ACE to
zero was calculated for the October QSS cases with 10%, 20%, 20/20%, and 30% wind
penetration (Local-Priority Scenario, S-0-A wind forecast, hourly schedule changes).
This defines the maximum load participation for the given study period. It was
calculated as the energy, in MWh, under the negative ACE signal. These results are
summarized in Table 7.13. In contrast to curtailment of wind generation, response of
load to an AGC command makes the load response a contributor to system up reserve.
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The load participation required for the single worst forecast error in 2006 constituted
less than 0.001% of Colorado-East’s annual load energy for all penetration levels.

Table 7.13 Maximum Colorado-East Load Participation for Single Worst Forecast Error for Various Penetration
Levels, Local-Priority, October QSS Study Period.

10% 20% 20/20% 30%
Colorado-East Load Energy Participation for Single 0.05 0.17 0.15 0.22
Worst Forecast Error, GWh
Annual Colorado-East Load Energy, GWh 61,372 61,372 61,372 61,372

7.2.8 Summary

In general, the 10% and 20% wind penetration cases exhibit similar characteristics, and
the 20/20% and 30% wind penetration cases exhibit similar characteristics. Thus, the
impact of increasing wind penetration has two aspects —wind penetration in the study
footprint, and wind penetration outside the study footprint. With low levels of wind and
solar penetration outside the study footprint, exports from the study footprint could
increase. With higher levels of penetration outside the footprint, exports were
constrained.

The hourly generation and export schedules drive the regulation requirements and AGC
performance violations more than the wind and solar variability. As penetration
increases, the magnitude and frequency of the hourly schedule changes also increases.
Therefore, the regulation requirements will increase at higher levels of penetration.
However, a more frequent or even continuous generation and export schedule would
improve performance for units on both regulation and economic dispatch.

Extensive control area cooperation or consolidation significantly improves the system'’s
ability to respond to hourly schedule changes and sub-hourly variability. As a result,
high levels of wind and solar penetration have less impact on larger control areas.

Uncertainty due to forecast error has an impact on both commitment and dispatch. As
such, improved forecasting can reduce the maneuvering required of the balance of
portfolio generation to follow net load and to provide regulation.

Mitigation of the area control errors can be achieved with a combination of wind
curtailment when generation exceeds load, and load participation when load exceeds
generation. This approach makes both wind and load contributors to system reserves.
Neither appears to have significant technical or economic hurdles.

In short, the scheduled hourly generator changes had a bigger impact on regulation duty
than the variability of wind and solar. In the 30% case, the movement from an hourly to
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an approximately continuous schedule reduced the fast maneuvering duty on combined
cycle units by about half. Wind plants can also provide down regulation, which may
also reduce CPS2 violations.

7.3 Variability Impacts on Reserves

In the following four sections, the relationship between variability of load and wind, and
how that variability affects system reserve requirements will be examined. The
discussion is aimed primarily at understanding how much maneuvering room is
required of on-line generation to handle the changes that occur within each hour. It is
therefore focused on variability, rather than uncertainty. However, these two concerns
are interrelated aspects of incorporating variable renewables. Specifically, day-ahead
forecast error is the major contributor to uncertainty, and day-ahead forecasts are
included in unit commitment decisions. Section 6.2.1 is devoted to exploring strategies
for managing uncertainty, as manifested in wind forecast errors. Ultimately, the
difference between forecasted and actual wind and load, and the unit commitment
strategies used to deal with those differences, will have a major impact on the resources
available in real-time to respond to variability. This section is dedicated to building
understanding of the requirements for sub-hourly reserves and to developing useable
rules for operation.

Initially, the key rules and guidelines that govern reserves and practice within WECC
will be described. Then, load and wind variability in the 10-minute time frame is
examined, and its relationship to the net load variability that must be balanced by the
rest of the system. Load variability alone imposes requirements for reserves or
additional committed generation, which have the ability to respond to either AGC or
short-term (within 10-minute) load following dispatch commands. In broad, study area
terms, the addition of wind variability will roughly double the amount of the reserves
required to meet net load variability. A fraction of the reserves, amounting to about 1
standard deviation of the expected 10-minute variability, should be allocated to the
fastest acting reserves, i.e., regulation. Then, in Section 7.4, simple rules, such as carrying
reserves to cover variability based on a fraction of load PLUS wind production (not
installed MW), are presented.

In Section 7.5, the MAPS simulations of Chapter 6 and QSS time simulations presented
in Section 7.2 are revisited in the context of reserves. Means to account for wind
variability in the allocation of system reserves during operation are explored. Results
will show how the economic commitment and dispatch of the system are generally in
harmony with the reserve needs for high wind and solar penetration.

7.3.1 Existing Reserve Rules and Practices

Grid operations throughout WECC are governed by a number of rules and guidelines.
The WECC standard on operating reserves is the “Regional Reliability Standard to
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address the Operating Reserve requirements of the Western Interconnection” [7.5]. This
standard addresses contingency and regulating reserves.

This standard dictates that contingency reserves, “at least half of which must be
Spinning Reserve”, will be (at least):

“(b) The sum of five percent of the load responsibility served by hydro
generation and seven percent of the load responsibility served by thermal
generation.”

The intent of this quantitative reserve requirement is to make the system compliant with
the NERC Disturbance Control Standard BAL-002-0. In practice, this clause has been
simplified to an equivalent spinning reserve requirement equal to 3% of load, as
discussed in Section 6.1 and used throughout the MAPS runs. There is an additional
clause accounting for the worst contingency. However, this tends to be less than 3% of
load in the large areas examined in this study.

The standard dictates that regulating reserves must be carried as well:

“Sufficient Spinning Reserve, immediately responsive to Automatic Generation
Control (AGC) to provide sufficient regulating margin to allow the Balancing
Authority to meet NERC’s Control Performance Criteria (see BAL-001-0).”

Unlike the contingency reserve definition, this requirement is not translated into
formulaic rules for the specific amount of regulating reserves that must be carried. The
amount of regulation procured is variable, and the practice for identifying that amount
is largely experience-based as operators get feedback via system performance. An
approximate regulation requirement was developed in Section 7.2, and is used for
reference in this section. That regulation requirement was approximated as 1% of peak
load, assigned to committed units.

Thus, unlike the specific quantitative rules that dictate minimum spinning reserve
levels, there is no equivalent rule for maintaining reserves for handling load, or net load,
variability. Rather, there are guidelines and rules covering system performance
measures for which the reserves are required. NERC’s Control Performance Criteria,
BAL-001-0, [7.1] requires a certain adherence to scheduled interchange and frequency.
Area Control Error (ACE), which is a function of deviation from scheduled exchange
and deviation from nominal frequency, must generally be within bounds (L) that are
themselves a function of balancing area size. In simplified terms, ACE must be within
these bounds a minimum of 90% of the time to meet CPS2 criteria. However, most
balancing areas target somewhat higher CPS2 levels - 95% is representative. The 95%
target is reinforced by other operating guidelines. For example, a WECC operating
guideline [7.6] states that “Ten (10) minute area load variation” is:
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“The anticipated load variation (increase or decrease) the control area expects in
the next 10 minutes. Allowance shall be made for uncertainty in forecasting the
load variation. A confidence factor should be used such that the uncertainty can
be limited to no more than 5% error. Another way to arrive at this confidence
factor is to track the performance of the load forecast error variance. Two times
the standard deviation results in a 95% expected area load variation about the
mean load forecast. Errors in excess of the 5% uncertainty could be considered as
a legitimate reason to use the contingency reserve portion of operating reserve.”

So, while specific reserves are not normally allocated to variability, system operation
must meet expected load variability most (i.e. 95%) of the time. In the next sections, the
fundamental notion that sub-hourly reserves have historically been used, but not
formally procured, to cover most expected load variability is extended to net load
variability. These reserves will be called “variability reserves”, to broaden the concept
from just regulating reserves and to distinguish them from contingency reserves.

7.3.2 Load and Net Load Variability

In Section 7.1, 10-minute load and net load variations were presented. Since spinning
reserve rules are based on load level (the 3% of load rule), it is useful to examine the
reserves necessary to handle system variability in the same way. In Figure 7.46, the
variability of wind power in the study footprint is shown as a function of wind power.
The three traces in the figure each include ten data points. The data for each of these
points are from statistical analyses of 1/10% of the wind data for the year — 876 hours or
5,256 10-minute periods. Consequently, each point is the standard deviation of the 10-
minute deltas for all the hours in that bucket (y value) plotted versus the average wind
power of all the wind data in that bucket (x value). The callout on the plot indicates one
example. The data are not, therefore, equidistant on the x axis. Further, individual 10-
minute samples exist with wind power less than the left-most point, or greater than the
right-most point. They are reflected in the average data for their respective decile points.
Superimposed on the curve are dotted orange lines that roughly capture the 30% wind
variability curve in two linear segments. The slope of the first part shows an increase in
wind variability equal to about 3.3% of wind output. The second, flat section begins at
about 8000 MW, or about 30% of nominal maximum wind. This piecewise curve fit will
be revisited later in this chapter.
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Figure 7.46 Local Priority Case — 10-Minute Wind Variability for 2006

While this result is of interest to understanding system needs, the variability of wind
power is only part of the problem. Preceding sections have shown that the challenge for
the system is to operate to the net load. Figure 7.47 shows the net load? variability of the
study area for three penetration levels with the Local-Priority Scenario. The figure also
shows the variability of the load alone, as the orange trace with circular symbols. As
with Figure 7.46, the data are analyzed in 10 buckets of 876 (1/10% of the year) hours.
Thus, for example, the average net load power in the ninth decile for the L30 case is
34,821 MW, as indicated by the arrow. The standard deviation, o, of the 10-minute delta
for these 876 hours is 374 MW.

As expected, the variability increases with increased penetration. In particular, periods
of low net load tend to have considerably more variability. These tend to coincide with
periods of higher wind. Indeed, for the 30% case, roughly half of the year has net load
less than the system minimum load, as indicated with the vertical orange line. This is
consistent with the load duration curve of Figure 4.16.

3 For simplicity the contribution of solar to variability was neglected throughout the balance of
this section. Net load here refers to load minus wind power. The concepts presented conceptually
extend to variability from solar and other variable generation resources, which for this work
represent a relatively small contribution to variability.
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non-renewable generation on-line to serve system net load.

The sensitivity of net load variability and wind variability to scenarios is shown in
Figure 7.48. In this figure, the wind variability shapes vary with spatial diversity. This is
most evident in the wind variability for the Mega-Project Scenario. The Mega-Project
profile, with clear relative maxima at mid power range, is similar to that observed in a

single plant.
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Figure 7.48 10-Minute Variability: Wind and Net Load - 3 Scenarios

Figure 7.49 shows the same information as the left side of the preceding figure. On the
right hand side, the variability, Ac, is normalized by the installed nameplate MW of
wind. These nameplate ratings are summarized in the embedded tables. Note that, the
normalized variability drops with increased penetration for the In-Area and Local-
Priority Scenarios. This is a consequence of increased spatial diversity as more wind
plants are added. This effect is least observable in the Mega-Project Scenario, because the
wind generation is added in essentially the same relatively small geographic area as
penetration increases. Broadly, these curves show that (a) there is less wind variability in
a normalized sense at higher penetration, and (b) the overall wind variability is less
dependent on wind level (i.e. the curves get flatter) for wider spatial distribution. The
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roughly parabolic shape of the wind only variability curves is examined further in
Section 7.4.7.
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Figure 7.49 10-Minute Wind Variability: Normalized to Installed Rating

The behavior becomes more interesting as individual areas are examined. The wind and

net load variability of Arizona and Wyoming are shown in Figure 7.50. Consistent with

observations from the hourly analysis, the wind impact is more observable at the area or

state level. In a very high wind system like Wyoming, wind dominates. The Wyoming
net load variability curves are essentially mirrored and shifted from the wind curves.
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Figure 7.50 Arizona and Wyoming: Average (MW) vs. Sigma of 10-Minute Delta (10-minute Ac in MW)
7.3.3 Relationship to Existing Reserve Rules

The fact that system variability increases with load is no surprise to system operators.
The development of reserve rules that are a function of system load is partially a
reflection of that knowledge.

In Figure 7.47 the increase in system variability, as measured by the 10-minute Ao, is
apparent in the “Load-alone” trace. On closer inspection, the relationship between
variability and load is roughly linear for most load levels. The exception is at, and near,
system peak loads. In Figure 7.51, a simple straight line has been overlaid on the load-
alone trace for the study footprint and for Arizona. Note that the slope of this line is
about 1%. This means that the statistical expectation of load variability that must be met by
increased generation maneuvering is about 1% of load. The analysis throughout this study
has shown that load variability is statistical, and roughly normal. Therefore, a rule that
covers most variability is needed.
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Figure 7.51 10-Minute Variability (10-minute Ac in percent of peak load)

The 1% line in Figure 7.51 is only one standard deviation — 68% of events in a normal
distribution. It is necessary to address more possible outcomes than this. Using 3
standard deviations will cover the vast majority (99.7%) of expected variability. This
simple observation suggests an implied quantitative rule to cover variability, namely
that 3 times the standard deviation of 10-minute delta (3 x 10-minute Ac) should be
carried. This implied “3Ac” rule will be examined over the next several sections.
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For the load only situation, this 3 x ¢ of the 10-minute A is approximately 3% of load.
Coincidentally, this is equal to the 3% of load dispatched for spinning reserve.

7.3.4 Net Load Variability Relationship to Load and Wind Levels

With the addition of wind (and solar) generation, system variability is driven by two
separate, but not necessarily independent phenomena. As shown repeatedly in Chapter
6, system reserves must be provided by resources available under each load and wind
condition. This includes contingency reserves, which are formally procured or allocated
and expected to be available all the time, and variability reserves, which must be
adequate most of the time.

Section 7.3.2 showed the change in variability with net load. Here, the impact of load
and wind on that net load variability are separated. In order to do so, some simple
relationships between load and wind need to be established.

In Figure 7.52, a load and wind space is presented. The x-axis corresponds to system
load. Load varies between a minimum and maximum. At the foot print level, the
minimum load is 21,249 MW and the maximum is 58,087 MW (as noted on the figure).
Similarly, the wind power varies between zero and a maximum. The maximum for the
30% penetration, Local-Priority Scenario is 26,760 MW - the total installed nameplate of
wind generation in the study footprint. The range of load and wind are each divided
into 10 equal sized buckets. Consequently, there are 100 combinations of load and wind.
The colors indicate net load level, i.e. load minus wind, as listed in the legend. The color
at each intersection is the net load fo