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Abstract

A solar dectric generating system (SEGS) can be divided into two mgor subsysems
(Lippke, 1995): a solar collector fiedld and a conventiond Clausus-Rankine cycle with a
turbine-generator. For the 30 MWe SEGS VI Parabolic Trough Collector Plant, one task of a
skilled plant operator is to maintain a specified set point of the collector outlet temperature
by adjusing the volume flow rate of the heat trandfer fluid circulating through the collectors.
The collector outlet temperature is mainly affected by changes in the sun intengty, by the
collector inlet temperature and by the volume flow rate of the heat transfer fluid. For the
development of next generation SEGS plants and in order to obtain a control agorithm that
gpproximates an operator's behaviour, a linear modd predictive controller is developed for
use in a plant modd. The plant modd, which is discussed firgt in this work, congds of a
moded for the parabolic trough collector fidd and a modd for the power plant. The plant
modd’s usefulness is evaluated through a comparison between predicted and measured data
The performance of the controller is evauated on four different days in 1998. The influence

of the contral on the gross output of the plant is examined as well.
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Chapter 1

Introduction

A solar dectric generdting system (SEGS), shown in Figure 1.1, refers to a class of solar
energy sysems that use parabolic troughs in order to produce eectricity from sunlight

(Pilkington, 1996).

Figure1.1: Areal View of a SEGSPlant
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The parabolic troughs are long pardld rows of curved glass mirrors focusng the sun's

energy on an absorber pipe located dong its foca line (Figure 1.2). These collectors track

the sun by rotating around a north-south axis.

T

=5 '.;:__._-'.‘-: g

Figure 1.2: Parabolic Trough Collector of a SEGSPlant

The heat trandfer fluid (HTF), an ail, is circulated through the pipes. Under norma operation
the heated HTF leaves the collectors with a specified collector outlet temperature and is
pumped to a centrad power plant area. There, the HTF is passed through severa heeat
exchangers where its energy is tranderred to the power plant's working fluid, which is water
or seam (Figure 1.3). The heated steam is used in turn to drive a turbine generator to produce
eectricity. The fadlity discussed in this work is the 30 MWe SEGS VI plant, constructed in
1988 by Luz Internationa Ltd., and is located in the Mojave desert of southern Cdifornia.

A skilled operator controls the parabolic trough collector outlet temperature. One of
his tasks is to maintain a specified set point for the collector outlet temperature by adjusting
the volume flow rate of the HTF within upper and lower bounds. The collector outlet

temperature is manly affected by changes in the sun intendty, by the collector inlet



3
temperature and by the volume flow rate of the HTF. The ambient temperature and the wind

speed dso influence the outlet temperature but their influenceis smal.

[ 7 [ V- [ 7 V-
‘ N N N \ A N\ NS \ —
) /s /s 7 Va 7
T T
Solar Collector Field e ‘
Vs ralllil /il 7 ) 7 _I
4 A N A N A N A N l
)= . s Z c Z HP-  emm— LP-
< < < T \w < \w T '
. = Generator
Tl

i

Condenser

Condensate
T Pump

Deaerator

Feedwater
Pump

Figure 1.3: Flow Diagram of the 30 MWe SEGS VI Plant

Knowledge of the sun’s daily path, observation of clouds and many years of experience and
training give the operator the ability to accomplish his task. But there are limitations on the
performance of a human controller. Thus, for the development of next generation SEGS
plants, it is reasonable to look a automatic controls. In addition, a control agorithm that

gpproximates an operator’ s behavior can be included in smulation modes of SEGS plants.
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Automatic control of the HTF in a parabolic trough collector through proportiona control

has been previoudy addressed (Schindwolf, 1980). In this study, a linear modd predictive
controller is developed for the SEGS VI plant. The essentid idea behind modd predictive
control (MPC) is to optimize forecasts of process behavior. The forecasting is acomplished
with a process modd. Therefore, the modd is the essentid dement of a MPC controller
(Rawlings, 2000). The control drategy consders congraints on both the collector outlet
temperature and the volume flow rate of the HTF.

In this work, the control performance is evduated through smulations. Consequently
it is very important to obtain an accurate modd of the plant on which the controller can be
tested.

The fallowing three chapters ded with the modeling of the plant. From Figure 1.3, it
can be seen that the plant conssts of two cycles: the cycle of the HTF through the collector
fidd, indicated by the orange color, and the power plant cycle, indicated by the blue colors.
In Chapter 2, a trough collector field modd is presented. In Chapter 3, a modd for the power
plant is proposed. Chapter 4 shows smulation results with the combined model and predicted
and measured data are compared in order to evaluate the model.

Findly, in the last chapter, the modd predictive control concept is introduced with a
amplified plant modd. The control peformance is evduated through smulations with the
complex plant modd from Chapter 4 and compared to the peformance of a human

controller. The influence of the control on the grass output of the plant is examined as well.



Chapter 2

Trough Collector Field Model

2.1 Introduction

The 30 MWe SEGS VI plant islocated in the Mojave desert of southern Cdifornia. The

layout of the plant isshown in Figure 2.1.

397.12m

===t it N>

=== 1SCA
Power Plant EES=——————— W
- Collector

=== T———— Assembly)

=== ——i——m= A Loop of
B 1= 16 SCAs
= — === =1 Collector

=i i——| =i —1u|
50 Loops
together

Figure2.1: Layout of the SEGSVI plant

The Figure 2.1 shows the power plant with the solar trough collector field. The solar trough
collector fiddd can be divided into four quadrants. There are three quadrants with 12 solar

trough collectors each and one quadrant with 14 solar trough collectors. for a totd of 50 solar



6
trough collectors. One of these 50 collectors is formed by a loop of 16 solar collector

assemblies (SCA). The cold heat transfer fluid (HTF) flows into the collector loop a one
end, indicated by the blue color in the Figure, is heated up by the absorbed energy of the sun
and leaves the collector at the other end, indicated by the red color. The hot HTF of every
collector merges in a centrd header, which is connected to the power plant. In the power
plant, the heat energy of the merged hot HTF is used to heat a working fluid, which is water
or seam. After transferring its therma energy to the power plant, the cold HTF leaves the
power plant in a centrd header that feeds the 50 collectors in the fidd with the cold fluid.
There are flow balance vaves between the collector loops and the headers. The totd length
of one collector is two times 397.12 m. The collectors are single-axis tracking and aigned on

anorth-south line, thus tracking the sun from east to west.

Connections, Arms, Heat Collection Element

Bellows, etc. ) ]
Mirror Panel Mirror Panel

[ 1 / | | — ]

1 1

1 1 g W % @
Hydraulic Drive V- Truss
System with

Controller Intermediate
Drive Pylon

pyion [ ] 1

Figure 2.2: Solar Collector Assembly

Vi

The structure of a part of one SCA is given in Fgure 2.2 (Rilkington 1996). The entire SCA

consggts of sx mirror panels. In Figure 2.2 only two of them are shown. All the SCAs are
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controlled by a main process computer, the Field Supervisory Controller (FSC). There is one

drive pylon in the center of each SCA with the FSC controlled hydraulic drive sysem. The
gx mirror pands are hed up dther by the centrd drive pylon, intermediate pylons or by
shared pylons between two SCAs or by an end pylon when it is the last SCA in a row. The
length of an entire collector mirror is the length of one mirror pand times the number of
mirror panels in a sngle collector. The collector mirror length is Length =753.6 m. The
low-iron glass parabolic mirrors reflect the solar radiation to the heat collection eement
(HCE) that is mounted on the SCA through arms.

The HCE, shown in Figure 23, is a cermet-coated, stainless-steel absorber tube,

surrounded by a partidly evacuated glass envelope. The HTF flows in the absorber tube.

Glass Envelope

Absorber Tube

Heat Transfer Fluid

Partial Vacuum
between
Envelope and Absorber

Figure 2.3: Schematic of aHeat Collection Element

Not shown in Figure 2.3 are belows between different parts of the HCE to dlow differentia
expanson between the glass and the danless sed. There ae flexible metdlic hoses,

between the SCAs themselves and between the collector loops and the headers.



Fnergy Heat Loss to the

rom :

the Sun Environment

to the

Absorber Heat Loss to the Envelope
\

\J

Heat Transfer from the
Absorber to the HTF

Figure2.4: Heat Transfer at theHCE

The heat transfer between the different parts of the HCE is shown in Figure 2.4. The sun's
energy, reflected by the mirrors, fdls on the absorber after passng through the glass
envelope. This absorbed solar energy is not fully transmitted to the HTF. There are hesat
losses from the absorber to the glass envelope. The glass envelope in turn is loosng heet to
the environment.

These energy condderations lead to the deveopment of the collector modd.
Differentid equations for the temperatures of the HCE, the absorber and the glass envelope
ae edablished. The differentid equations are coupled through reations for the heat transfer
between the different parts of the HCE. Heat transfer between the absorber and the HTF,
between the absorber and the envelope, and between the envelope and the environment is
conddered. Findly, the esimation of the absorbed solar energy from the direct norma solar

radiation after optical lossesis discussed.



2.2 Modeling of the Collector

2.2.1 Partial Differential Equations for Temperatures

The modeling of the collector, as shown in Figure 2.5, darts by an energy baance for the
HTF, which leads to a partia differentid equation for the HTF temperature. The distance

adong the collector is indicated by z. The equation for the HTF heat change over time t on

an dement of length Dz & pogtion zis

- (DQur (20) = Qe (20)- Qe (24 D)+ Gy (20D

In equation (2.1), g, 1S the heat transfer per length between the absorber and the HTF.

Tamb
A VV\And
Oasorbed Ooerna Paim
/TENV
7 ‘ :
TABS qinternal Pevac
\ 4
. . A
O @] Yo |O(z+ D2
DAL
______________ _'_'_'\Z‘__n':‘_'_‘_};F_'___'_'_'_"_'_‘_'_‘_ DABSi ABS0 | ~“ENV,i DENV,O
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, A
----- by 7
0 z z+Dz Length

Figure 2.5: Schemata of the HCE
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From thermodynamics, it follows that

DQurr (1) =T 7 Curre Angsi DZTore (21) (2.2)

Withr e, Cyres Ture 8 the HTF dengty, specific heat and temperature where the first two
depend on the latter. The cross-sectional area of the inside tube of the absorber isAyg ;. A

lig with dl the collector dimensons is given in Appendix A. It dso folows from
thermodynamics

dQyre (2. 1)

Qure(zt) = at

vHTF (t) @3

Collectors

T (21)

=T yreCrre

Notice the overal HTF volume flow rate, V..., depends only on the time t since the fluid is

consdered to be incompressble. The number of collectors is n From Figure 2.1 it is

Collectors*

known that Nggeqos = 90. After inserting equation (2.2) and (2.3) into equation (2.1), it
follows that
T (zt) _ V. (t
" hire Curr AABsi DZM = I reCrrr HTF( ) THTF(Z’ )
ﬂt nCoIIectors
“ T e Care VHTF (t) THTF(Z+ DZ,t) (2-4)
ollectors

+0guines (2, 1) DZ.
From the definition of the derivative it follows

M (z1) - IimTHTF (zt)- Ty (z+ Dz, t)
9z z® 0 Dz '

(2.5)
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Dividing equaion (24) by Dz, leting Dz® 0 and consdering equation (25), yieds the

following partia differentid equation for the HTF temperature:

M - Vire (1) 1T (2,0) + Qganea (Z:1) (2.6)
qt Neoliectors Tz

r HTFCHTF AABS,i

The boundary condition for equation (2.6) is

T (0.0) = T (0) (2.7)
with Trne @ the HTF collector field inlet temperature. The initid condition for equetion
(26)is

Tore (2.0) = Tz e (2) - (2.8)
In analogy to equation (2.1), the differentia equation for the absorber temperature, T, iS

obtained
ﬂ_TL( DQABS(Z’ t)) = (qabsorbed (t) " Ginterna (Z’t) - qgained (Z't)) Dz. (29)

Here, Q.. 1S the heat transfer per length between the absorber and the glass envelope. The

absorbed solar energy is ... - From thermodynamicsit is known thet

DQABS (Z’ t) =T ABSCABSAABS DZTABS(Z’ t) (210)

WIthr 5, Cagss Tass &S the absorber density, specific heat and temperature. The cross-

sectiona area of the absorber is A, Subdiituting equation (2.10) into equation (2.9) yields
after adivisonby Dz

MMaes(2,1)

ﬂt = qabsorbed(t) - qinternal(zit) - anined (Z’ t) . (211)

r ABSCABS AABS
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Theinitid condition for equation (2.11) is

Tpes(20) =Tygsinit (2) - (212
The glass envelope is assumed to have no radid temperaure gradients The differentid
equation for the envelope temperature is gained through considerations smilar to those used

to obtain the differential equation for the absorber temperature (2.11):

1TI-ENV ( Z, t )

ﬂt = qnternal (Z’ t) - qexternal (Z! t) (213)

r ENVCENV AENV

with oy, Caw: Tew 8 the envelope densty, specific heat and temperature. The hest
transfer per length between the envelope and the environment is q,, - The initid condition
for equation (2.13) is

Tenv (2.0) = Teny inie(2) - (2.14)
The interacting dynamic of the temperatures given through the differentid equaions (2.6),

(2.11) and (2.13) is determined by the heat transfer between the HTF, the absorber and the

envelope. It follows a discussion of equations to estimate the occurring heet trandfer.

2.2.2 Heat Transfer between the Absorber and the HTF

Considering convection for internd flow, the heat trandfer, g, is cdculated through the
Dittus-Bodter equation for fully developed (hydrodynamicaly and thermaly) turbulent flow
in a smooth circular tube (Incropera & De Witt, 2002). Hence, the loca Nussdlt number,

NuDABSi isgiven by

Nu,,  =0.023Re® Pr. (2.15)

AB
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wheren = 0.4 for heating (T 55 > T, ) @d 0.3 for cooling (T g <Typre )-

The Reynolds number, ReDABSi , for flow in acircular tube, is given by

Re D = A1 Vi (2.16)
! pDABS,i rr.‘—|TF nCOHECtOFS
with m,;- asthe viscosity of the HTF. The Prandtl number, Pr,,;, is determined by
n HTF
Pr. = (2.17)
e
with the kinematic viscosity of the HTF, n ;- , defined by
e = HIE (2.18)
Ve
and the thermd diffusivity of the HTF, a ;- , which is given through
k
a g =—H (2.19)

" e Crre

Within equation (2.19), k., is the therma conductivity of the HTF. The hesat trandfer

coefficient, hypg.rr . is calculated by using the locad Nusselt number, Nu, __, through

_ NuDAssikHTF
ABSHTF —

, (2.20)

DABS,i

where D,gq is the indde diameter of the absorber tube and D,g; =0.066 m. The HTF

properties C,rr, Ky, Mye @d r - ae functions of the HTF temperature, T, . FAndly

the heat transfer between the absorber and the HTF, g, , iscaculated as

Ogained = hABS,HTF Avgssurt i (TABS - THTF) (2.21)



14
with the inner surface area per length of the absorber, Aeg oy i -

Asgs.surti =P Dggs, - (2.22)

2.2.3 Heat Transfer between the Absorber and the Glass Envelope

The heat trandfer between the absorber and the glass envelope, is cdculaed from

Qi nternal ?

convection and radiation

(2.23)

Qinternal = Gnternatconvection T Anternaiyadiation -
Assuming only patid evecuation of the annulus between the absorber and the glass
envelope, the occurring free convection is estimated through relations for a free convection
flow in the annular space between long, horizonta, concentric cylinders (Incropera & De

Witt, 2002). Since the glass envelope is usudly cooler than the absorber (T,zs >Tg,, ), the ar

ascends adong the absorber and descends along the glass envelope. The convection hesat

tra‘]ﬁ er! qinternalponvection ’ may be e)(pre%j as

— 2p keff,Air

qinternalconvection -
Ir‘I(DENV i /DABSO)

(Thes = Tew) (2.24)

where D, ; is the insde diameter of the glass envelope (D, ; =0.112 m) and D,g, IS
the outside diameter of the absorber (D,gs, = 0.07m). The effective therma conductivity,
Ker ar » 1S the thermal conductivity that the stationary ar should have to trandfer the same

amount of heat as moving ar. A suggested correlaion for kK, , IS

.1/4

keff Air
Ky

& I:)rAir N
€0.861+ Pr,, 5

= 0.386 (Re)V* (2.25)

r
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where

4 4
Ra:: — gn( DENV,i / DABS,O) H
L*(Dseso * D)’

(2.26)

In equation (2.25), Pr, , is the Prandtl number of ar in the annulus The thermd
conductivity of ar is K, . In equation (2.26), L, is the effective length and is given for the
annulus through

L =0.5(D ¢y - Dagso)- (2.27)
The Rayleigh Number of air, Ra, , is defined as

b, (Tane- T L3
mL - g Alr( ABS ENV) (228)
aAirnAir

withg as the gravitationd accderation (g =9.81ms?), the volumetric therma expansion
coefficient of air, b ;, , and the thermd diffusvity of ar, a ,, , caculated as

K.
Ay, = —2— . (2.29)
r AiGC,Air

Here, r ,, is the dendty of ar in the anulus and ¢ is the specific heat of ar. The

p,Air

kinemétic viscosity of air, n ., isgiven by

3

Ny, =20 (2.30)

r Air

with the viscodty of ar, m,, . The propeties of ar in the annulusa ,,, by, C, a0 Kayrs

my,, N A, Pry, ad r ., aredependent on the mean temperature in the annulus

-FAnnqus = O'S(TABS +TENV ) . (231)
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In addition, the density r ,, depends on the evacuation pressure in the annulus, pg,.. A

vaue of p,,. =7kPais used in the modd. This value was chosen such that the caculated

collector outlet temperature fits the measured collector outlet temperature best.
The heat transfer through radiation between long, concentric cylinders, Qe naagiation

may be expressed as (Incropera & De Witt, 2002)

4 4
q _S AABSsurf,o (TABS - TENV)
internalradiation — "
1 + 1- €y EEDABs,o 9
a

(2.32)

eABS eENV DENV,i :
In equation (2.32), s isthe Stefan-Boltzmann congtant and has the numerica vaue
s =5.670" 10°°W/m? K *.
The outer surface area per length of the abosorber, A.gq o, o, ISOIVEN by
A suto =P Dags o- (2.33)
The emissvity of the absorber ise,;s and the emissvity of the glass envelope is e, with
€gw = 0.9as measured by SANDIA. The emissvity of the absorber, e, , increases with the
absorber temperature, T,zs. SANDIA provides a linear function for e, from ther

measurements.

€55 = 0.000327 5T < - 0.065971. (2.34)

If e,55<0.05thenthevaueisset toe g = 0.05 (Figure 2.6).
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Figure 2.6: Emissivity of the Absorber vs. Absorber Temperature

2.2.4 Heat Transfer between the Glass Envelope and the Environment
The heat trander between the envelope and the environment is assumed to be due to
convection and radiation

Oexernal = Jexternatconvection + Jexternatradiation - (2.35)
The environmenta ar flows around the envelope with a wind speed, v,;,4. The fluid motion
is assumed to be normd to the axis of the envelope's circular cylinder. The heet transfer due
to CONVeCtion, Oy nacomecion: 1S €timated through a corréation suggested for a circular

cylinder in cross flow (Incropera & De Witt, 2002).

Consdering overdl average conditions, the cdculation darts by using the following

correlation for the Nusselt Number, Nuo,,, , :

e .4/5
'NTR _ 062%1{3/;\/0 Pri{famb ? ﬁDENv,O 95/89
Nu DENV,o - O3+ 1/4 g‘+ (\ _ l:‘ (236)
+(0.4/Pry, )2 & &282,000; y
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For the circular glass envelope cylinder, the Reynolds Number, Re, , isdefined as

_ r Air,ameWi nd DENV,o (2 37)

o =
e mAir,amb

with r , 3 the dendty of the ambient ar, Dg,, , as the outsde diameter of the glass

Air,aml

envelope (Dg, , =0.115m) andm,, .. 8 the viscodty of the ambient ar. The Prand

ir,aml

number of the ambient ar is Pr, ..,. The convection heat transfer coefficient, e Environmen ,
is then given through

Nu Denv.o k

Air,amb ) (238)

hENV,Environmert =
DENV 0

The therma conductivity of the ambient air, k and the other properties of the air,

Air,amb ?

m

Air,amb ?

Pryiramp@d I 5, @€ dependent on the mean ambient temperature

Tam = 05(Tgy +Tos) (2.39)

where T, is the ambient temperature of the environment. In addition, r depends on the

Air,amb

atmospheric pressure, p,,,,, - Findly, the hest transfer to the environment due to convection is

qexternalconvection = hENVEnvironment AENVsurf,o (TENV - Tamb) (240)

with the outer surface area per length of the glass envelope, A, . Calculated through

AENV,surf 0 = p DENV 0" (241)

The heat trandfer to the environment due to radiation, oeuernayradgiaion MYy be expressed as

(Incropera & De Witt, 2002)

qexternal;adiation = eENVS AENV,SUrf 0 (TE4NV - T;m) (242)
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with e, as the emissvity of the glass envelope. This relationship describes the rediation of

asmdl convex object, the glass envelope, in alarge cavity, the environment.

The sun’s energy is the energy ®urce that acts on the absorber and induces the heat
transfer discussed above. It governs the amount of energy findly transferred to the HTF and
thus to the power plant for the generation of eectricity. Thus, it is necessaxy to estimate the

amount of absorbed solar energy, d.perbed-

2.2.5 Absorbed Solar Energy
The following discusson is based on (Duffie & Beckman, 1991) and (Igbd, 1983). The sun
is a completely gaseous body. Gravitationd forces retain its congtituent hot gases. The saun's
physica sructure is complex and may be consdered to be composed of severa regions,
where the innermost region, the core, is the hottest and densest part. Above the core is the
interior, which contains practicdly dl of the sun's mass. The core and the interior are
conddered as a continuous fuson reactor, the source of amos dl the sun's energy. This
energy is propagated to the outer regions. The sun’s surface, the photosphere, is the source of
most solar radiation arriving at the earth’ s atmosphere.

The intengty of solar radiation outsde of the earth’s amosphere is nearly fixed about
1.37 kW/n? for the mean distance between the earth and the sun of one astronomical unit, 1
AU = 1.496" 10"'m. It varies with the earth-sun distance over the year in the range of +3%.
The eath is a its closest point to the sun (periheion; » 0.983 AU) on approximatey 3
January and a its farthest point (gphdion; » 1.017 AU) on approximatdy 4 July. The mean

distance is approached at approximately 4 April and 5 October. The amount of solar radiation
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reaching the earth’s atmosphere is inversdy proportiona to the square of its distance from

the sun.

When solar radiation enters the earth’'s amosphere, a pat of the incident energy is
removed by scatering in the atmosphere due to interaction of the radiation with air
molecules, water (vapor and droplets), and dust. Another part of the incident energy is
removed in the earth’'s atmosphere by absorption of radiation in the solar energy spectrum
due to ozone in the ultraviolet and to water vapor and carbon dioxide in bands in the infrared.
The scattered radiation is cdled diffuse radiation. A portion of this diffuse radiation goes
back to space and a portion reaches the ground. The remaining part of the solar radiation that
enters the earth’'s atmogphere, the radiation arriving on the ground directly in line from the
solar disk without having been scattered by the atmosphere or having been absorbed, is
cdled beam radiation. Beam radiation incident on a plane normd to the radiaion is cdled the
direct norma radiation. The totd solar radiation or globd radiation, that is, the sum of the
diffuse and beam solar radiaion on a surface, is important for the design of flat-plate
collectors or for the cdculations of heating and cooling loads in architecture. For
concentrating systems like the solar trough collector fidd only the beam radiation or direct
normal radiation is used.

The direct norma rediation,G,,, can be messured by usng a Normd Incidence

Pyrhdliometer (NIP). The NIP is an indrument for measuring solar radiation from the sun

and from asmall portion of the sky around the sun a norma incidence.
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Figure 2.7: Direct normal radiation vs. time for June 20, 1998 (Ieft hand figure€) and for December 16,
1998 (right hand figure)

Figure 2.7 shows the direct norma radiaion vs. time for a day measured with a NIP at SEGS
VI. The left hand figure shows the measurement for a clear (no clouds) spring/summer day,
June 20, 1998 and the right hand figure shows the beam radiaion during a clear fdl/winter
day, December 16, 1998.

Notice the direct norma radiation is not constant between sunrise and sunset because
the effects of the amosphere in scattering and absorbing radiation are varigble with time as
atmospheric conditions and air mass change.

In order to maximize the energy from the solar beam radiation through the
concentrating trough collectors, the surface normd of a collector has to be collinear to the
vector of the incoming solar beam radiation. The angle of incidence, q, is the angle between
the beam radiation on a surface and the normd to that surface. Throughout the sun’'s daily
path between sunrise and sunset, the sun changes its solar postion in the sky. Consequently,
during a day, the vector of the incoming solar beam radiaion changes its direction as well.

To minimize the angle of incidence, the solar collectors must track the sun by moving in
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prescribed ways. The best way to track the sun is by rotating the collector's surface about

two axis. As can be seen in Figure 2.1, the solar collector troughs of SEGS VI are tracking
the sun by rotating around a sngle axis, which is the horizontad north-south axis Due to this
condrant movability, only the component of the solar beam radiaion vector, which is
colliner to the normd of the sdngle-axis-tracking collector surface, remains to heat the
absorber, as shown in Figure 2.8. This component of the solar beam radiation vector may be
found by multiplying the amount of solar beam radiation with the cosne of the angle of
incidence. Therefore a relationship for the angle of incidence is needed, which is given by

(Duffie & Beckman, 1991)
2 2 4 an2 12
cosqg = (cos g, +cos“ddn w)1 . (2.43)
On the right hand side of this equation, there are three angles, q,,d and w, which describe

the pogtion of the sun for its daly path and will be explained in the following (Figure 2.9,

(Igbal, 1983)).

’9 Beam Radiation

East

South

Figure 2.8: North-South Tracking
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In Figure 2.9, a cdedtid sphere is drawn with the earth as the center. In the ceegtid sphere,

the celedtia poles are the points a which the earth’'s extended polar axis cuts the celedtid
sphere. Similarly, the celedtid equator is an outward projection of the earth’'s equatoriad plane
on the cdedid sphere. At any given time, the collector on the eath’'s surface has a
corresponding position in the celestid sphere caled the collector's zenith: this is the point of
intersection with the ceedid sphere of a norma to the earth’'s surface a the collector's
position. The collector’s horizon is a great circle in the celestial sphere described by a plane,
which passes through the center of the earth normd to the line joining the center of the earth

and the zenith.

Local Zenith

Celestial
North Pole

Collector's [~

South Collector's
ou

North

Celestial
South Pole

Local Nadir

Figure 2.9: Celestial sphereand sun’s coordinatesrelativeto collector on earth at point C
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The zenith angle, q,, is the angle between the verticd (the loca zenith) and the line to the

aun, that is the angle of incidence of beam radiation, g, on a horizontal surface. The angle is
within a range of 0°£q, £90°. Since the trough collectors are tracking surfaces, they are
horizonta only & solar noon and thus the zenith angle is equd to the angle of incidence of
beam radiation only &t solar noon.

The dedlination, d , is the angular postion of the sun a solar noon (i.e, when the sun
is on the locd meridian) with respect to the plane of the equator, north pogtive; the
declination angle is within a range of - 23.45° £d £ 23.45°. It reaches its minimum vaue a
the winter solgtice (21/22 December) and its maximum vaue a the summer solstice (21/22
June). The angle is zero a the vernd equinox (20/21 March) and a the autumnal equinox
(22/23 September). In 24 h, the maximum change in declination (which occurs a the

equinoxes) is less than 1°. See dso Figure 2.10 where the solar declination is described by

drawing a celegid sphere with the earth a the center and the sun revolving around the earth
in a year. Severd expressons giving the agpproximate vaue of solar declination have been
suggested.

Spencer presented the following expression for d , in degrees (Spencer, as quoted by
Igbal, 1983):

d = (0.006918 - 0.399912c0sC + 0.070257sin G
- 0.006758 cos(2G) + 0.000907 Sin( 2G) (2.44)
- 0.002697 cos(3G) + 0.00148sn( 3G))(180/p ).

Inthisequation, C, inradiants, is caled the day angle. It is represented by

G=2p(d, - 1)/365, (2.45)
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where d, is the day number of the year, ranging from 1 on 1 January to 365 on 31 December.

February is dways assumed to have 28 days. Equation (44) estimates d with a maximum

error of 0.0006 rad (<3') and is recommended for usein digita machines.

Another equation obtained by Perrin de Brichambaut is, in degrees (Brichambaut, as quoted
by Igbal, 1983),

d =sn"*{0.4sn[22(d, - 82)]}. (2.46)

North Pole of
Celestial Sphere

Apparent Path of Sun on
The Ecliptic Plane

Autumnal
Equinox

» 23.5°

Winter
Solstice

Summer
Solstice

» 23.5°

Vernal
Equinox

Plane of Celestial
Equator

South Pole of
Celestial Sphere

Figure 2.10: Celestial Sphere showing sun’sdeclination angle



26
A further and smple equation found by Cooper is, in degrees (Cooper, as quoted by Igbal

1983),
d =23.45sn[%(d, + 284)] (2.47)
A plot of the dedlination,d , vs. month is shown in Figure 2.11.
The hour angle, w, is the angular displacement of the sun east or west of the locd

meridian due to rotation of the earth on its axis a 15° per hour, morning negetive, afternoon

positive. The hour angle, w, is0° at solar noon.

Declination
25

20
15
10

d [deg]

-10
-15
-20
-25

Figure 2.11: Declination vs Month

The solar noon (i.e, the sun is on the loca meridian) does not coincide with the loca clock
noon (Duffie & Beckman, 1991). It is necessary to convert sandard time to solar time by
applying two corrections. Fird, there is a congtant correction for the difference in longitude
between the observer's meridian (longitude) and the meridian on which the loca standard

time is based. The SEGS VI plant is located at the local longitude, L., of 117.022°W. The

loc ?
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local clock time is measured with respect to the standard longitude, L, of 120°W for the

Pacific Standard Time. The sun takes 4 minutes to transverse 1° of longitude. A second
correction is from the equation of time, which takes into account the perturbations in the
earth’s rate of rotation, which affects the time the sun crosses the collector’s meridian. Thus,
in minutes,

Solar Time - Standard Time = 4XL, - L, )+E, (2.48)
whereE, isthe equation of time, again from Spencer (Spencer, as quoted by Igbal, 1983):

E, =229.18 (0.000075 +0.001868cos G- 0.0320779n G

. (2.49)
- 0.014615c0s(2G) - 0.04089sn( 2G))

A plot of the equetion of time, E, , vs. month is shown in Figure 2.12.

Equation of Time

15

10

E; [min]

-10

-15

Figure 2.12: Equation of Timevs. Month

In summer, the loca clock time may be the daylight saving time, which differs by 60 minutes
from the standard time,

Daylight Saving Time -Standard Time =60. (2.50)
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A fourth angle in Fgure 2.9 is the latitude, f , and gives the postion of the collector north or

south from the earth’ s equator. The SEGS VI plant islocated at f = 35°N .
There is a useful relationship among the four angles given in Figure 2.9. An equation relaing
the zenith angle, q, , to the othersis (Duffie & Beckman, 1991)

cosq, =cosf cosd cosw +9nf sSnd . (2.51)

This equation can be used to solve for the vaue of the hour angle, w, at sunset. At sunset,

the zenith angle, q,, is 90° when the sun is a the horizon. Thus the sunset hour angle,

W e » 1N DEQrees, is given by

COSW . = - tanf tand . (2.52)
The sunrise hour angdl, W, IS CONSequently
Wsunrise =- Wsunset ) (253)

Assuming that the time for the solar noon caculated from equation (2.48) is converted from
minutes into hours, the following equetion gives the time & sunrise in hours from the fact

that the sun rotates with 15° per hour:

Sunrise Hour = Solar Noon +w /15 (2.54)

Findly, an expresson for the hour angle, w , is given through

W =w + (Solar Time - Sunrise Hour) A5. (2.55)

sunrise

Here, the solar time is caculated from eguation (248) after converting the result from

minutes into hours.
The zenith angle, q,, given by equation (2.51), the declination, d , given by equation

(2.44) and the hour angle, w, equation (2.55), are inserted into equation (2.43) to caculate
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the angle of incidence. Thus, multiplying the cosne of the angle of incidence with the

magnitude of solar beam radiation gives the reduced beam radiation acting on an unshaded
angle-axis-tracking collector.

In redity, however, there are additiond losses due to the shading by the HCE arms
and bdlows (Figure 2.2) and end losses. The meaning of end losses is illustrated in Figure
2.13. The sunrays that impinge on the outermost edge a the end of a trough collector are
reflected and focused onto the HCE. For a nonzero angle of incidence, there is a part of the
HCE a this end of the trough collector, which is not illuminated. To account for these
additional opticd loses, the cosne of the angle of incidence is modified through a function,
the so-cdlled incidence angle modifier. For the SEGS VI trough collectors, this function was

found through measurements at atest facility at SANDIA.

Figure2.13: End L osses of a Trough Collector



30
The incidence modifier function depends on the vaue of the cosine of the angle of incidence;

for cosg >0.9:

F(cosq) = - 938564.84377331(cosq )° + 5222972.5393731(cosq)°
- 12093484.903502(cosq )* +14912235.279499 (cosq )° (2.56)
- 10327122.89884(cosq )2 + 3808006.9842855¢0sq - 584041.2051114

dse

F(cosq) = 7995.6488341455 (cosq )® - 45016.702352137(cosq )’
+110302.75784952 (cosq) ® - 153602.39131907 (cosq )°
+132038.65779691(cosq ) * - 73211.270566734(cosq )°
+ 25050.730094871(cosq ) - 4867.542978969 cosq + 411.23466109821

(2.57)

In Fgure 2.14, the incidence angle modifier (solid line) is plotted vs. . For a comparison,

cosq (dashedline) isplotted vs. g aswdll.
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Figure2.14: Incidence Angle Modifier vs. Angle of Incidence
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From the following discussion, the absorbed solar energy per length would be the magnitude

of the incoming solar beam radiation times the incidence angd modifier as a function of the
cosne of the angle of incidence times the width of the collector. This, however, is only true if
there would be no mutud shading of the collectors. From the trough collector field layout in

Figure 2.1, it can be seen, that the collectors are arranged in rows. The distance between the

collector rows is L =13 m. Hence, in the morning, a sunrise, when the firs sunrays fall

Spacing
on the trough collector field, the first row may be unobstructed, but the following rows are
shaded by the first. This is shown in the top figure in Figure 2.15. During the sun’s path n
the morning, partid shading of the collectors occurs until a particular zenith angle is reached
as demondrated in the second figure from the top in Figure 2.15. The shading reduces the
effective width of the collector and thus reduces the effective aperature area of the collector
on which the solar beam radiation acts. Consequently, the absorbed solar energy is reduced
as wdl. After a certain zenith angle is reached, there is no mutud shading of the collectors
anymore, as shown in the last two figures from the top in Figure 2.15. The same phenomenon
occurs, of course, in the evening during sunsat. For a mathematical formulation of the optica
loss from mutud collector shading, it is necessary to find an equation describing the effective
width of the collector. Let W be the width of the collector. The effective width of the
collector, that is the non-shaded part of the collector width, may be written as (Figure 2.16)

W, = XW, (2.58)

where x1 [01]. A vaue of 0 for x means complete shading wheress a vaue of 1 for X

means no shading of the collector. The projection of the incoming beam radiation onto a
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Figure 2.15: lllustration of mutual shading in a multirow collector array



plane perpendicular to the collector's rotational north-south axis yidds a radiaion,

direction is given by the profileangle a , (Figure 2.16 and Figure 2.17).
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Figure2.16: Mutual Collector Shading

Trigonometric condderations (Figure 2.16) yidd

Lo dn(a,) = & Ay

Spacing
= XW

The law of cosinesfor the spherica triangle O, Sun, P, Z in Figure 2.17 resultsin

cos(q,) =cos(q) cos(90° - a ) +d9n(q)sn(90° - a ) cos(90°)
=cos(q)sn(a ) '

(2.59)

(2.60)



Thus,
sn(a,) = CC‘:)SS((ZZ)) . (2.61)
Zenith
" P') N . Collector

Figure2.17: Geometric Considerationson the Collector

Inserting equation (2.61) into equation (2.59) yields an equation for X:

X = LSpacing COS(q z) 1 (262)
W cos(q)
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whereit is necessary to redtrict X to bein theinterva between 0 and 1:

Lo " u
Spacing COS(q z) g : 10[:] . (263)
W cos@) g g

& @
X = min gmax é0.0 ;
e
The equetion for the effective width, W, , is findly given through insarting equation (2.63)
into equation (2.58),

Lepa 0, U
spaaing COXA) Q. 1 oy (2.64)
W cos@) g g

G-
W, =min émaxgo.o;
e

After discussng the optical energy losses due to the tracking geometry and shading,
additional opticd energy losses due to radiation characteristics of the mirror, the envelope
and the absorber have to be accounted.

Fird, the incident solar beam radiation is reflected on the trough mirror and directed
onto the HCE. Two cases of reflection occur, specular reflection and diffuse reflection
(Duffie & Beckman, 1991). The diffuse reflection digtributes the radiation in al directions
and thus the pat of the incident solar beam radidion that is reflected through diffuse
reflection on the trough mirrors does not contribute noticeably to the beam radiaion acting
on the absorber. The specular reflected part of the incident solar beam radiation is the
remaining source for absorbed solar energy. The specular reflectancer |, is defined as the
fraction of the specular reflected beam radiation to the incident solar beam radiation on the
trough mirror. Measurements of the specular reflectance, r , accomplished at a test facility a

SANDIA, yiddavadueof r =0.94.

The remaining specular reflected solar beam radiation is trangmitted through the glass

envelope of the HCE before it is abisorbed. When radiation passes from one medium with a
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paticular refractive index to a second medium with a different refractive index, there is

reflection occurring a the interface between the two media (Duffie & Beckman, 1991). A
part of the incoming radiation is reflected while the remaning pat enters the second
medium. The glass envelope of the HCE is a cover with two interfaces to cause reflection
losses. A pat of the incoming solar beam radiation is reflected a the fird interface as
discussed before. The remaining part is passed through the glass where it reaches the second
interface. Of the remaining part, a portion passes through the second interface and the other
portion is reflected back to the firg interface, and so on. SImming up the parts of the solar
beam radiation that passed through the second interface yidds the amount of radiation that
may be absorbed by the absorber when absorption of the glass envelope is neglected. If it is
not neglected, then there is an additiona absorption loss through the glass materid and the
remaning solar beam radiaion acting on the absorber is even further reduced. The definition
of the transmittance,t , accounts for the radiation losses through reflection and absorption of
the glass envdope. The tranamittance, t , is the fraction of the remaning solar beam
radiation after trangmisson through the glass envelope to the incoming specular reflected
solar beam radiation. The transmittance, t , wasmeasuredto t = 0.915.

Findly, the reflected and transmitted solar beam radiation is absorbed by the surface
of the absorber tube in the HCE. The absorptance, a , is defined as the fraction of the solar
beam radiation absorbed by the surface over the incoming reflected and transmitted solar
beam radiation. SANDIA measured the absorptance, a ,tobea =0.94.

In the annulus between the absorber tube and the glass envelope, the radiation, which
is not absorbed by the absorber but instead reflected back to the glass envelope, is partidly

reflected at the glass envelope back to the absorber again where pat of it may now be
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absorbed.  That's why there is a dight increase of the absorbed solar beam radiation

compared to the radiation from single absorption, accounted through the definition of the
transmittance-absorptance product (ta) (Duffie & Beckman, 1991). For mogt practicd solar
collectors, areasonable gpproximation is
(ta) €1.0lta . (2.65)
Combining the results from above, the optica efficiency from radiation characterigticsis
€ =1 (ta) . (2.66)
Finaly, an expression for the absorbed solar energy is found:
Oabsorbed = Gpn F(COSA)W, €, T - (2.67)
In equation (2.67), gis a factor varying from one day to the other. Different amount of dirt

on the mirrors and the number of broken collectors in the fied influence this factor.
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Figure 2.18: Theway from Normal Incident Solar Energy to Absorbed Solar Energy considering Optical
Lossesfor June 20, 1998
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Normal Incident Solar Energy
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Figure 2.19: Theway from Normal Incident Solar Energy to Absorbed Solar Energy considering Optical
L ossesfor December 16, 1998

Figure 2.18 shows step by step the effect of al the optical losses discussed above for June 20,
1998. Stating with a plot for the norma incident solar energy vs time, that is the solar
energy that would be gained from the solar beam radiation without any optica losses, the
reduced energy due to a nonzero incident angle from single-axis tracking is plotted in the
sane graph as wdl. Additiond energy reduction, accounted by the incident angle
modification leads to a third plot. The influence of shading on the energy after incident angle
modification is shown in a fourth plot. Findly, the fifth curve shows the absorbed energy
remaining after the additiond energy loss due to radiation characteristics and broken
collectors. It can be seen that the opticad losses induce an energy reduction from the norma

incident solar energy to the absorbed solar energy of about 36% at solar noon for June 20,
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1998. The reault is worse for December 16, 1998, shown in Figure 2.19, where the reduction

is about 76% at solar noon.

2.3 Model Implementation and Simulation Results

The eguations and expressons discussed above form a physcd modd for the trough
collector fidd. This modd can be used to predict the outlet temperature vs. time of the
collector fidd when the inlet temperature of the collector fidd, the volume flow rate of the
HTF and environmenta data vs. time are known. The environmental data condst of normd
incident solar radiation, ambient temperature and wind speed. Figure 220 shows the
collector model as a block with inputs and the output. An accurate cadculation of the collector
fidd outlet temperature is necessary because the objective of the control problem is to hold
this particular temperature a a condant vaue. Solutions of the partid differentia equations
(PDEs), (2.6), (211) and (2.13), have to be found in order to calculate the collector field
outlet temperature. Andytica solutions are not possble due to the nonlinearity and
complexity of the PDEs Therefore, numerica integration was chosen for the caculation
drategy. Hence, the equations from above have to be prepared for an implementation in
digitd machines.

Solar Ambient Wind
Radiation Temperature Speed

Inlet

Temperature Outlet
—>
Collector Temperature
EEE——
Volume Model

Flow Rate

Figure 2.20: The Collector Model asa Block with Inputsand Output
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2.3.1 Implementation in Digital Machines

The temperature of the HTF, T, the temperature of the absorber, T,;s, and the
temperature of the envelope, T, , ae functions of time and pogstion on the HCE. Again,
their vaues are determined by the PDEs (2.6), (211) and (2.13). Smulation software for
digtd machines usudly provides integraiors to solve nonlinear first order ordinary
differentid  equations (ODES). Consequently, it is useful to approximate the partid
differential equations (PDES) into aset of first order ODES.

The st of ODEs is obtained by dividing the HCE of length Length into j, different

parts of length Dz (Figure 2.21), where

Dz = Length. (2.68)

Jo

The following gpproximation is made:

My (2 1) N THTF,j (t)- THTF,j—l(t)
1z Dz

4 J :1121---1 jo . (2.69)

This gpproximation is inserted into equation (2.6). The result is a set of ODEs for the HTF

temperature,
AT (1) V. (t
HTF.j - HTF ( ) THTF,j (t)
dt AABS,i nCoIIectors DZ
r HTF (THTF, j- 1) CHTF (THTF,j - l)vHTF (t) THTFJ . (t) (270)
r HTF (THTF,j )CHTF (THTF,j ) AABS,i nCoIIectors DZ
1
+ Qganea Tore; 0 Tgs, )
r HTF (THTF,j )CHTF (THTF,j ) AABS,i ’ : :
with the boundary condition

Trrro () = Tore jmee () (2.71)
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Figure 2.21: Discretization of the HCE
and theinitia condition

Tore i 0) = Treinic (Z), z, = XDz, 1=12,..., J,. (2.72)
For every discrete eement of the HCE with length Dz, thereis an absorber temperature,

T aes ; » determined by the ODE

el - S R N USSICR SHTC) R
- Gy (Tss O e, O]
with the initid condition
Thes,; (0) =T et (Z)) z, =0z, =12, jo- (2.74)
There is dso an envelope temperature, Tg,, ;, for every discrete dement of the HCE,

cdculated from the ODE

dTENV,j(t) _ 1
dt M env Cenv Aoy

[qinternal (TABaj (t)’TENV )i (t)) - qexternal (TENV N (t)!Tamb (t))] (275)
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with the initid condition

Tew,; (0) =Tawinit (7)), z, = XDz, =12, j,- (2.76)
The st of ODEs, conssting of equations (2.70), (2.73) and (2.75), and the related initiad and
boundary conditions were implemented in the EES (Engineering Equation Solver) smulation
environment (Klein, 2001), together with the model equations for the heat transfer and the

absorbed solar energy discussed above.

2.3.2 Simulation Results and Model Validation

The block diagram of the collector modd in Figure 2.20 is useful to represent the modd that
is implemented in EES. The inputs for the implemented mode, shown in Figure 2.20, ae
measured data from the red SEGS VI plant. Agan, these inputs are the trough collector field
inlet temperature (Figure 2.22), the volume flow rate (Figure 2.23), the direct norma beam
radiation (Figure 2.24), the ambient temperature (Figure 2.25) and the wind speed (Figure
2.26). The following figures show the input values vs. time for September 1, 1998, which is

aclear day, and for December 14, 1998, which is a partly cloudy day.

Collector Field Inlet Temperature, September 19, 1998 Collector Field Inlet Temperature, December 14, 1998
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Figure2.22: Measured Trough Collector Field Inlet Temperaturefor September 19, 1998 and for
December 14, 1998.



Volume Flow Rate, September 19, 1998
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Figure2.23: Measured Volume Flow Ratefor September 19, 1998 and for December 14, 1998.
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Figure 2.24: Measured Direct Normal Radiation for September 19, 1998 and for December 14, 1998.
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Figure 2.25: Measured Ambient Temperaturefor September 19, 1998 and for December 14, 1998.
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Wind Speed, September 19, 1998 Wind Speed, December 14, 1998
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Figure 2.26: Measured Wind Speed for September 19, 1998 and for December 14, 1998.

The trough collector fidd outlet temperature is caculated through dmulations with the modd
and compared with measured data of the collector outlet temperature at SEGS V1.

Figure 227 shows the caculated collector outlet temperature vs. the measured
collector outlet temperature for June 20, 1998. The caculated vaues, given through the solid
line, match the measured vaues, represented by the dashed line, very well. June 20, 1998 is a
clear day with good weather conditions. For another clear day, September 19, 1998, there is
aso good agreement between calculated and predicted vaues (Figure 2.28). The same is true
for December 16, 1998 (Figure 2.29).

Figure 230 shows the cdculated collector outlet temperature vs. the measured
collector outlet temperaiure for the partidly cloudy day, December 14, 1998. Slight
differences between the caculated and the measured temperatures occur a points where the
dope of the temperature curve changes dgn (loca temperature minima and maxima).
However, the overal match between the cdculated outlet temperature and the measured

outlet temperature is good and verifies that the implemented modd is ussful as a modd for

the redl SEGS VI trough collector field.



Collector Outlet Temperature, June 20, 1998
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Figure 2.27: Calculated Collector Outlet Temperaturevs. Time (solid line) and M easured Collector
Outlet Temperaturevs. Time (dashed line) on June 20, 1998

Collector Outlet Temperature, September 19, 1998
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Figure 2.28: Calculated Collector Outlet Temperaturevs. Time (solid line) and M easured Callector
Outlet Temperaturevs. Time (dashed line) on September 19, 1998
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Collector Outlet Temperature, December 16, 1998
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Figure 2.29: Calculated Collector Outlet Temperaturevs. Time (solid line) and M easured Collector
Outlet Temperaturevs. Time (dashed line) on December 16, 1998

Collector Outlet Temperature, December 14, 1998
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Figure 2.30: Calculated Collector Outlet Temperaturevs. Time (solid line) and M easured Collector
Outlet Temperaturevs. Time (dashed line) on December 14, 1998
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Chapter 3

Power Plant Model

3.1 Introduction
After the hot HTF leaves the trough collector field, it flows into the power plant. The part of

the SEGS plant that represents the power plant is shown in Figure 3.1.
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Figure 3.1: The Power Plant Part of SEGSVI
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Figure 3.1 shows the power plant in pure solar mode. Pure solar mode means that nothing

other than solar energy is used to heat the power plant working fluid. At SEGS VI, an
additiond naturd-gas-fired boiler is dso used to heat the working flud when no or
insufficent solar energy is avalable This combined cycle mode is not conddered in this
work and thus the gas-fired boiler is not included in the figure.

The power plant's working fluid is water or steam. The power plant cycle is a
Clausus-Rankine cycle with feedwater hegting, superhegting and reheating: the working
fluid leaves the condenser as a condensate and is pressurized by the condensate pump to a
pressure sufficient to pass through the low-pressure feedwater heaters and the deaerator.
Afterwards, the water is heated up in the three low-pressure feedwater heaters through hot
deam extractions withdrawn from the low-pressure turbine. The water then enters the
deserator (open or direct-contact feedwater heater) where it is mixed with hot seam from the
fird extraction of the low-pressure turbine Through the mixing with deam, the efficient
remova of noncondensables as well as the heeting of the water occurs. Since the pressure in
the deserator cannot exceed the extraction pressure from the first extraction of the low-
pressure turbine, a feedwater pump after the deaerator pumps the water to a higher pressure
to dlow the working fluid to pass through the following high-pressure feedwater heaters and
enter the heat exchanger trans. The water is further warmed up in the two high-pressure
feedwater heaters through steam extractions from the high-pressure turbine before it is olit
upon entering the two heat exchanger trains. A heat exchanger train conssts of a preheater
(economizer), a boiler (steam generator) and a superheater. The water hat was warmed up
through feedwater heeting enters now the preheater, which is a counterflow heat exchanger,

and is heated by heat exchange with the hot HTF. The working fluid that leaves the prehester
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enters the steam generator and is essentidly in the saturated liquid date. In the steam

generator or boiler, the working fluid changes its state from liquid to vapor through the hest
energy transmitted by the hot HTF. Leaving the steam generator, the saturated steam flows
into the superheater. The superheater is dso a counterflow heat exchanger and the steam is
superhested through heat exchange with the hot HTF that is directly coming from the
collector fiedd. The steam generated from both heat exchanger trains merges and is expanded
in a high-pressure section of the turbine, after which it is split before entering two rehegters.
Here, the incoming steam is reheated to a temperature near that of the superheasted steam
before the expanson. The reheated and merged steam now expands in the low-pressure
section of the turbine to the condenser pressure. While the steam is expanding in the turbine,
electricity is generated in a generator connected with the turbine. The completely expanded
fluid is cooled down to saturated water by heeat rgection to a cooling-water in the condenser.

A conventiond Clausus-Rankine cycle does not include superhedting, rehesting and
feedwater hegting. From the Canot cycle it is known, that heat addition a a higher
temperature improves a cycle's therma efficiency (as long as the condensate temperature
remans the same). The heat addition for the Clausus-Rankine cycle in view tekes place
manly in the two heat exchanger trains. Through feedwater hedting, the temperaure at
which the water enters the heat exchanger trains is higher than it would be without feedwater
heeting. Thus the average temperature a which the heat is added is higher and the cycle
efficiency goes up. The effect of superhesting and rehesting is not necessarily a higher cycle
theemd efficiency because ingead of usng the heat for superheating, one could have used

the same heat to generate saturated steam a a higher temperature. The beneficid effect of
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superheating and reheating, however, is a drier seam at the turbine exhaust that leads to less

erosion at the turbine blades.

The Clausus-Rankine cycle of SEGS VI as described above was modeled in order to
obtain a modd of the entire plant. A Seady-state model is presented, developed from
measured power plant data and from a report by Lippke on the power plant design conditions
(Lippke, 1995). With the exception of heat exchangers, steady-state modds for the power
plant devices seem to be reasonable for the entire plant mode since the dynamics of these
sysems are much faster compared to the dynamic of the HTF mass drculaing in the whole

solar trough collector field.

3.2 Modeling of the Power Plant

3.2.1 Simplifications
Before a steady-state model for each pat of the power plant is discussed, the Clausus-
Rankine cydeis smplified as shown in Figure 3.2 for easier modeling.

Fird, the heat exchanger train is consdered to be a single heat exchanger instead of
being divided into prehester, seam generator and superhester. It is not assured that the
working fluid's date between prehester and steam gererator and between steam generator
and superhester is defined. This means tha the working fluid is not necessarily leaving the
preheater as saturated liquid or entering the superhesater as saturated vapor. Tregting the heat
exchanger tran as a dngle heat exchanger avoids deding with this uncertainty. It is now
assumed that pure water is entering the single heat exchanger and superheated Steam is

leaving it. But even this assumption may not be stisfied for the Start-up period of the plant in
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the ealy moming and in the late evening during the plant's shut-down period when solar

energy islow.
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Figure 3.2: Simplification in the Power Plant Structure

Second, the three low-pressure feedwater heaters are combined to a single low-pressure
feedwater hester and the two high-pressure feedwater hesters are combined to a single high-
pressure feedwater heater. This gpproximation seems reasongble as long as the state of the
water that enters the HTF heat exchangers is comparable to the state the water would have
obtained if it traveled through each of the five feedwater heeters. In addition, appropriate

combined average extractions from the turbine have to be found. The date of the condensate
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entering the single low-pressure feedwater heater must be comparable to its gate in the non

smplified sysem aswell.
The gructure of the smplified power plant is presented again in Figure 3.3, together

with numbersto define the different statesin the power plant.
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In order to obtain a better understanding of the process, a T-s diagram is plotted for June 20,

1998 a 1.00pm. The temperatures and entropies in the diagram were caculated with the

power plant moded, which is presented in the next section.

T-s Diagram, June 20, 1998, 1.00pm
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Figure 3.4: T-sdiagram for the power plant Clausius-Rankine cycle
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3.2.2 Modeling

3.2.2.1 Condensate Pump CP and Feedwater Pump FP

The pumps are assumed to be adiabatic, but not adigbatic reversble (El-Wakil, 1984). The
internd irrevershility is primarily the result of fluid friction occurring in the pump. Thus the
actual work in CP, h, - h,, is greater than the adiabatic reversible work, h, ., - h,, - the pump
absorbs more work. The pump irrevershbility is represented by a pump isentropic efficiency,

hiscp » Which is given by the ratio of the ided work to the actual work

hzrev - hl
Nigep =— . (3.1
h,-h
The enthdpy, h, ., ganed if the process would be adiabatic reversible, is caculated from

fluid property functions as the enthapy of water with the entropy s at the pressure p, :

h,.. = f,(Water, S=s, P=p,). (3.2)
The entropy s is known from equation (3.112) and the pressure p, is caculaed through
equation (3.63). The EES inbuilt fluid property functions (Klein, 2001) are used for the
caculaion of h

Since the isentropic eficiency, h,.., is known from Lippke's report

2,rev "
hiscp =0.7125, and the enthalpy h, is known from equation (3.108), equation (3.1) is used to
cdculate the enthdpy h,. The temperature T, is dso cdculated from EES fluid property

functions as the temperature of water with the enthapy h, at the pressure p,

T, = f, (Water, H=h,, P=p,). (3.3
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The entropy s, is cdculated from EES fluid property functions as well. It is the entropy of

weter with the enthalpy h, at the pressure p,
s, = f,(Water, H =h,, p=p,). (3.4)
Equations (3.1) — (3.4) define the mode for the condensate pump CP. The same calculations

are made for the feedwater pump FP. From Lippke's report, the isentropic efficiency, h; ., ,

isthesame asfor CP, h, ., =0.7125, and

rev - h
i = i h - (3.5
hs Tl
where the enthdpy h, is known from equation (3.76). Correspondingly to equetion (3.2),
hy,e = f,(Water, S=s,, P=p) (3.6)

with the entropy s, from equation (3.80) and the pressure p, from equation (3.89). Thus
equation (3.5) is used to caculate the enthdpy h,. Like for CP, the temperature T, and the
entropy s, are caculated from EES fluid property functions
T, = f, (Water, H =h,, P= ), (3.7)
s = f,(Water, H =h,, p=p,). (3.8)
A mass balance completes the modd equations for FP
m,- m, =0. (3.9)
Through eguation (3.9), the mass flow rate m,is determined snce m, is known from

equation (3.85). Equations (3.5) — (3.9) define amode for FP.
In this implementation, a mass baance is not pat of the modd equations for CP.

Measurements of the mass flow rates in the heat exchanger trains HE A and HE B ae
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avalable. In order to use these measured flow rates as possible inputs to the power plant

mode, the mass flow rates in dl the different dements of the plant are caculated from

my through mass baances for the devices following or preceding the heat exchanger trains
HE A and HE B. Thus m, is determined from r, through a mass balance for the low-
pressure feedwater hester LPFH, equation (3.61), and m, is caculaed from m,, through the

condenser modd, equation (3.110). An additional mass bdance for CP would have resulted

in an over-determined equation system for the mass flow rates.

3.2.2.2 High-Pressure Turbine HPT 1, HPT 2 and Low-Pressure Turbine LPT 1,
LPT 2, LPT 3

Like in pumps, internd irrevershility in turbines is very important. The expansion process is
assumed to be adiabatic, but due to the irreversbility, it is not consdered to be adiabatic
reversble (E-Wakil, 1984). For both, the high-pressure section and the low-pressure section
of the turbine, exhaudt is to the two-phase iegion. Hence the entropy increase in the turbine
does not result in a temperature increase but in an increase in enthapy. Taking the firgt high-

pressure section of the turbine, HPT 1, as an example, the ided work through expansion, if

the turbine section were adiabatic reversible, is h, - h, , but the actud work is h, - h,. The

irreversble losses in the turbine are represented by an isentropic efficiency, i.e. for the high-

pressure section, h,gpr; -
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It is given by the ratio of the turbine's actuad work to the turbin€'s ided adiabatic reversble

work

Pigiprs :%- (3.10)

The enthdpy h, ., is caculated from EES fluid property functions as the enthalpy of steam
with theentropy s, and the pressure p,
hye = f,(Steam, S=s,, P=p,), (3.12)
where the entropy s, is caculated from eguation (3.176) and the pressure p, is determined
from p, and aconstant pressureratio, R, o1y,
B = Py R, e (312)
The pressure p,in turn is known from equation (3.174). The enthapy h,is caculated from
equation (3.173), hence equation (3.10) is used to determine the enthalpy h,. The
temperature T, and the entropy s ae found through EES fluid property functions as the
temperature and the entropy of steam with the enthapy h, at the pressure p,,
T, =f (Steem, H =h,, P=p,), (3.13)
s = f,(Steam, H =h,, P=p,). (3.14)
In order to calculate the mass flow rate 1, a mass balance has to be considered
m, - m, = 0. (3.15)

The massflow rate m, is known from equation (3.171).
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Equations (3.10) — (3.15) form the modd for the high-pressure section HPT 1 together with

the assumed isentropic efficiency, higpr, =0.84 and the assumed congtant pressure ratio,

R, ypr =0.45.

There is a turbine extraction withdrawn between the two high-pressure sections

HPT 1 and HPT 2 This fluid solitting is primarily modded through the following mass
balance

m, - m, - m, =0. (3.16)

It is assumed that the mass ratio between my,and m,is known, i.e. from the postion of a

gplitting valve, and is given as a congant value

B =R o (317)
my

For June 20, 1998, the value of R, pr; IS R;ypry =0.1463. This vaue changes for different

days. The split streams are assumed to be in the mechanica and thermodynamic equilibrium:

T,=T,=T,, (3.18)
Pa = Ps = Py, (3.19)
hy =h, =hy, (3.20)
$=5 =Sy, (3.21)

Equations (3.16) — (3.21) describe the modd for the extraction splitter between the two high-
pressure turbine sections.
The equations for the turbine sections HPT 2, LPT 1, LPT 2 and LPT 3 are equivdent

to equations (3.10) — (3.15) with the exception that the outlet pressure of the high-pressure
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turbine part, p,, and the outlet pressure of the low-pressure turbine part, p,, are not

cdculated from a congtant pressure ratio as in equation (3.12). They ae rather caculated
from a mass flow rate dependent overal pressure drop, Dp,,, in the high-pressure part and in
the low-pressure part, Dp,, of the turbine, where

Dp,,» = 0.190594967 +0.00141797877 xn,

L , (3.22)
- 0.0000218417721x12

Dp, , =0.00974136866 - 0.000321840787 x1, (3.23)
+0.00000548092767 X1, '
These polynomids are found from messurements of the turbine outlet pressures at different
days. The massflow rate M, isknown from equation (3.177).

Thus the set of equations for the turbine section HPT 2 is

Nigipr 2 =% : (3.24)
e = f (Steam, S=s,, P=py,), (3.25)
Py = %, (3.26)

T, = f; (Steam, H =h,, P=p,), (3.27)
s, = f,(Stean, H =h,, P=p,), (3.28)
My, - , =0. (3.29)

Theisentropic efficiency isassumed to be h;,. , = 0.84.
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There exigsasmilar st of equations for the first low- pressure turbine section LPT 1.

hl2 - hl3
Ry ppy = —2 13 3.30
o hlz - h13,rev ( )

wherethe enthapy h,, is known from equetion (3.179). Smilarly to equetion (3.11), it is
h13,ra/ = fh (Stearn’ S = %21 P = p13) ’ (331)
with theentropy s, from equation (3.182).

The pressure p,, isdetermined from

Pis = P Ry pras (3.32)

where the pressure p,, is known from equation (3.180). The pressure ratio R, pp; IS

assumed to be congtant with R »r; = 0.47 . The remaining equations are

Ts=1 (Steam’ H=h, P= p13) ) (3.33)
s, = f,(Steam, H =h,, P=py), (3:34)
m, - m, =0. (3.35)

Theisentropic efficiency isassumedtobe h, ., =0.8376.

The turbine extraction between the first low-pressure section LPT 1 and the second

low-pressure section LPT 2 can be modeled equivaently to equations (3.16) — (3.21):

My - iy - M =0. (3:36)
& = Rapri- (3.37)
Mg

T =T, =Ty, (3.38)

Pis = Pt = Pis (3.39)



hy =hy, =Ny,
Si3 =S4 = Sgs-
For June 20, 1998, the value of the massratio is R, 1, =0.02.
The st of equations for the second low- pressure section of theturbine, LPT 2, is

h — h15'hl6

isLPT2 — h|5 _ heyre\, ’
hie e = f (Steam, S=s5, P=pg),
Pis = Pis *Rorero
T,c = f; (Steam, H =hy, P=py),
S = f,(Steam, H =hg, P=py),

my - M =0.
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(3.40)

(3.41)

(3.42)

(3.43)
(3.44)
(3.45)
(3.46)

(3.47)

The isentropic efficiency is assumed to be h, .., =0.8623 and the assumed constant

pressureratiois R, or, =0.1.

The turbine extraction between the second low-pressure section LPT 2 and the third

low-pressure section LPT 3 issmilarly modded as above:
rhl6 - mn - rhlS =0.

& = Rupra-
Mg

T =Ty =T,
P = B7 = Py

hyg = hy7 =Ny,

(3.49)

(3.49)

(3.50)

(3.51)

(3.52)
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S6=S7=Ss- (3.53)

For June 20, 1998, the value of the massratiois R, .+, =0.2.

Fnally, the mode equeations for the last low-pressure turbine section, LPT 3, is given

through
hB - hl9

Ngprs=r——", (3.54)

ol hS - hlg,rev
hlg,rev = fh (Steam’ S: 38’ P = plg) ’ (355)

Pis @LP

S (3.56)

plg RpL PT1 ><Rpl_PT 2
T, = f; (Steam, H =h,, P=py), (3.57)
S = f,(Steam, H =h,, P=p,), (3.58)
My - My =0. (3.59)

Theisentropic efficiency isassumedtobe h, ., =0.7.

3.2.2.3 Low-Pressure Feedwater Heater LPFH

The low-pressure feedwater heater, LPFH, is a closed-type feedwater heater with a backward
drain. Feedwater heaters are usualy shell-and-tube heat exchangers (E-Wakil, 1984) and
snce no information on the LPFH a SEGS VI was availdble, it is assumed to be a shell-and-
tube heat exchanger as well. The feedwater passes through the tubes and the bled steam that
comes from the turbine extraction between LPT 2 and LPT 3, is on the shel sde and

trandersits energy to the feedwater.
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Thus an energy baance between the bled seam and the feedwater is the first equation for the

LPFH mode
iy, -y, +rihy, - myh, =0. (3.60)
This equation determines the drain enthalpy h,, snce the enthdpy h,is known from equation
(3.1), the enthalpy h, is calculated with equation (3.82) and the enthalpy of the bled steam,
h,, is known from equation (3.52). The steam mass flow rate, m,, is caculated from
equation (3.48) and (3.49). The feedwater mass flow rate, m,, is determined from the
following mass balance thet is part of the LPFH mode
m,- m,=0. (3.61)
The mass flow rate m, comes from equation (3.81). The drain stream leaves the LPFH with
the mass flow rate m,, from
M, - 1, =0. (3.62)
Pressure drops of the feedwater in feedwater heaters are usudly large because of the flow
friction in long smdl-diameter tubes. For the LPFH in view, the pressure p, isgiven through
Ps = P, XOP e (3.63)
where Dp oy =0.5 is assumed to be congtant. The pressure p, is known from equation
(3.78). The temperature T, and the entropy s, ae found through EES fluid property
functions as the temperature and the entropy of water with the enthalpy h, at the pressure p;,
T, = f, (Water, H =h,, P=p,), (3.64)

s, = f,(Water, H=h,, P=p,). (3.65)
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Equations (3.60) — (3.65) form the modd for the low- pressure feedwater heater LPFH.

3.2.2.4 Deaerator D and Throttle Valve TV 1

The deserator D is an open or direct-contact feedwater heater where the extraction steam is
mixed directly with the incoming feedwater to produce saturated water at the extraction
steam pressure (EI-Wakil, 1984). Before it enters D, the extraction steam that is withdrawn
between LPT 1 and LPT 2, is mixed with the drain sream of the high-pressure feedwater
heater HPFH. The higher pressured drain stream passes a throttle vave to reduce its pressure
to the pressure of the turbine extraction steam before the two sireams merge. The pressure of

the turbine extraction steam, p,, , is calculated from equation (3.39) and thus

P2z = Pua (3.66)

defines the outlet pressure of TV 1. No hesat losses are assumed for TV 1, hence
h, = h, (3.67)
and the temperature is assumed to Stay congtant:
T,=T,. (3.68)
The drain enthadpy h,, is caculated from equation (3.86) and the drain temperature T,, is
known from equation (3.93). A mass baanceon TV 1yields
m, - m, =0, (3.69)

where the drain mass flow rate, m,, , comes from equation (3.84).
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The outlet entropy of TV1, s,,, is cdculated with EES fluid property functions as the

entropy of steam with the enthalpyh,, at the pressure p,,:
s,, = f.(Steam,H =h,,,P= p,,). (3.70)

Equations (3.66) — (3.70) arethe TV 1 modd equations.

The throttle's outlet stream merges with the extraction seam of the turbine. Thus the
fluid that enters D at the steam Side has the mass flow rate m,, from
my, +m, - My, =0. (3.71)
The extraction mass flow rate m, is known from equations (3.36) and (3.37). The enthapy
of the seam entering D, h,,, is determined from the following energy balance
My, by, +My,h,, - Mghy, =0, (3.72)
where the extraction steam enthdpy, h,, is known from equation (340). The merging

streams are in amechanicad equilibrium and hence
Pos = Pus- (3.73)
The steam-Sde inlet temperature, T,,, is caculated with EES fluid property functions as the
temperature of steam with enthalpy h,, &t the pressure p,,:
Ty, = f; (Steam, H =hy,, P=p,,). (3.74)
The steam-sSde inlet entropy, S.,,, is dso cdculated with EES fluid property functions as the
entropy of steam with the enthalpy h., at the pressure p,;:

s,, = f.(Steam,H =h,;,P = p,,). (3.75)
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Equations (3.71) — (3.75) form the model equations br the merging of the turbine extraction

stream with the HPFH drain stream.
The deaerator is supposed to produce saturated feedwater a the extraction steam

pressure. Thus the enthdpy of the saturated feedwater, h,, is cdculated from EES fluid
property functions as the enthalpy of saturated water a the pressure p,,:
h, = f,(Steam, P= p,, X=0). (3.76)
This assumption includes that the feedwater outlet pressure of D, p,, is the same as the
seam inlet pressure p,;,
P, = Pss- (3.77)
In addition, no pressure drop in the feedwater is assumed
P;=P,- (3.78)
Thus the feedwater outlet temperature, T,, can be calculated from EES property functions as
the temperature of steam with the enthapy h, at the pressure p,,
T, = f, (Steam, H =h,, P=p,). (3.79)
Also the feedwater outlet entropy, s,, is caculaed from fluid property functions as the
entropy of steam with the enthapy h, at the pressure p,,
s, = f,(Steam, H =h,, P=p,). (3.80)

A mass baance on D has to account for the fact that the feedwater inlet sream and the steam

inlet sream are mixed together and form the feedwater outlet stream. The feedwater inlet

gtream has the mass flow rate m, from

h, + - M, =0, (381)
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where the mass flow rate m, is known from equation (3.9) and the steam meass flow rate m,,

is determined from equation (3.71). The following energy baance is used to find a vaue for
the feedwater inlet enthapy, h;,
ms@ + mzahza - rh4h4 =0. (3.82)

Equations (3.76) — (3.82) form the model equations for the deaerator D.

3.2.2.5 High-Pressure Feedwater Heater HPFH

The high-pressure feedwater heaster HPFH is like the LPFH a closed-type feedwater heater
with a backward drain. Assuming again a shell-and-tube heat exchanger (EI-Wakil, 1984), an

energy baance is established between the bled steam and the feedwater
myh, - myhg + myhy - m,,h, =0. (3.83)
Through this equation, the feedwater outlet enthdpy, h,, is cadculated since the extraction
enthdpy, hy, is determined from eguation (3.20) and the feedwater inlet enthapy, h,, is
given through equation (3.5). The extraction mass flow rate, m,, is caculated from equations
(3.16) and (3.17). The drain mass flow rate, rm,, , followsfrom
m, - m, =0. (3.84)
The feedwater mass flow rate, m,, is determined from the following mass baance for the
feedwater
m-m,=0 (3.85)

where the mass flow rate r, isan input of the power plant mode.
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The drain enthdpy, h,,, is caculated from an effectiveness equation for HPFH

LY (3.86)
h- h

From measurements of the water inlet conditions and steam outlet conditions of the heat

exchanger trans A and B (HE A and HE B), it seems tha the effectivenesse -, , is a

function of the fraction of the two inlet mass flow rates, % and of the feedwater mass flow

rate, m,, itsaf. From Lippke's report, design vaues of the two mass flow rates are given.
They are m,, =38.969 kg/s and m,, =5.7319 kg/s. These design vaues are used to define

the following variable

g=lom/m MO (3.87)
Ze”bo/”})o My, g

that is used to estimate the effectiveness, e, , from the following polynomia

€,pryy = 0433500942 - 1.72903764%B

. 3.88
+3.21718006>B* - 1.29319762 xB> (3.88)

This polynomid was found through fitting meesured heat exchanger train inlet water daa
when measured heat exchanger train outlet steam data were used as modd inputs.
A congtant pressure drop is consdered in the feedwater and aso a the steam side of

the HPFH
Ps = Ps XDPyiprri ¢ » (3.89)
Doy = Py "DDor - (3.90)
Edtimated from Lippke's report, the values for the pressure ratios are  Dp,pey, . = 0.8286 and

Dpypen n =0.236. Equation (3.89) gives a value for the feedwater inlet pressure p;, since the
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feedwater outlet pressure, pg, is known from equation (3.126). Correspondingly, equation

(3.90) yields a value for the drain pressure p,,, Since the extraction pressure, p,, is known
from equation (3.19). The feedwater outlet temperature, T, and the feedwater outlet entropy,
s, ae cdculated from fluid property functions as the temperature and entropy of water with
theenthapy h, a the pressure p,:
T, = f, (Water, H =h;, P=p,), (3.91)
s, = f,(Water, H =h,, P=p,). (3.92)
Likewise, the drain temperature, T,,, and the drain entropy, s,,, are cdculaed from fluid
property functions as the temperature and entropy of steam with the enthapy h, at the
pressure p,,
T, = f, (Steam, H =h,;, P =p,,), (3.93)
s, = f,(Steam, H =h,,, P=p,). (3.94)

Equations (3.83) — (3.94) define the model for the high-pressure feedwater heater HPFH.

3.2.2.6 Condenser C and Throttle Valve TV 2

The condenser C is primaily a heat-transfer equipment with the purpose to condense the
exhaust steam from the low-pressure pat of the turbine and thus recover the high-qudity
feedwater for reuse in the cycle (E-Wakil, 1984). Before the turbine exhaust enters the
condenser, it is mixed with the drain stream of the low-pressure feedwater heater LPFH. This

drain stream pases a throttle vave TV 2 before it is mixed with the exhaust stream. Since
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the mixing streams are in a mechanicd equilibrium, the throttle valve's outlet pressure, p.,

isthe same as the exhaust pressure
Pos = Pig- (3.95)
The turbine exhaust pressure, p,,, is determined by equation (3.56). The pressure drop
induced by TV 2isgiven through
Paos = P XDOPry 2 (3.96)
where the pressure retio is estimated to Dp,,, =0.57. This equation is used to caculate the
LPFH drain pressure, p,,. This pressure is used to caculate the LPFH drain temperature,
T,,, and the drain entropy, s,,, from fluid property functions as the temperature and entropy
of sleam with the enthapy h,, &t the pressure p,,:
T, = f; (Steam, H =h,,, P=p,,), (3.97)
s, = f,(Steam,H =h,,, P=p,). (3.98)
The drain enthapy, h,,, is known from equetion (3.60). The enthdpy Stays condant in the
adiabdtic throttle valve TV 2
hy =h,. (3.99)
In addition, a constant temperature is assumed
T, =T,,. (3.100)
Thereisno lossof massin TV 2, hence

My, - M, =0. (3.101)
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The mass flow rate m,, is caculated from equation (3.62). The entropy of the throttle valve's

outlet stream is cdculated from fluid property functions as the entropy of steam with the
enthapy h, at the pressure p,:

S5 = f (Steam,H =h,, P= p,). (3.102)
Equations (3.95) — (3.102) form the modd equationsfor the throttle valve TV 2.

Before entering the condenser, the throttled drain stream is mixed with the low-

pressure turbine exhaust. Thisfact is described through the following mass baance
My + My - My, =0. (3.103)
This equation is used to cdculate the mass flow rate m,, snce the exhaust mass flow rate
m, is known from equation (3.59). The fluid entering C is in a mechanicd equilibrium with
the merging streams and thus
P20 = Prg- (3.104)
The enthdpy of the fluid that enters the condenser C, h,,, is determined from the following
energy baance
mgh, +m.h,. - mgh, =0. (3.105)
The enthdpy of the exhaudt, hg, is known from equation (3.54). The temperature T,, is
caculated from fluid property functions as the temperature of steam with the enthdpy h,, at

the pressure p,,

Ty = f; (Steam, H =h,y, P=p,). (3.106)
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The entropy s,, is dso caculated from fluid property functions as the entropy of steam with

theenthapy h,, & the pressure p,,:

S, = f.(Steam, H =h,, P =p,,). (3.107)
Equations (3.103) — (3.107) define the modd for the mixing of the turbine exhaust with the
LPFH drain stream.

The mixed fluid enters the condenser and looses its energy to the circulating codling

water until it leaves the condenser as saturated liquid. Thus the enthapy of the outlet flow,
h,, is assumed to be the enthapy of saturated water at the pressure p,, and is caculated
from fluid property functions:
h = f,(Steam, P= p,, X =0). (3.108)
Hence the pressure is assumed to remain constant
B, = Py, (3.109)
and the mass flow rate stays constant as well
My, - M =0. (3.110)
The outlet temperature T, and the entropy s ae caculated from EES fluid property
functions as the temperature and the entropy of steam with the enthdpy h, at the pressure
p,:
T, =f (Steam, H=h, P=p,), (3.111)
s = f,(Steam,H =h,P=p,). (3.112)

The incoming cooling water temperature, T, is one of the inputs to the power plant mode

ooli?

but does not affect the enthdpy h, in this implementation due to the assumption of saturated
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liquid outlet conditions in equation (3.108). The pressure of the incoming cooling water,

Pcooi» IS @ssumed to be the ambient pressure

pCooI,i = paIm ' (3113)

From fluid property functions, the cooling water inlet enthadpy, h. is cdculated as the

oo)i?

enthapy of water with the temperature T, at the pressure p.,);

00
Neoori = f(Water, T =Teoos P= pCooli) . (3.114)

There is no pressure drop assumed in the cooling water and the cooling water outlet pressure,
Pcoolor 1S

Pcool .0 = Peoois (3115)
Also the mass flow rate of the cooling water remains constant

Meooti = Meooro = 0, (3.116)
where ., is the cooling water outlet mass flow rate and ., is the mass flow rate of
the incoming cooling water ad is estimated to be proportiona to the heat exchanger train
inlet mass flow rate, m:
Mooy = 39.38%M, . (3.117)

The factor 39.38 was determined from measurements of the cooling water outlet temperature

to stisfy the following energy baance

rT‘kooli (hCooI,o - hCooli) =, (h20 - Il) : (3118)
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From this equation, the cooling water outlet enthapy h.,,,, is caculated. From this enthapy,

the temperature of the outlet cooling water, T, is determined from fluid property

oojo?

functions as the temperature of water with the enthapy h.,, at the pressure pe,,.:
Teooro = fr (Water, H =Ny, P = Py o) - (3.119)

Equations (3.108) — (3.119) define modd for the condenser C.

3.2.2.7 Heat Exchanger Train HE A and HE B and Reheater RH A and RH B

The heat exchanger trains HE A and HE B and the reheaters RH A and RH B are very
important parts of the power plant since they represent the interface between the HTF cycle
and the power plant cycle. The heat trander between the HTF and the working fluid of the
power plant occursin these heat exchangers.

From the HTF dde, the HTF is split into two streams where one stream flows into the
heat exchanger trains and the other stream flows into the reheaters. From the pipe geometry,
the amount of HTF that flows into the reheaters cannot exceed 25% of the entire HTF that
leaves the expanson vessd. However, the splitting fraction that is not measured in the plant
differs from operator to operator. As an gpproximate vaue for the splitting fraction, the
design vaues from Lippke's report are used in this approach (Lippke, 1995). The HTF splits
evenly between the two heat exchanger trains HE A and HE B. The same is true for the two

rehesters RH A and RH B. The HTF that leaves the expanson vessd is split into a stream of

fraction a, that flows into HE A, into a stream of fraction ag that flows into HE B, into a

dream of fraction b, that flows into RH A and findly into a stream of fraction b, thet flows



75
into RH B. From Lippke's report, the design vaues of these fractions are a, =a,; =0.4375

and b, =b, =0.0625.
There is dso solitting at the water or steam side. The feedwater of fraction F, .,
enters HE A. The remaining part of the feedwater with fraction F, ., entersHE B and
Fues =1- Foyca. (3.120)
These fractions may differ from day to day. At June 20, 1998, the feedwater fraction for HE
A is F,:,=0.49. There is dso splitting occurring in front of the reheaters. The expanded
deam flows into RH A with fraction F;,,, and F.,; is the fraction determining the steam
that enters RH B.
Correspondingly,
Frus =1- Fapa. (3.121)
At dune 20, 1998, thefraction for RH A is Fy,,, = 0.53.
From the definition of the flow fractions, it follows the mass flow rates
Myea = Frea Xy, (3122)
Mye = Fyypg XML - (3.123)
Here, m,., IS the mass flow rate of the fluid that passes through HE A and m,,, is the mass
flow rate of the fluid that passes through HE B. The mass flow rate of the feedwater that
enters the heat exchanger trains, my, is an input to the power plant model. Measurements

from the red SEGS VI plant of that value are available. These measurements can be used as

possble inputs for smulations with the power plant modd. The pressures p,e, and Pyes
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that develop in the two heat exchanger trains HE A and HE B respectively, are functions of

the mass flow rates m,., and m,.,. The polynomids were found from messurements of the
meass flow rate and the pressure at SEGS V1.

Puca =1373.83964- 374.607738xM,., +128.736553%17.

(3.124)
- 8.0075749 %17, ., + 0.177361045X1, ., + Py

Pyee = 683.996786+ 343.994696XM,, .

(3.125)
+ 456017193412, + P,y

From these two pressures, the pressure of the feedwater that enters the two heat exchanger
trains, p,, iscaculated as

Ps = Friga XPrea * Fies XPries- (3.126)
The feedwater temperature T, is determined from equation (3.91). The temperatures of the

two feedwater streams into HE A and HE B, T4 yea @0 Ty nesr @€ assumed to be the
sameas T
Twaterrea ™= To (3.127)
Twatecries = To- (3.128)

Equations (3.122) — (3.128) modd the splitting of the feedwater into the two heat exchanger
tran’sinlet flows.
The exhaust seam from the high-pressure part of the turbine is dso split two enter the

two reheaters RH A and RH B. Thus amilar equations can be found. The mass flow rates are
Mapa = Fria XMy, (3.129)

rhRHB = I:RHB ml’ (3130)
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where the exhaust mass flow rate, my,, is found from equation (3.29). From messurements on

the red power plant, it can be seen that a pressure drop occurs in the steam on its way from

the high-pressure turbine outlet to the two rehesters RH A and RH B. Thus the two pressures

Prya @d pgys that develop in RH A and RH B respectively, are determined from the

exhaust pressure p,, as

pRHA = pll >4:)pRHA’ (3131)
Pris = P *XOPgis - (3132
The pressure p,, is known from equation (3.26). The two pressure ratios Dp,,, , ad Dpg,,;

are functions of the two mass flow rates mg,,, ahd mg,;. These functions are polynomias

found through a curve fit on the measured data from SEGS VI

Dpry 4 =1.03315016- 0.00615276988xM;,, A

(3.133)
+0.000167339399 2, ,

DPgys =1.01609492- 0.00408501006x M,

3.134
+0.0000767853121X1 5 ( )

The temperature of the fluid that enters RH A, Tg..ruai» ad the temperature of the fluid
that enters RH B, Tg..nrusi» 1S @sumed to match the temperature of the high-pressure

turbine exhaust T,; and thus

T T, (3.135)

SteamRHAI —

T, =T,. (3.136)

teamRHBI —
Equations (3.129) — (3.136) mode the olitting of the high-pressure turbine exhaust into the

two streams entering RH A and RH B.
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The HTF that leaves the expanson vesd is Salit into the parts that enter HE A, HE B, RH A

and RH B as explaned above. The temperature of the four split HTF streams that enter the
heat exchangers and reheaters are assumed to have the expansion vessdl temperature, T, .
The four streams leave the heat exchangers and reheaters, each with its own HTF outlet
temperature, and merge to form the inlet flow of the solar trough collector fidd. The HTF

outlet temperature for HE A is T, 4, the HTF outlet temperature for HE B is T, 5, the
HTF outlet temperature for RH A is T, 4 @nd he HTF outlet temperature for RH B is
Tirr rus- SiNce no HTF mass is logt on its way through HE A, HE B, RH A and RH B, the
HTF inlet temperature of the solar trough collector fied, T, , iS caculated from the flow
fractions defined above:

THTFinIet = aATHTF H eat aBTHTF,H et bATHTF RH At bBTHTFRH B- (3-137)
Since the overdl HTF volume flow rate, V.. , is available as measurement data from the redl

SEGS VI plant, it is used together with the flow fractions to cadculated the heat tha is

transferred to the working fluid in the different heat exchangers and rehesaters:

Quen = AT reCoreViare (Top - Ture iea) (3139)
Ques = 8aT ureCureYiare (Top - Ture iee) (3139)
Qurin =BT wreGoareViere (Top - Timna) (3.140)
Qune =Bal e CureVore (Too = Tererra)- (3141)

To predict the outlet temperatures of the HTF, the log mean temperature difference for

counterflow with an overdl heat trander coefficient is applied as a common caculaion
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method for heat exchangers. From Incropera & DeWitt (2001), the heat in equations (3.138)

— (3.141) is balanced with

THEAl D-I-H EA2

QHEA UA.ea
In ( HEA;L/ DTHEAZ)
QHEB UA,cp DTiiepa - Dlieso
In ( Toess/ DTHEBZ)

TRHA,]. DTRHA,Z

QRHA ARHAln(DTRHAllDTRHAZ)

TRHB,l DTRHB2
QRHB AQHBI“(DTRHM/DTRHM)

In these equations, the temperature differences are

DT,

HEAL

=T,

Exp

ST

SteamHEA?

DTHEA,Z :THTF,HEA- TWater,HEA’

ST

SteamHEB?

Dlige, =T,

Exp

DTHEB,Z =-I-HTF,HEB - TWater,HEB’

- T

SteamRHAO0 ?

DTriar =T,

Exp

DTRHA,Z =THTFRHA - TSeam,RHAi !

DTgues =T

Exp

- T

SteamRHBo?

DTcugs = Turerue = Tsemrugis

(3.142)

(3.143)

(3.144)

(3.145)

(3.146)
(3.147)
(3.148)
(3.149)
(3.150)
(3.151)
(3.152)

(3.153)

where  Tge.mnea 1S the working fluid outlet temperature of HE A, and Tgeaunes» Tsteamriao

and Tgeamrus, @€ the working fluid outlet temperatures of HE B, RH A and RH B
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respectively. The overdl heat trandfer coefficients are different from heat exchanger to heat

exchanger. They depend on the mass flow rate of the HTF and the mass flow rae of the
working fluid. Sincethe overdl HTF  volume flow rate, V., and the mass flow rate m, of

the working fluid are avalable as measured data, the following vaiable is defined that is

equaly dependent on the HTF volume flow rate and the mass flow rate:

' 5
M = LoV, MM O (3.154)
2 VHTF,O rnS,O ﬂ

Here, V, =0.624 m*s and i, =39.9 kg/s are the values of the HTF volume flow rate and

the mass flow rate a solar noon on June 20, 1998. The variable M is used to find expressons
for the different overdl heet transfer coefficient-area products:

UA, ., = - 792.404548 +5631.66157 XM

, (3.155)
- 5732.19845>M 2 + 2201.04063*M °
UA,.p = - 1460.34016+8693.5446 XM
, (3.156)
- 10858.5127 ¥Vl 2 +4905.3059 V1 ®
UAy,, = - 8217.68129 +92925.7393xM +168323.253M 2, (3.157)
UA.., =13356.4707- 68312.7678M +348273.243xM 2. (3.158)

These polynomias were found through a curve fit on overdl heat trandfer coefficients tha

were caculated from measurement data and plotted vs. M. From equations (3.138) — (3.158),
the HTF outlet temperatures Tyre yeas Turenes Tore ruadd Tore qys could be determined if
the working fluid outlet temperatures, Tq . near Tseanmesr Tsteamrino @A Toeamruso WENE

known. In order to cadculate the working fluid outlet temperatures, an energy balance would

be preferable, but since the flow fractions a,, a;, b, and b, are uncertain, a heat exchanger
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effectiveness relation was chosen ingtead. From Incropera & De Witt (2001) it follows for

each heat exchanger and reheater

e = Tsteamtea™ TwaterHEn (3.159)
HEA TExp - TWater JHEA

e - TSteamHEB B TWater,HEB (3.160)
HEe TExp - TWater,H EB

e — TSteamRHAo " TSteamRHAi (3 161)
RAA TE)(p - TSteam,RHA.i

T T -
€ang = SteamRHBo SteamRH Bi . (3162)

TExp - TSteam,RH Bi
Each effectiveness, e,.,, €.css €rua aNd €g,p, 1S @sumed to be dependent on both the
HTF volume flow rate and the mass flow rate of the working fluid. Through a curve fit on

effectiveness values that were caculated from measured data and plotted vs. M, the

fallowing eguations for the effectiveness were found

€,ea = 0.276005152 +4.8581535 XM - 12.1350267 XM *

, (3.163)
+12.7277158>M ° - 4.81249776M *
€, = 0.960949494- 0.0622394235 X\
: (3.164)
+0.00829799829 M 2
€., = - 155221859 +15.7766242 ¥V| - 35.5777164xM 2
RHA , (3.165)
+34.4175845xM ® - 12.1448263xM *
x5 = - 1.28023253+13.429928 XMl - 29.1850288 XM
. (3.166)

+ 27.6156082 M ° - 9.66507556 XM *
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The working fluid outlet enthapies, Ng..onear DNseanmess Neteamrino @A Ngieamriso A€

cdculated from fluid property functions as the enthdpies of steam a the relaed outlet

temperatures and pressures

Nscarien = o (St€AM, T = Temuens P = Puca) (3.167)
Nscarien = T (St€8M, T = Teunens P = Pucs) (3.168)
Nstcamrrino = o (St€OM, T =Ty conminor P = Prisa), (3.169)
Nstcamrrino = n (St€OM, T =Ty onmmnor P = Pris)- (3.170)

Note that this caculation might be inaccurate if the fluid that leaves the heat exchangers or
rehedters is dill in the two-phase regon after it was heated up by the HTF energy. This may
occur in the morning during the dart-up of the plant or in the evening during the plant
shutdown period when solar energy islow.

The two dreams that leave HE A and HE B merge to a single stream with mass flow

rate m, and thus
My ep + Mg - M, =0, (3.171)
The temperature T, and the enthalpy h, of the single stream that flows into the high-pressure
part of the turbine are determined from the working fluid flow fractions
T2 = Fuea Tseannea * Fres Msteanries » (3172
h; = Fiea Msicammien * Fues Nacam Hee- (3.173)

The pressure p, isaso cdculated from the flow fractions

P; = Fuea*Puea + Fiee *Pres - DPee (3.174)
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but from measurements on the read SEGS VI plant, it follows that a pressure drop occurs in

the working fluid on its way from the heat exchanger trains to the high-pressure part of the
turbine. This pressure drop is esimated as a function of the mass flow rate m,. The
following polynomia was found from messured deta

Dp,c =- 9.81020595+ 2.7603402 %, +0.278971331x17. (3.175)

The entropy s, is cdculated from fluid property functions as the entropy of steam with the
enthdpy h, at the pressure p,

s, = f,(Steam,H =h,, P=p,). (3.176)

Equations (3.171) — (3.176) form a modd for the mixing of the two streams that leave HE A

and HE B. In a gmilar manner, the mixing of the two streams that leave RH A and RH B can
be described. Thus the following equations are used to caculate the mass flow rate m,, the
temperature T,,, the enthdpy h,,, the pressure p,, and the entropy s, of the fluid that enters

the low- pressure part of the turbine:

Meya +Mepg- M, =0, (3.177)

T2 = Frua Tsieanrrino + Frue Tstcamrrsor (3.178)

h, = Faria Msicamrrine + Frrie aemriaor (3.179)

P2 = Frua XPrua * Frie *Prie - DPgy » (3.180)

Dp,,, = - 124.845039 +5.63854205 %M, - 0.0510125894 %17, , (3.181)
s, = f.(Steam,H =h,,,P=p,,). (3.182)

These eguations complete the modd for HE A, HE B, RH A and RH B that is given through

equations (3.120) — (3.182).



3.2.2.8 Calculation of the Gross Output

In order to estimate the produced power of the plant, the gross output P, . is cdculated as

ross

the summation of the turbine work

PGrOS = m7h7 - mahz
+ mlohlo - rn]_’thl
+ mlzhlz - mlshls : (3-183)
+ msns - ml6h16
+ mtshls - mghw

With this last equation, the entire power plant modd is eventudly defined.

3.3 Model Implementation and Simulation Results

The mode discussed in the previous section can be used to predict the HTF inlet

temperature, T, ;¢ » O the collector field vs. time and the gross output, R, ., Vs. time.

Expansion Vessel

Temperature _ Collector Inlet

> Temperature -

»

HTF
Volume Flow Rate .

» Power Plant

Model

Steam Mass
Flow Rate = Gross Output >
Cooling Water Valve Adjustments

Inlet Temperature >

Figure 3.5: The Power Plant Model asa Block with Inputsand Outputs
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The input values of the power plant modd are the expanson vesse HTF temperature, T

Exp?
the HTF volume flow rate, V., the steam mass flow rate, riy,, and the cooling water inlet
temperature, T.,,;, VS time. In addition, valve adjustments have to be known tha define the

mass flow rates of the turbine extractions. Figure 3.5 shows the power plant model as a block

with inputs and outputs.

Expansion Vessel Temperature, September 19, 1998 Expansion Vessel Temperature, December 14, 1998
700 700
. 650 5
. 600 .
e 550 .
3 % [
= 5 = 500 5
Q o3 L
X X
P s 450 s
. 400 -
5 350 5
300 300
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Time [hr] Time [hr]

Figure 3.6: Measured Expansion Vessel Temperaturefor September 19, 1998 and for December 14, 1998

Steam Mass Flow Rate, September 19, 1998 Steam Mass Flow Rate, December 14, 1998
40 40
351 B 351 E
30f R 301 e
—  25F E —  25F e
£ - 1 Y L ]
2 o . 2 2 .
| ] ” L ]
£ 1sf E e 15F e
10 R 10f e
51 E 5| e
0 - 0
5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22
Time [hr] Time [hr]

Figure3.7: Measured Steam Mass Flow Rate for September 19, 1998 and for December 14, 1998
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Cooling Water Inlet Temperature, September 19, 1998 Cooling Water Inlet Temperature, December 14, 1998
300 300
298: ] 298- =
296 B 296 .
294 R 294 5
< oow g X el -
'—é' 290 ] g 290: s
288 R = 288 -
286 T 286- =
2841 1 284 -
280l ] 282-
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Time [hr] Time [hr]

Figure 3.8: Measured Cooling Water Inlet Temperature for September 19, 1998 and for December 14,
1998

The measured input values vs. time for September 19, 1998, which is a clear day, and for
December 14, 1998, which is a partly cloudy day, are shown in Figure 3.6 to Figure 3.8. The
measured HTF volume flow rate for these days is shown in Figure 2.23 in the previous
chapter.

The HTF trough collector field inlet temperature and the gross output are caculated
through smulations with the power plant modd and compared with the corresponding

measured datafrom SEGS VI (Figures 3.9 - 3.12).

Collector Inlet Temperature, June 20, 1998 Gross Output, June 20, 1998
600 40

I 35
550} L
30
500 s

450

15F

400 F
10F

Tutr,inlet [K]

350F . s

300
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Time [hr]

Time [hr]

Figure 3.9: Calculated Collector Inlet Temperature vs. Time and Calculated Gross Output vs. Time
(solid lines) and corresponding measur ements (dashed lines) for June 20, 1998
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Collector Inlet Temperature, September 19, 1998 Gross Output, September 19, 1998

600 40

351 1

550 5 L ]

] 30f _
500 N i

i s 251 1
< |

= 50 5 2 0F :
2 1 ¢ .

= | o 15F T
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= L 1 10 T
350 N I

L E 51 7

300 0 H H
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Time [hr] Time [hr]

Figure 3.10: Calculated Collector Inlet Temperature vs. Time and Calculated Gross Output vs. Time
(solid lines) and corresponding measur ements (dashed lines) for September 19, 1998

Collector Inlet Temperature, December 16, 1998 Gross Output, December 16, 1998
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Figure 3.11: Calculated Collector Inlet Temperature vs. Time and Calculated Gross Output vs. Time
(solid lines) and corresponding measur ements (dashed lines) for December 16, 1998

Collector Inlet Temperature, December 14, 1998 Gross Output, December 14, 1998
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Figure 3.12: Calculated Collector Inlet Temperature vs. Time and Calculated Gross Output vs. Time
(solid lines) and cor responding measurements (dashed lines) for December 14, 1998
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Figure 3.9 shows the caculated collector inlet temperature and the caculated gross output vs.

mesasured data for June 20, 1998. The caculated vaues, given through the solid line, match
the measured values, represented by the dashed line, sufficiently. The consdered day, June
20, 1998, is a day with good weather conditions. For other clear days, September 19, 1998 in
Figure 3.10 and December 16, 1998 in Figure 3.11, the predicted values match the measured
vaues smilarly well.

For a patialy cloudy day as December 14, 1998, depicted in Figure 3.12, the
caculated collector inlet temperature and the measured one do not agree as wdl as for the
clear days. However, the predicted values are dill an adequate estimate of the measured
vaues. The sameistruefor the calculated gross output.

These reaults verify that the power plant modd as explained above and implemented
in EES is useful as a modd for the red SEGS VI power plant. In order to obtain a modd for
the entire plant, that is the trough collector fidd with the power plant, the trough collector

field modd and the power plant modd are linked together as explained next.
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Chapter 4

Combined Plant Model

The trough collector field model preserted in Chapter 2 and the power plant mode discussed

in Chapter 3 are combined to form the entire plant model as shown in Figure 4.1.

Solar Ambient Wind
Radiation Temperature  Speed

Inlet
Temperature

Outlet
Collector Temperature

Ll
Volume Model
Flow Rate

Loufeey

Outlet
Temperature

. ExpansionVessel
Expansion | temperature

Volume Vessel
Flow Rate | Model

ExpansionVessel Collector Inlet
Temperature Temperature
——_b ———

HTF
Volume Flow Rate

——————»| PowerPlant

Steam Mass Model
Flow Rate Gross Output

Cooling Water

Inlet Temeerature > Valve Adjustments

Figure4.1: Combination of Collector M odée and Power Plant M odel

As can be seen from Figure 4.1, the expanson vessel modd is the link between collector and

power plant model.
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The expanson vessd is assumed to be a fully mixed tank and thus can be described by a

gngle differentid equation for temperaiure obtained from an energy baance on the

expansion vessd

d;ixp =- \\/./H—;:Tm +\\]/HE—:;THTE . (4.)
Here, T, isthe expanson vessel temperature and Vg, isthe expansion vessdl volume with
Vg, = 287.7 .

The combined plant modd can be consdered as a sngle block with inputs and

outputs as depicted in Figure 4.2.

Solar Ambient Wind
Radiation Temperature Speed

Pl

Outlet
Temperature I
Plant Model
HTF
Volume Flow Rate )
Steam Mass
Flow Rate Gross Output
—> ﬁ
Cooling Water
Inlet Temperature )

Figure4.2: The Plant Model asa Block with Inputsand Outputs
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Figure 4.3: With Plant Model calculated Collector Outlet Temperature vs. Time and Gross Output vs.

Time (solid lines) and M easured Values (dashed lines) for June 20, 1998

Collector Outlet Temperature, September 19, 1998 Gross Output, September 19, 1998
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Figure 4.4: With Plant Mode calculated Collector Outlet Temperature vs. Time and Gross Output
Time (solid lines) and Measured Values (dashed lines) for September 19, 1998

Collector Outlet Temperature, December 16, 1998 Gross Output, December 16, 1998
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Figure 4.5: With Plant Mode calculated Collector Outlet Temperature vs. Time and Gross Output
Time (solid lines) and M easur ed Values (dashed lines) for December 16, 1998

VS.

VS.
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TH'I'F,out [K]

Collector Outlet Temperature, December 14, 1998 Gross Output, December 14, 1998
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Figure 4.6: With Plant Model calculated Collector Outlet Temperaturevs. Timeand Gross Output vs.
Time (solid lines) and M easured Values (dashed lines) for December 14, 1998

The combined plant mode was implemented in EES and measured data from the rea SEGS
VI plant were chosen as inputs. The measured inputs are the HTF volume flow rate (Figure
2.23), the seam meass flow rate (Figure 3.7), the cooling water inlet temperature (Figure 3.8)
and environmenta data as the direct norma solar radiation (Figure 224), the ambient
temperature (Figure 2.25) and the wind speed (Figure 2.26). The collector outlet temperature
and the gross output as the two conddered outputs of the plant, are caculated through
gmulaions with the plant modd and compared with measured data from SEGS VI.

Figure 4.3 shows in the left-hand dde figure the plant mode caculated collector
outlet temperature vs. the measured collector outlet temperature for June 20, 1998. The
caculated vaues, given through the solid line, match the measured vaues, represented by the
dashed line, well. There is aso good agreement between the calculated gross output and the
mesasured gross output. The dight difference between calculated and measured vaues that

can be seen a around 11 hr is probably due to an inaccurate measurement of the steam mass
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flow rate a SEGS VI that was used as an input to the plant modd for the smulation. June 20,

1998 was a clear day and for the other clear days that are considered, September 19, 1998 in
Figure 4.4 and December 16, 1998 in Figure 4.5, smilar good results can be stated.

Even for the partidly cloudy day, December 14, 1998, the caculated collector outlet
temperaiure and the cdculated gross output match the measured vaues wdl as shown in
Figure 4.6.

These results show that the plant mode, as it was described in this and the previous
chapters, is very useful to predict the collector outlet temperature and the produced power of
the rea SEGS VI plant. For this modd, a control agorithm has to be found that obtains the
ability to hold the collector outlet temperature at a constant set point through the adjustment
of the HTF volume flow rate. The control agorithm that was chosen for this study is taken
from the model predictive control framework as explained in Rawlings and Muske (1993). Its

implementation and performance for the plant modd is described in the next chapter.
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Chapter 5

Linear Model Predictive Control

5.1 Introduction

In Chapter 1, it was explained that a human controller in the SEGS VI plant tries to maintain
a condant set point collector outlet temperature of the HTF by adjusting the volume flow rate
of the HTF. The objective of this work is to smulate the human controller’s behavior

through automatic controls. A linear mode predictive controller is developed for the SEGS

VI plant mode as shownin Figure 5.1.

Solar Ambient Wind
Radiation Temperature  Speed

\ 4 \ 4 A 4

Collector Outlet

TemEerature I

Plant Model
HTF
Volume Flow Rate
> >
Steam Mass Heat Exchanger
Flow Rate Water Inlet Gross Output
P Temperature >

Cooling Water

Inlet TemEerature )

Figure5.1: The MPC controller for the plant model
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The MPC controller measures the collector outlet temperature, the solar radiation, the

ambient temperature, the wind speed, the steam mass flow rate in the power plant and the
heat exchanger tran water inlet temperature to cdculae the HTF volume flow rae that
drives the collector outlet temperature into the set point.

Lineer model predictive control (MPC) is a linear optima control drategy: the
essence of MPC is to optimize, over the manipulable inputs, forecasts of process behavior
(Rawlings, 2000). A feature of MPC is the incorporation of condgtraints on the manipulated
and controlled variables into the optimization procedure.

In the case of SEGS VI, forecasts of process behavior mean the prediction of how the
collector field outlet temperature of the HTF will behave for a possble variation of the HTF
volume flow rates from now to a point of time in the future. The difference between now and
a future point in time is caled the time horizon. If a forecast is made & successve points in
time, there is a each of these points in time a prediction made dong a time horizon of the
same length. Thus it is thought of a horizon that moves with time from one prediction point
of time to the next. This is why MPC belongs to a class of control dgorithms aso referred to
as receding horizon control or moving horizon control.

The optimization of forecasts of process behavior implies that there is a performance
objective. What is the optimal forecasted process behavior? Since an optimization is usudly
formulated as a minimization, the performance objective is formulated as a minimization of a
cog functiond that is minima for the optima forecasted process behavior. The god of the
human controller & SEGS VI is to mantain the HTF collector field outlet temperature a a
gpecified st point. Thus, the optima forecasted process behavior is that the future HTF

collector field outlet temperatures are a the st point and that no change in the HTF volume
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flow rate occure from one point in time to the next point in time. The second criterion reflects

the dedre of not having rgpid changes in the flow rate. This criterion may be useful for
damping potentid oscillaions in the HTF collector fidd outlet temperaiure while
goproaching the set point. Consequently, the vaue of a cogt function that is to be minimized
must increase with an increasing difference between the forecasted HTF collector field outlet
temperatures and the set point temperature. It dso must increase with an increasing change in
the HTF volume flow rate from one point in time to the next point in time. The am is to find
the optimal sequence of HTF volume flow rates among dal possble flow rates, tha
minimizes the cogt function, while keeping the HTF volume flow raes and dso the
dependent HTF collector field outlet temperatures between specified upper and lower
bounds. A solution to this problem through MATLAB optimization procedures will be
shown |ater.

The MPC dgorithms presented here are based on a theoretica framework taken from
Rawlings and Muske (1993). In order to obtan a better understanding of the subject, a
amplified modd raher than the SEGS VI plant mode is chosen to explan the control

drategy. The smplified modd is presented next.

5.2 The Simplified Model

The samplified modd, shown in Figure 5.2, condgts of four dements a solar collector, an
expanson vessd, a heat exchanger and a HTF pump. Differentid equations for temperature
are used to modd the system. The smplified sysem can be described by a system of four

nonlinear differentia equations as explained in the following.
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Figure5.2: The Structure of the Simpl ified Modd

An energy baance on the collector leads to the following differentid equetion for the HTF

collector outlet temperature

a7, (t) _ Vet Ve (t L
w2 Ve O 4 Y Op 1 Lot (g G ) (5
dt Coal Col HTF HTF VCOI
where V,,, isthe overdl volume of the collector, given by
Voo =% D/riss,i Xy s (5.2)

with the length of the collector

I-Col = Length >q‘]Collectors . (53)
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The hest trandfer to the environment, ., IS described by

qambient(t) = harrbient A’-\BSsurf,i (Tout (t) - Tarrb(t)) (54)

with a heat transfer coefficient of h =25Wm?K™ and the surface area Ay o, ; from

ambi ent

equation (2.22). Theinitid condition for equation (5.1) is

Tout (0) = Tout,init : (55)
The expangon vesse temperature is determined through
dT.(t / /
o) Ve O+ YOy 59)
dt Veo P Ve

with the expanson vessdl volume, Vi, =287.7 m®. The initid condition for equation (5.6)

IS
Tep (0) = Tegginit - (5.7)
Findly, the loop is closed through an energy balance on the heat exchanger trains
(5.8)

where a, and a; are the flow fractions from Chapter 3.2.3.7. The heat transfer in the hesat
exchanger is given by

Chranstores (1) =i (O Avesars (To(0)- T0)) (59)
where the temperature of the hot fluid, T,, is the mean temperature of the HTF in the hest

exchanger

T, (1) = (T O+ T, (1)) (5.10)
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and the temperature of the cold working fluid, T, is the mean temperature

Tc (t) = %(TSteam(t) +TWater (t)) ’ (511)
The hest trandfer coefficient, h,,., is dependent on the two flow rates that are available as

measurements from SEGS VI

B (0 Ve o + M)/ 10y 0w

hye (t) = 74000 ; 5 m*?K™* (5.12)

P
where mis the mass flow rate of the working fluid (water or steam). The reference flow rates
are Vi, =0.624 m’s™ for the HTF volume flow rate and iy, = 39.9 kgs™ for the mass

flow rate of the working fluid. They are flow rates at solar noon measured at June 20, 1998.

The surface areais determined from
Acar =P Dye (5.13)
with an assumed diameter of D, =1m. The volume of the heat exchanger, V,, is
caculated from
Vie = %D Lie (5.14)
with an assumed length of L, =10 m. Theinitid condition for equetion (5.8) is

T.0)=T (5.15)

injinit *

The temperature of the Steam, T Is calculated from a heat exchanger effectiveness

Steam !

equation

TSeam (t) B TWaIer (t)
TExp (t) - TWater (t) ’

ee(t) = (5.16)
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formulated as the following differentid equation

oD = 0,01 (- T 1) + 10 (Tep O+ T ) + Tu (0) (5.17)

The dgebrac equation (5.16) is formulated as a differentid equation (5.17) because the
mode predictive control framework as used in this work congders only differentia equetions
as sysem equations. The factor 0.01 s! was introduced to adjust the time constant of this
differentid equation to the time congant range of the entire system in order to avoid a Hiff

differentia equation sysem. The heat exchanger effectiveness is assumed to be flow rate
dependent

eHE(t):('Ol)"é HTF(t)/VHTFZO+IT(t)/mO

+1.025. (5.18)
@

Theinitid condition for equation (5.17) is

0)=T (5.19)

Steam Steaminit *

The vdidation of the amplified mode is shown in Figure 5.3 for June 20, 1998, a clear day,

and in Figure 5.4 for December 14, 1998, a partidly cloudy day, where the measured input

vaues for the smplified modd are the direct norma solar radiation to cdculate Qo the

ambient temperature, T, the HTF volume flow rate, V.., the working fluid mass flow

ambient ?

rate, m, and the water inlet temperature of the heat exchanger, T, Cdculated are the

ater *

collector outlet temperature, T,

out?

and the steam outlet temperature of the heat exchanger,

T

Steam *

As seen from Figure 5.3 and Figure 5.4, the smplified modd can be used to cadculate

acceptable HTF temperatures compared to the ones measured at SEGS VI.



102

Collector Outlet Temperature - Simplified Model Steam Temperature - Simplified Model
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Figure 5.3. The smplified mode calculated collector outlet temperature (solid line) and measured
collector outlet temperature (dashed line) are shown in the left hand figure and the calculated steam
temperature (solid line) and measured steam temperature (dashed linge) are shown in the right hand
figurefor June 20, 1998
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Figure 54: The smplified model calculated collector outlet temperature (solid line) and measured
collector outlet temperature (dashed ling) are shown in the left hand figure and the calculated steam
temperature (solid line) and measured steam temperature (dashed line) are shown in the right hand
figurefor December 14, 1998

In what follows, the smplified mode is used to explain the modd predictive control scheme.
The name of the control method indicates: a modd of the controlled system plays the mgor

role. It is used to predict vaues over the time horizon. For the control agorithm presented by



103
Rawlings and Muske (1993), linear equations are needed. In the next section, it is explained

how the smplified mode has to be transformed to obtain linear equations.

5.3 Models for Linear MPC
The modds in liner MPC are discrete-time liner models in date-space form. Fird, the
linear modd in gate- space form is explained, later the time discretization of this model.
The state-pace form of alinear modd or better linear differentia systemis
X(t) = A)x(t) + B(tu(t) . (5.20)
Here t is the time varidble, x(t) is a red n-dimensond time-varying column vector which
denotes the date of the system, and u(t) is a red m-dimendgond column vector which
indicates the input variable (Kwakernagk & Sivan, 1972). The time-varying matrix A(t) is of
dimenson (n” n) and the time-varying marix B(t) is of dimendgon (n” m). Let y(t) be a
red p-dimensonad system variable that can be observed or measured or through which the
sysem influencesiits environment.
Such a variable is cdled an output varigble of the syssem and is expressed through the
output equation of the system
y(t) = C(t)x(t) + D(t)u(t) (5.21)
with the time-varying marix C(t) of dimendon(p” n)and the time-varying matrix D(t) of
dmenson (p” m). There exids an initid condition for the sysem described by equation
(5.20)

X(0) = X (5.22)
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If thematrices A, B, C, and D are condant, the system is time-invariant:

x(t) = Ax(t) + Bu(t) , (5.23)

y(t) =C x(t) +Du(t) . (5.24)

For linear MPC as it is congdered in this work, it is necessary to obtain model equetions in

the form of equation (5.23) and (5.24) with an initid condition (5.22). Does the smplified

mode dready obtain this form? If not, what has to be done to gain a sysem modd of that
form?

To answer the firg question, the smplified model equations (5.1), (5.6), (5.8) and

(5.17) are written down again with the introduction of some abbreviations. The time constant

t o, for the collector is defined as

1 _vHTF (t) _

t Col (t) B VCoI (525)

The crosssectiond area of the collector is A.,. An overdl hea transfer coefficient-area
product, UA., , isintroduced as
UAyy = Narient Aressurt i - (5.26)

With these definitions, the differentia equation for the collector outlet temperature (5.1) may

now be written as

dTout (t) 1 qabsorbed (t) - UACOI (Tout (t) B Tamb (t))
= Tm(t) - Tou (t) + . (527)
dt t Col (t) ( t ) Abol r HTF (Tout (t))CHTF (Tout (t))
Thereis atime constant for the expandon vessd, t ., , given through
L _Vire® . (5.28)

t Exp(t) - V

Exp
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Thus the differentid equation for the expansion vessd temperature (5.6) becomes

dTExp (t) — 1
dt tee(t)

(T - Tou ). (5.29)

The hest exchanger time condtant, t . , iscalculated as

1 — (2, +a5) >VHTF )

t HE (t) VHE (530)

The cross-sectiond area of the heat exchanger is A,. and the time dependent overal heet
trandfer coefficient — area product, UA, ., isgiven by
UA—iE (t) = hHE(t)AHEsurf - (531)

With these definitions, the differentid equation for the collector inlet temperaure (5.8)

resultsin

dT, () _ 1
dt te()

UAHE (t)(TExp (t) +T|n(t) - TSteam(t) - TWater (t))

TExp t)- Tin t))-
( ( ) ( )) ZXAAE r HTE (Tin(t))CHTF (Tm(t))

(5.32)

Remember, the differentid equation for the steam outlet temperaiure of the heat exchanger

(5.17) is

det;m(t) =0.01 ><(_ TSteam(t)) + € (t) (TExp (t) - TWater (t)) + TWater (t)) ' (533)

The following consderations are based on the st of the four differentid equations (5.27),
(5.29), (5.32) and (5.33). For a comparison with the time-invariant linear date-space modd

(5.23), the following state vector is introduced

éTout(t) l;'

e u
x=¢"=u
? Tm(t) lil
u

grSeam (t) 0

(5.34)
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Theinput vector is defined as

éqtalbsorbed (t)@

e u

éTa}mbient (t) U

u(t) =€ Ve (1) 4, (5.39)
. u

e mt) gy

g TWater (t) EI

> (D!

and theinitid condition is given through

Tout,init l;l
T

Expinit ] (536)

injinit 7

x(0) = u
a
a

» (D> D> D> D~
_|

()

Steam,init
Congdering the definition of these vectors, it can be seen that the st of differentia equations
(5.27), (5.29), (5.32) and (5.33) does not form a modd of the type given by equation (5.23).

Time-dependent factors like the inverse time congant 1/t ., (t) in equation (5.27) form a

product with the temperaiures of the incoming and outgoing HTF (T, (t) and T, (t)in
equation (5.27)). Thus, a time-invariat matrix A cannot exis. But not even a time-vaying
linear date-gpace model (equation (5.20)) is given since the temperature dependent HTF
densty and HTF specific heat are in the denominator of a fraction where the related HTF
temperature is in the numerator as it is the case in equation (5.27) and (5.32). Therefore the
modd defined by the four dfferential equations (5.27), (5.29), (5.32) and (5.33) is not of the
lineer date-gpace form as defined aove. Conddering again the vector definitions made in

(5.34), (5.35) and (5.36), the smplified mode is of the very generd form

X(t) = f[x(t), u(t),t]. (5.37)
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Equation (5.37) standsfor:

£ AT, (1) 0 & i : ‘
g—‘:;;:( ) H g 1 (Tm(t) _ Tout (t)) + qabsorbed(t) UA\:oI (Tout (t) Tamb(t)) H

é dT u é t Col (t) ACoI r HTF (Tout (t))CHTF (Tout (t)) a

e e (t) i e L (r.0-T.,0) U 538
& qut(t) 0”& tep(®) a

é (I;t l;l é 1 (T (t) -T (t))- UA“E (t)(TEXp (t) + Tin(t) - TSteam(t) - TWater(t))L'J
oty Sre® 7 2P T (Tm<t))5cHTF (Tma)} G

é dt g e 001 ><(- TSteam(t)) + eHE (t)(TExp (t) - TWater(t) +TWater(t) H

Since the smplified modd is not in the required form for implementation in the liner MPC
dgorithm, it is necessary to make approximations of the smplified modd to convert the

equations to the required form (5.23).

5.3.1 Model Linearization

The linearization procedure, taken from Kwakernaak and Sivan (1972), is first presented

theoreticaly by sarting with the generd form of the system (5.37). Suppose that u__ (1) isa

nom

given input to system (5.37) and X, (t) is a known solution of the date differentid eguation

nom

(5.37). Then, x.. (t) sisfies

Xoom(D) = [ Xoom (£),Unom 1), ] O£t £ tey. (5:39)
Note the time intervd is finite with the upper bound t., and the lower bound a zero
(without lodng generdity). The god is to find gpproximations to neighboring solutions, for
smdl deviaions from x,.,, and for smal deviaions from u,,,. It is referred tou,,,, as a
nomind input and to x,,,, & a nomind trgectory. A common assumption is that the system

is operated close to nomina conditions, which means that u and x deviate only dightly from

unom and Xnom'
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Thus it can be written

U(t) = Upem (£) + (1), O£t £teyp, (5.40)

X(0) = X.,, (0) + X(0), (5.41)
where U(t) and X(0) are smdl perturbations. Correspondingly, it is

X(t) = X, () + X(1), 0Lt £tgyp- (5.42)
After subgtituting equation (540) and equation (542) into the date differentid equation

(5.37), aTaylor expanson is made, yielding

Xoam(0) + X0 = oo (1), Upom (1), + 3, [ X (0, U (D,1] K () (543
+ ‘]u[xnom(t)1 unom(t)1t]a(t) + h0t’ 0£ t £ tEND ' .
Here J, and J, are the Jacobian matrices of f with respect to x and u. That is, J, isa

matrix the (i j)-th dement of whichis

_ T
(‘]x)i,j _ﬂTj’ (544)

where f;isthe i-th component of f and X isthe j-th component of x. J,is smilarly defined.

The higher order term, hot, is supposed to be “smdl” with respect to X and U and thus is

neglected. Equation (5.43) can then be expressed as

X(€) = 3, [Xoom (D), Upor (D] KO + I, Xon®), U@, ] T(®), O£t £ty (5.45)
meaning tha X and U goproximady satify a linear equation of the form given in eguaion
(5.20) if Al) = I, [X,on(t) Upgr(®),t] and B(t) = I, [Xon(t): Up(t),t] . Equation (5.45) is

cdled linearized state differentiad equation, itsinitid condition is X(0) from equation (5.41).
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This method is used to linearize equation (5.38). Thus it is necessay to determine the

Jacobian matrices J, and J, for system (5.38). For a better understanding, equation (5.38) is

now written as
édTout(t) U
8 gt 0 0 ef [x(0.u) tla
e_ B’ 0 @
&t d- S, [x(t). u(), t]u (546
ngm(t) 3 ef Jx@),u), t]u ' '
S dt
ST (t)ﬂ &f [x(t), u(), t]
e d @

Thus, the components of the vector on the right-hand side are

qabsorbed (t) UA(:ol ( out(t) mb (t)) (547)

£, [x(t),u(t), t] = ——— (T, () - T, (1) +

Col (t) Abol r HTF (Tout (t)) HTF (Tout (t))
fxO.u.] = 1 ro-TLo) (5.48)
(t)
_ 1 UAHE (t) (TEXp (t) +Tin (t) - TSteam(t) - TWater (t))
= et T o . 0)

(5.49)

o [x(@), u(t),t] = 0.019(- Tguan®)+€1e (1) (Ter © - Tmer (1) * Ter @) (5.50)
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From the definition of the Jacobian matrix in equation (5.44) and the date vector in (5.34),

the Jacobian matrix J, for system (5.38) is

eff, I, I, T U
Mo Moo T TMeeamy
eff, ff, 1, T g
Mo TMop Mo Taean Y
3, [x@),u(t).t] = ¢ ﬂfgt ﬂfip . ﬂi G (5.51)
gﬂTout Moo T TMeeam 3
eff, It . 9, g
BT MM T TTaenb

and regarding the input vector in (5.35), the Jacobian matrix J, is

é T 1if, w9 9 0

gﬂq absorbed ﬂTamb ﬂVH TF ﬂ m ﬂTWater H
é ﬂfz ﬂfz ﬂfz ﬂfz ﬂfz U

é T V m 9T, U
JL,[x(t),u(t),t]=§qaﬁf$zmd '”ﬂ;:b ﬂﬂngTF 1"%3 ﬂﬂleztefu. (5.52)

. — U
éﬂqabsorbed 1T-I-amb 1-[VHTF ﬂm 1-[TWater l;'
e o, W, 9, 9f, T, U

€ ; - u
éﬂqabsorbed ﬂTamb 1-[VHTF ﬂm 1-[-I_Water CI
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In the following, each derivative in the matrices J, and J, is listed and new variables for

some of these derivatives are introduced for clarity:

ﬂfl - _ 1 _ UA:oI
T tea® Ag N (T ®) G (Taa (V)
aa:THTF G 410 111TCTHTF 0
€ Mout ot @ 5 \
- 2 absorbed (t) - u'At:ol (Tout (t) - Tamb(t)) ’ (553)
Acs (M ire (Tax ®) G (Toe 1)) & d
o1 UA,, N
tCol (t) A:ol r HTF (Tout (t)) Q-|TF (Tout(t)) ( )
T, _
" 0, (5.54)
"o 1 555
1-lTin t Col (t)
1If,
=0. 5.56
1]TSIeam O ( )
-1 (5.57)
1]Tout t Exp (t)
", . 1 559
1-lTExp t Exp (t)
1If,
= .59
. 0, (5.59)
. _o. (5.60)
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", _
o 0, (5.61)
", _ 1 UA()
Moo tue®)  2%Ak 1 e (T () cure (T, () (562
", _ 1 UA ()
T tue® 2A 10 (T ) cur (T ()
UAE 08T 0y +1 e 1
+ € s inz = Tln(t) +TExp (t) - TSteam (t) - TWater(t) , (563)
2% e (1 e (T () Core (T, () | )
_ 1 UAL() PN
tue®)  2%Au 1y (T (0) e (T (1) )
T, UA(D)
= . 5.64
T 2 T e 0 (0) G (D) 669
T, _
T 0, (5.65)
M _ 0.0, (t), (5.66)
", _
‘HTm =0, (5.67)
",
T 0.01. (5.68)
1f, 1
= , 5.69
1-[qabsorbed Abol r HTF (Tout (t))CHTF (Tout(t)) ( )
L. Uhey (5.70)

TITamb B ACOI r HTF (Tout (t))CHTF (Tout (t))’



T, 1

ﬂv'— V (Tm(t)' Tout(t))’

1,
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(5.71)

(5.72)

(5.73)

(5.74)

(5.75)

(5.76)

(5.77)

(5.78)

(5.79)

(5.80)



114
ff, _(a,+as)
Ve Vie

(re (0 - T, )

74000 ><'A%urf,HE
4>e\]HTF,O AHE r HTF (Tin(t))CHTF (Tln (t)

)(TExp () + T (1) - Taean(® = T @)

_(ax+ay) T ). K(®)
e a0 Tul0) e e Vo
(5.81)
ﬂfs 74000 ><'Agurf,HE
% =_ TExp t Tin t) - TSteam t)- TWater t
T Ay ATy (Tm(t))cHTF(Tm(t))( 4 Tu) Tl o) (5.82)
_ K@) -
2% 1 yyre (T (1) Cre (Tin (D) 11y
Tt UA (t)
_ _ 5.83
1]TWater 2><'A\-|E r HTF (Tin(t))CHTF (Tm(t)) ( )
", _
1-[qabsorbed O ’ (584)
f, _
o 0, (5.85)
T, _ 0.0005
WHTF - VHTF’O (TExp(t)- TWater (t))’ (586)
T, _ 0.0005
'n_m =- TO(TExp (t) - TWater(t))’ (5'87)
M - 00141 e,.(1). (5.89)

1-lTWater
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If the Jacobian matrices J, from equation (5.51) and J, from equation (5.52) with ther

elements given through equations (5.53) — (5.88) are evaduated for a nomind input, u,.(t),

and a nomina trgectory, x__(t), then a time-varying linearized date differentid equation of

nom

the form given in equation (545) is found. Next, the four linear differentid equations are

presented that are found after multiplying and smplifying the right-hand side of equation
(5.45). For a smadl perturbation of the collector outlet temperature, T, ot (t), @ound a nomind

solution, the gpproximate linear differential equetion is

AT, (©) _ Ol () U §Tr (9 - T
dt Abol r HTF (Toutnom(t)) c;—|TF ( out, nom(t)) Abol r HTF (Tout,nom(t)) CHTF (Toutmm(t))

) 8 (t) - -I:out (t) EI+ Nnom (t) out (t) !

Colnom (t

1
+V ( innom (t) out nom(t)) HTF(t)

Col
(5.89)
with the initid condition
out (O) out init - (590)

The linear differentia equation for a smal perturbation of the expandon vessd temperature,

T., , aound anomind solutionis

Exp ?

d-I-:Exp (t)
adt Exp o (t) [ out (t) TExp (t)] Exp out ﬂOm(t) TEXp nom (t))VHTF (t) (5 91)

with theinitid condition

TExp (O) = TExp,init ' (592)
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For the collector inlet temperature, the linearized differentid equation is

dT, () _ 1
dt t HE,nom(t)
_ UA—IE nom(t) (-FExp (t) +T ~ (t) - f&eam(t) - -FWater (t))

T (®) - To0)]

N HE,nom t -En t
2>('AHE HTF( in,nom (t)) HTF (Tin nom (t)) ’ ( ) ( ) (5 93)
+ M ( Exp nom (t) m nom(t))VHTF (t)
Vie
_ Koo ) Ve 0, Y
2><'A\-IE r HTF (Tin,nom(t))CHTF ( in,nom (t))é HTF,0 n}) é
with theinitial condition

-ﬁn (O) = -ﬁn,init ' (594)

Findly, the linear differentid eguation for a smdl peturbation of the Seam outlet

temperature of the heat exchanger, "I:S around anomind solution is

eam !

dT.
29 = 0,01 Ty 0) € T (0 Tt O0) T )

o , (5.95)

&, (1) LY

. T T Jae
00005)( Exp, nom(t) Water, nom(t) EVHTFO mo a
with the initid condition

Seam(o) Searmmt " (596)

To obtan a time-invariant linearized date differentid equation from (5.45), a Seady-state
gtuation as nomina solution is consdered, where al quantities are condtant. A condant
input to the system means that the absorbed solar energy, the ambient temperature, the HTF
volume flow rate, the mass flow rate and the water temperature are held congtant. For such a

congant input, temperatures will evolve throughout the plant that stay congtant with ongoing
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time if no further change in the input variables occurs. The condant input together with the

constant temperatures is cdled a dSteady-date Stuation. If the condant input is teken as
nomind input, u,,, axd the evolved constant temperatures as nomina trgectory, X, then
the Jacobian matrices J, and J, have condant dements if evauated for this nomind

solution. In this case, the linearized date differentid equation (5.45) is time-invariant and a
modd of the form (5.23) isfound that can be applied to the MPC dgorithm

X(t) = AX(t) + BU(t) . (5.97)
However, a dight variaion of equation (5.97) is used here snce a didinction is made
between manipulable inputs and inputs that cannot be manipulated or that are not consdered
to be manipulated for the purpose of the collector outlet temperature control (as the steam

meass flow rate m(t) in this study). In order to control the collector outlet temperature, only
the HTF volume flow rate V, . (t) is adjusted and the following scalar is defined
Up (1) = Vigre (0. (5.98)
Theinput varidble u,,(t) stands for manipulable input.
In addition, the vector of non-manipulated inputs is defined as

@absorbed (t)l;l

e

ST .. (t
ud (t) — ? am'blent( )

e mt)

A

e
é TWater (t)

(5.99)

[ ] ey el enY e

Ingead of using the input vector u(t) from eguation (5.35), the two input variables u, (t)

and u, (t) are taken.
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Thus, the time-invariant metrix B is divided into the vector B, and into the matrix B, to

express equation (5.97) as
X(t) = AX(t) + B, T, (t) + B, T, (t) . (5.100)
The messured output variable y(t) of the system is the collector outlet temperature T, (t),
the variable that has to be controlled. From equation (5.24) it follows then
y() =CX(), (5.101)
with
c=[1 0 0 Q (5.102)
from the definition of x(t) in equation (5.34).
The liner modd given through equations (5.100) and (5.101) with the initid
condition in equation (5.41) is compared to the nonlinear model from equation (5.38). Both

models were implemented in EES to predict the collector outlet temperature T,

out

(t) and the

seam temperature Tg . (t) for a clear day, June 20, 1998 and a partidly cloudy day,

Steam

December 14, 1998.

Nonlinear vs. Linear Model - Collector Outlet Temperature Nonlinear vs. Linear Model - Steam Temperature
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Figure 5.5 A comparison between the simplified nonlinear model (solid line) and its linearized model
(dashed ling) through the prediction of the collector outlet temperature and the steam temperature for
June 20, 1998
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Nonlinear vs. Linear Model - Collector Outlet Temperature Nonlinear vs. Linear Model - Steam Temperature
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Figure 5.6: A comparison between the simplified nonlinear model (solid line) and its linearized model
(dashed ling) through a prediction of the collector outlet temperature and the steam temperature for
December 14, 1998

In Figure 55 the prediction of the nonlinear mode indicated by the solid line and the
prediction of the linear modd indicated by the dashed line are plotted together in the same
graph for June 20, 1998. A comparison yieds that the cdculation with the linear modd
matches the prediciton of the nonlinear model well for mogt of the daytime. Only a the end
of the plant operation when solar energy decreases, the linear modd predictions differ
remarkably from the ones made with the nonlinear model. A nearly perfect maich is achieved
for the partialy cloudy day, shown in Figure 5.6.

Since the objective of this work is to develop a controller for the complex plant model
from Chapter 4, a linearized modd for the complex plant modd was obtained by applying
the same linearization method as discussed for the smplified modd above. The linearization
of the complex modd is not shown here since the resulting terms are large and it is tedious to
obtan them. But a comparison between the complex nonlinear modd predicted collector
outlet temperature and the collector outlet temperature that was cadculated with the linearized

modéd is presented for four daysin 1998, shownin Figure 5.7.
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Figure 5.7: Predictions of the collector outlet temperature, calculated from the complex nonlinear model
(solid line) and itslinearized linear models (dashed line) for a comparison at four different daysin 1998

The predictions made with the linearized modd for June 20, 1998 and September 19, 1998

maich the nonliner modd predictions well

until the

trandent is reached. Then, the

predictions differ drongly from each other. The liner modd calculated collector outlet

temperaiures for the two days in December 1998 differ from the nonlinear modd

temperatures especidly during solar noon. However, as will be seen later, the linear models

are aufficiently accurate to achieve reasonable MPC control performance on the nonlinear

plant moded!.
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5.3.2 Discrete-Time Models

The linear differentiad equation sysem (5.100), the output equation (5.101) and the initid
condition in equaton (541) form a continuous-time sysem. However, MPC deds with
discrete-time systems.  Consequently, the linear time-invariant continuous-time system has to

be transformed into an equivaent discrete-time system of the form
Xir = Ay X + Brg Uny + By g Ug (5.103)
Vi = Cy X, (5.104)
where X is the state and U,,, , Uy, the inputs a time ingtants t,, k =0.12,... The initid
condition is X, . The sampling period, D, isthe congtant difference between two time ingtants
D=t -t . (5.105)
A derivation of the following transformation for the discrete-time sysem can be found in

Kwakernaak and Sivan (1972) and yields

A =e”, (5.106)
B, =(A - NA'B,, (5.107)
B,s =(A - 1)A'B,, (5.108)

Cc,=C. (5.109)

Through these eguations, the discrete-time eguations that represent the continuous-time
sysem are obtained. In the following only the discrete-time system is consdered and the d-
index at the matrices is omitted, bearing in mind that the sysem matrices are the matrices of

adiscrete-time sysem.
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Before the linear discrete-time mode is used in the MPC dgorithms, equation (5.103) is

augmented by the input step disturbance d, . Thisresultsin
X = AX B, (um,k +dk)+ B, Uy i - (5.110)

Thedffineterm d, serves the purpose of adding integra control, what is explained later.

Condraints on the collector outlet temperature as the output and on the HTF volume

flow rate as the manipulable input are considered

Tout,min £-|:;>utk £ outmax ! (5111)
(T AV AV (5.112)
or equivaently
Yirin £ Vi £ Yirm » (5.113)
L]mmin £ L]m,k £ L]mmax ) (5114)

The time-invariant linear discrete-time mode given through (5.110) and (5.104) together
with the condraints (5.113) and (5.114) is now ready for use in the MPC framework from

Rawlings and Muske (1993) that is explained next.

5.4 The Model Predictive Control Framework

5.4.1 Receding Horizon Regulator Formulation

As explained in the introduction Chepter 5.1, a cod function that is to be minimized for
optimal control must increase with an increasing difference between the forecasted HTF
collector field outlet temperatures and the st point temperature. In addition, it must increase

with an increesng rae of change in the HTF volume flow rate. Thus the receding horizon
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regulator is based on the minimization of the following infinite horizon opertloop quadratic

objective function & time k (Rawlings & Muske, 1993):

F=

@tsm

~ ~ 2 .22 l‘J
(. Touset) + SOV 1) G (5.115)

outk+j ~ 'outset

N[

0

where Q is a pendty parameter on the difference between the collector outlet temperature

and the st point temperature with Q>0. The paameter S with S>0 is a pendty

parameter on the rate of change of the HTF volume flow rate as theinput in which

DV :VHTF, ki - VHTF,k+j—1' (5.116)

HTFK+]
For this input velocity, the following congraints are considered

DV, re i £ DVorre 1 £ Vire e - (5.117)
The parameters Q and S ae the tuning parameters of the receding horizon regulator. A
large vdue of Q in comparison to S may drive the collector outlet temperature quickly to its
St point a the expense of large changes in the HTF volume flow rate. If S is chosen large
rativdy to Q the control action is reduced but the rate a which the collector outlet

temperature approaches its set point is dowed down. Tuning the parameters is a nontrivid

problem in MPC. The cost function in equation (5.115) is now written as
_ 1 g A ~ - 2 P U
F k _Ea éﬁ(ykﬂ - yset) + SDUmYk*_j g (5118)

Thisfollows from equation (5.98) and equation (5.101).
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The set point of the outlet temperature, Y, , is the collector outlet temperature of the plant in

a deady date satisfying (for discrete-time systems)
Xset = AXset + Bm (umset +dk ) + Bd Gd,k ' (5119)

y.=CX,,. (5.120)

The following subgtitutions are made to smplify the formulation

Zii 7 Viaj - Oy (5.121)
W) 7 Resj = Xt (5.122)
Vinkej 7 O j = Onger (5.123)
Ve 7 Ugpaj s (5.124)

and the infinite horizon quadratic criterion, equation (5.118), yieds
— 1 °¥ Ve 2 2 AY
I:k _Ea ggzkﬂ' +SD/m,k+jH' (5125)
=0

The condraints, formulated in equation (5.113), (5.114) and (5.117), are in their substituted
form

zinEZ E£EZ,, (5.126)
Vormin £ Vink £ Vinmax (5.127)
DVomin £ DV £ DV - (5.128)

The vector v containsthe N future open-loop control moves

<
=~

3

<
Il

(5.129)

=4
> (D> (D> (D> (D
3<
=
i
O C: [ ey ani?

8’m,k+N—1

Fordltimesk+j 3 k+ N, theinput v iS st to zero.

m,K+
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The receding horizon regulator isthe optima control problem

minF, (5.130)

subject to the condraints in equation (5.126), (5.127) and (5.128). From the firgt input vaue
in vV, v, the HTF volume flow rate V., is recovered and then injected into the plant.

This procedure is repeated at each successive control interva, following the feedback law

Oy =T (%) (5.131)
by using the plant measurement of the collector outlet temperature to update the state vector
atimek.

For an implementation of the optima control problem (5.130) in digitd machines, it
is formulated as a quadratic program for V. In this work, the quadratic program is solved
with MATLAB using the command quadpr og (MathWorks, 2001). The derivation of the
quadratic program from equation (5.130) is not shown here. It follows from tedious
draghtforward agebrac manipulations. The result is given in Rawlings and Muske (1993)
and is presented below. The quadratic program that represents the optimization of the optima

control problem denoted in (5.130) is

minF Z%(VN)T Hv" +(Gw, - Fy,) V" (5.132)
such that
61 0 éiu
e 0 &
& 'n ey
éD U, éd,u
& oEa (. (5.133)
eDy &y
ewud by
é. u é-'qg
eWg e, [
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Thematrix H and the vectors G and F are computed as

SB;QBm +2S BA'QB_-S -
_6éB'QAB,-S B OB, +2S
e . .

H
§ B . B .
§81QAV'B, BIQAV?B,
€ BQA U éSu
et A2 U é~u
= a  p=e
e : u é: u
é .= U é.u
6B, QA" § &0a

For the stable plant mode, Q isthe solution of the following discrete Lyapunov-equation

BIA"'QB,U
u

BTA" QB
: G
: G
B'OB. +2SH

Q=C'QC+AQA.

This can be solved with the MATLAB command dl yap.

(5.134)

(5.135)

The marices D and W from the inequdity congraint (5.133) are computed as

shown below with
é CIB_ 0 0
¢ caB CIB 0
D:e m m
e oo
&CAV'B CAY2B_ ... CIB,

oo .oooN o

=

@D> (D> (D> > (D>, (D> (D~

o o oo

o
- O O

CCNC\CN .C\ [y e Y et

o L -
1

(5.136)
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The vaues of theright-hand side vectorsin equation (5.133) are the following:

g/mmaxl,J 9- meinL,J
i = e . u i = e . u
tte s o2re w
glmmaxH 8_ meinH
€Zp - CAW U €-Z,,+CAW, {
d =€ : u 4 =€ : u
toe Lu e v (5.137)
B - CA"W & Z,, +CA"W
é:)‘/m,max +Vm,k-1g é:)‘/mmin - Vm,k-lL:J
S u e u
V\& — é Dvmmax U W = é Dvmmin U
é : a ? é : a
€ u 53 u
@ Dmeax g @ Dmein Q

The following redtrictions are imposed on the condraints to ensure consstence and feashility

of the origin

> (D> (D> (D> (D> (D> (D~

)('D>§

0
a
a
a
a. (5.138)
a
a
U
o
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Figure 5.8 shows the receding horizon regulator as a block with inputs and outputs.

Figure5.8: Thereceding horizon regulator asa block with inputsand outputs

5.4.2 Target Calculation
The target is the collector outlet temperature that the controller tries to maintain and was

earlier cdled the collector outlet temperature set point. Since no external output disturbances

are conddered, the target is indeed identical with the temperature set point Yo, = Vi, .« and
stays constant throughout the entire control procedure. In addition, Y., is dependent on the
two equations (5.119) and (5.120). When changes in the non-manipulable inputs Uy, occur
or in the input step disturbance d, , then the two equations (5.119) and (5.120) must ill be
satisfied for the congtant target Y., . Thus, for every change in these variables, a recaculation
of the state set point, X, and the input set point, U, ., must guarantee that the equations

(5.119) and (5.120) are fulfilled and Yy, remains the target vdue. The two equations are the
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equdity condraints of the following quadratic program from Rawlings and Muske (1993)

that calculates the required X, and U, o

. 1~ ~
mn Y :—(umsa - U)T Rﬁ(umsa - U) (5.139)
[—%et l—‘rm,set]-r 2 ' '
subject to:
é-A -B ¥X, 0 éB,d+B,u,u
ec o %08 g, ¢ (5140
e Hmet ] @ yTarget u
Unpmin £ U st £ Uy - (5.142)

In this quadratic program, U is the dedred vaue of the input vector a steady state and R, is

apodgtive definite weighting matrix for the deviation of the input vector from U .

Figure 5.9 shows the target caculation as a block with inputs and outputs.

lud,k

X Vire s Target
) Calculation

yTarget ’

Figure5.9: The Target Calculation asa block with inputsand outputs
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5.4.3 State Estimator

In the section about the regulator, it was assumed that the states X, are measured. In fact,
from the dtates only the collector outlet temperature T, is measured. Thus a method is

sought to estimate the entire state X, from the known collector outlet temperature.  In

addition to the collector outlet temperature, both the manipulable and the non-manipulable
inputs are known or measured. From these given information, the dates are estimated

through an optima linear observer, cdled discrete Kaman filter, congtructed for the system

.. = A% +B,(0,, +d )+B,0,, +G x, ,k=0,12,.. (5.142)
Ay = dy +W, (5.143)
V. =CX, +n,. (5.144)

In this representation, x,, w, and n, are zero-mean, uncorrdaed, normaly distributed,
stochaedtic variables with covariance matrices Q,, Q,, and R, respectively.
It was dready mentioned that the input step disturbance d, is used for integra

action: in order to obtain offsat-free control, it is assumed that the difference between the
Kadman-filter-predicted output and the measured output is caused by an input step
disturbance d, . The input step disturbance can be estimated by the Kaman filter as wdl if it

is treated as an additiond State of the system, accounted by equation (5.143). The estimated

input step disturbance is then used in the target caculation to compensate the offset.
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The system can be rewritten with the following augmented matrices

_ rA B AY ~ 7] AY _ 7 AY - ~ 7 O\
A=Eh Bl g B g LD e g, 6= N s
0 1y 0y é0 g 0 1g
thus
& U ~& U ~ — ~ _ ~ &, U
éle:Aéku"'Bm mk TBa Ug +G, @ kQ1 (5.146)
il Eo I SNkU
~  ~éx.
Y, = CéX"L;ﬁnk . (5.147)
cdv U
A full-order linear observer for the augmented system (5.146) and (5.147) is
K U~y U~ _ ~ & ~EXy U0
é“k Hkl;l: éAklk ll;I"' B Unig-1 + Ba Ug g1 + LéYk -C é)fklk lg} (5.148)
owdg  Facal Hiw-10g

where X, and ciMK is the estimate of the dates for time k +1 given output and input
measurements up to time k. The difference between the measured collector outlet
temperature y, and the recondructed output is multiplied by the observer gan L and fed
back to minimize the estimation error, that is, the difference between the red States and the
edimated ones. The dability and the asymptotic behavior of the edimation error are
determined by the choice of L. The observer gan L tha minimizes the mean square
edimation error was fird solved by Kadman and Bucy and is computed from the solution of

the following discrete filterting steady- state Riccati equation
P= ,&[P- PCT(CPCT +R )'lGPJRT +G,QG/, (5.149)

L=APCT(CPC" +R |, (5.150)
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Here, the following augmented covariance matrix is used

Q = 2% ° ﬂ (5.151)
é0 Q,u

The derivation of equation (5.149) and (5.150) is not shown here, it can be found in
Kwakernaak & Sivan (1972). Discrete steady-date Riccati eguations can be solved with
MATLAB using thecommand dar e.

Figure 5.10 shows the estimator as a block with inputs and outputs

ud,k

Estimator

Figure5.10: The Estimator asablock with inputsand outputs

5.5 Controller Implementation and Results

The receding horizon regulator, the target cdculaion and the dSate edimator are
appropriately linked together to form the MPC controller as shown in Figure 5.11. The MPC
controller was implemented in MATLAB following the dructure of the flow chat in Fgure
511. MATLAB was chosen as the controller language since its control and optimization
toolboxes provide the procedures (eg. the quadratic program) needed to calculate the

adjusment (MathWorks, 2001). The plant modd, however, was implemented in EES using
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its great feature of inbuilt thermodynamic fluid property functions No defined interface

exists between MATLAB and EES. Thus a communication between these two programs was
established through Dynamic Data Exchange (DDE) under the Windows operating system.
MATLAB as the dient initiates the DDE communication and requests EES, the server, to
solve the plant model equations. The actud data (e.g. the collector outlet temperature) is

transferred through data files between the two communicating processes.

'Id,k

\ 4

VHTF K Tout,k
N Regulator > Plant Model

Estimator

v

A 4

)?setv VHTF ,set Target k
Calculation

Figure5.11: MPC controller for the plant model

13

(@3

The performance of the controller is evaluated for four different days in 1998, shown in
Figures 5.12, 5.13, 5.14 and 5.15. Figure 5.12 shows the collector outlet temperature, the
HTF volume flow rate and the gross output for June 20, 1998. For the HTF volume flow rate,

the dashed line represents the adjustment made by a human controller on that day.
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Collector Outlet Temperature, June 20, 1998
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Figure 5.12: Collector outlet temperature, HTF volume flow rate and gross output for June 20, 1998. The
collector outlet temperature and the gross output are smulated. For the HTF volume flow rate the
dashed line represents the measured input for a human controller on that day and the solid line
represents the input generated through MPC control. For the gross output, the long-dashed line shows
the absorbed energy.
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Collector Outlet Temperature, September 19, 1998
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Figure 5.13: Collector outlet temperature, HTF volume flow rate and gross output for September 19,
1998. The collector outlet temperature and the gross output are smulated. For the HTF volume flow
rate, the dashed line represents the measured input for ahuman controller on that day and the solid line
represents the input generated through MPC control. For the gross output, the long-dashed line shows
the absorbed energy.
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Collector Outlet Temperature, December 16, 1998
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Figure 5.14: Collector outlet temperature, HTF volume flow rate and gross output for December 16,
1998. The collector outlet temperature and the gross output are smulated. For the HTF volume flow
rate, the dashed line represents the measured input for a human controller on that day and the solid line
represents the input generated through MPC control. For the gross output, the long-dashed line shows
the absorbed energy.
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Collector Outlet Temperature, December 14, 1998
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Figure 5.15: Collector outlet temperature, HTF volume flow rate and gross output for December 14,
1998. The collector outlet temperature and the goss output are smulated. For the HTF volume flow
rate, the dashed line represents the measured input for a human controller on that day and the solid line
represents the input generated through MPC control. For the gross output, the long-dashed line shows
the absorbed energy.
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The related collector outlet temperature and the gross output, caculated through smulation

with the complex plant modd, are the dashed lines in the top figure and in the bottom figure
respectively.  The HTF volume flow rate shown as solid line represents the input caculated
through mode predictive control. The solid lines in the top and the bottom figure are the
corresponding collector outlet temperature and gross output. The automatic controller is
turned on a 8.05 hr in the morning and turned off at 18.8 hr. The start up and shut down are
assumed to be done by a human. The MPC controller obtains the ability to hold the collector
outlet temperature a a congtant set point (653.9 K) for a long time throughout the day. For a

damping of oscillations, the regulator parameters are N =20, Q =50 and S=1000 for a

sample period of D=100s. A noise free control is assumed and the variances of the
dochadtic variables in the estimator are chosen very small. The performance of the automatic
controller is better than the performance of the human controller. However, oscillations occur
when dgarting the automatic control and when the controlled plant reaches the trandent.
Although different regulator parameters were tested, it was not possble to rgect these
oxcillations. The fact that the MPC controller shows a better performance than the human
controller in generating a congdant set point collector outlet temperature, does not improve
the gross output remarkably, as can be seen from the bottom Figure. As an illugration of
efficiency, the absorbed energy is plotted in the graph as well.

In Fgure 5.13, the collector outlet temperature and the HTF volume flow rate are
shown for September 19, 1998. Again, dashed lines represent human control and solid lines
represent autometic control. The linear modd used to control on that day is different from the
linear modd used to control on June 20, 1998 since it was linearized around a different

steady-state solution of the nonlinear modd. The MPC controller is turned on a 9.00 hr and
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turned off a 17.8 hr. The regulator parameters are the same as for June 20, 1998. The set

point temperature is 637.2 K. The MPC control action results in a collector outlet
temperature that is hed condantly in the set point. Sight oscillations occur before the
automatic controller is turned off. Also in this case, there is no remarkable improvement in
the gross output through autometic control.

In Figure 5.14, the results are shown for December 16, 1998. Again, a different linear
model is gpplied for MPC control compared to the ones used for the control on a summer or
ealy fdl day. The automatic controller is turned on a 9.00 hr and turned off & 16.00 hr. The
collector outlet temperature set point is 597.3 K, the regulator parameters are the same as
above. The automatic control performance is much better than the human one. The controlled
temperature dightly rises before the controller is turned off. The gross output doesn't change
much when ether human or automatic control is applied.

Findly, a partidly cloudy day is consgdered in Figure 5.15. Since December 14, 1998
was two days before December 16, 1998, considered above in Figure 5.14, the same linear
modd and the same controller parameters and set point temperature are taken. The MPC
controller is turned on a 9.00 hr and turned off a 16.00 hr. The automatic controlled
collector outlet temperaiure is in the set point until the solar energy goes down. The
automatic controller tries to compensate the occurring drop in the collector outlet temperature

through the adjusment of the HTF volume flow rate while reeching its lower bound
VHTF,mm =0.0682 m®/s. Since the MPC controller is now congraint in its control action, it

cannot hold the collector outlet temperature in its set point and the temperature decreases.

However, the control action of the automatic controller results in a collector outlet
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temperature much closer to the set point wmpared to the human controlled one. There is no

remarkable improvement in the gross output due to automatic controls.
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Chapter 6

Conclusions and Recommendations

6.1 Conclusions

A nonlinear model of the 30 MWe SEGS VI parabalic trough plant has been established. The
mode conssts of a dynamic mode for the collector fiedd and a steady-state model for the
power plant.

Fird, the collector fiedld modd was presented as coupled partid differentid equations
for energy. For the implementation in digitd mechines a st of ordinay differentid
equations was obtained through dicretization of the governing energy PDES. The caculation
of the absorbed solar energy from the direct norma solar radiation was presented. The
peformance of this mode was evauaed through a comparison between predicted and
measured data. The model cal culations matched the measurement very well.

A steady-gate modd for the power plant Clausius-Rankine cycle was developed from
measured power plant data and from a report by Lippke (1995) on the power plant design
conditions. Good agreement between the power plant modd predictions and measured data
was achieved.

The collector field model and the power plant model were combined to an entire plant
modd that was implemented in EES. This plat modd was aso evduated through a
comparison between predicted and measured data It proved to be a useful modd for

SEGSVI.
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A mode predictive controller was developed for the SEGS VI plant modd. Its task is to

maintain a condant collector outlet temperature on different days of a year by adjusting the
heat transfer fluid volume flow rate while solar radiaion changes. The control dgorithmic,
which is based on Rawlings and Muske (1993), was introduced on the example of a
gmplified modd. The automatic controller was implemented in MATLAB. The control
performance was evauaed through smulations for four different days in 1998. The MPC
controller showed the capability to hold the collector outlet temperature close around the
gpecified set point for a long time during the day. The automatic controller demondrated a
better control of the collector outlet temperature than the human control. However, the
improvement in the predicted gross output of the power plant due to the better control of the

collector outlet temperature is smdl.

6.2 Recommendations

Further sudies should include the modd predictive control dtrategy with the objective to
maximize the gross output. Controlling both, the HTF volume flow rate and the steam mass
flow rate in the power plant could help improving the daily gross output of the parabolic

trough plant.
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Collector Dimensions
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Length = 753.6m , collector mirror length

Dps; = 0066m , ingde diameter of the absorber tube

Dpso = 007m , outside diameter of the absorber tube
Dgw; = 0112m , iIngde diameter of the glass envelope
Dawo = 0115m , outside diameter of the glass envelope
Awsi = 0.003421 r? , crosssectional areainside the absorber tube
A s = 0.0004273 m? , crossectional area of the absorber material
Ay = 0.0005349 mr? , crosssectional area of the glass envelope
Lopaing = 13M , distance between two collector rows

W = 4.823m , collector mirror width

n = 50 , total number of collectorsin the field

Collectors
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Appendix B

Nomenclature

>

area, mif surface per length or m?if cross-sectiond; state-space mode!
meatrix

Q
w

>

HTF flow fraction for heat exchenger tran A or B

state- gpace model matrix

oy

>
w

HTF flow fraction for reheater A or B

state- gpace model matrix

specific heat, Jkg

©

specific heat at constant pressure, Jkg-K

Ol o |90 oc|W v

diameter, m; state-gpace mode matrix; quadratic program congtraint
metrix

input step disturbance

o |

=}

day number

equation of time

flow fraction; quadratic program matrix

irradiance, W/nt; quadratic program matrix

O O[T m

x

Sate noise dynamics matrix

gravitational accderation, m/s”

quadratic program matrix

specific enthalpy, Jkg; convection heet transfer coefficient, W/nf-K

Jacobian matrix

therma conductivity, W/m-K

length, m; filter gain matrix

rir|xla|T|Ie

standard and locdl longitude, deg

collector mirror length

mass flow rate, kg/s

Nussdt number

number

steady- state discrete filtering Riccati matrix

gross output, W

Prandtl number

Pressure, N/nt

energy trander, J; output penalty matrix

convariance matrix of x and w




heat transfer rate, W

heet trandfer rate per unit length, W/m

vector of N future input vectors

collector mirror width, m; quadratic program constraint matrix

state vector subgtitute

modd dtate vector; shading

output vector
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Q

q

Ra Rayleigh number

Re Reynolds number

R, mass ratio

R, pressureratio

R, covariance matrix of n
S input rate of change penaty matrix
S pecific entropy, Jkg-K
T temperature, K

t time, s

UA overdl heat trandfer coefficient and area product, W/K
u input vector

V volume, nt

V volume flow rate, nr'/s
v input vector subgtitute

v N
W
w
X
y

z

coordinate, m; output vector subgtitute

Greek Letters

a thermd diffusivity, nf/s; absorptance
a, profile angle, deg

b volumetric therma expansion coefficient, K™+
g fudge factor

D sampling period, s

Dp pressure drop ratio

DP,c, DPg, pressure drop, N/n

DQ change in the energy trandfer, J

DV rate of change in the volume flow rate
Dz length of discrete collector eement, m
d declination, deg

e effectiveness, emissvity

h efficiency

q angle of incidence, deg
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q, zenith angle, deg

n viscosty, kg/sm

n kinematic viscosity, f/s; zero-mean, normal output noise vector
X zero-mean, normal state noise vector; component of state vector
r M ass density, kg/n; specular reflectance; feedback
S Stefan-Boltzmann congtant

F. regulator objective function vaue a time k

f latitude, deg

Y target tracking objective function value

t time congtant, s; tranamittance

ta) transmittance- absorptance product

w hour angle, deg; zero-mean, normal state step disturbance noise vector
Subscripts
ABS absorber
Air ar
Annulus inthe annulus

absorbed absorbed solar energy

amb, ambient ambient, in the environment

atm amospheric

bn direct norma beam

Col collector

Collectors number of collectors

Cool cooling water

CP condensate pump

c cross-sectiond; cold fluid

convection convection heat transfer

d non-manipulable input; discrete-time system matrix
END endtime

ENV envelope

Environment environmentd

Exp expangon vessdl

eff effective

evac evacuated

external heat transfer to environment

FP feedwater pump

gained gained energy

Gross gross output

HE heat exchanger
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HE A HEB heat exchanger trans A and B

HP high pressure turbine part

HPFH high pressure feedwater heater

HPT 1,2 high pressure turbine section 1 and 2
HTF heet trandfer fluid

h hot fluid

i incoming; ingde

in inlet

init initid condition

inlet inlet of the trough collector field
internal heat transfer between absorber and glass envelope
IS isentropic

L effectivelength

LP low pressure turbine part

LPFH low pressure feedwater heater

LPT 1,23 low pressure turbine section 1,2 and 3
m meanipulable input

min minimum, lower bound

max maximum, upper bound

nom nomina solution

0 outsde; outgoing

opt optical

out outlet

RHA RHB reheater A and B

radiation radiation heet transfer

rev reversble

Spacing distance between two collector rows
Steam steam condition

et et point

sunrise, sunset sunrise and sunset hour angle

surf surface

TV1, TV2 throttle valve 1 and 2

Target target value

Water water condition

Wind wind speed

z zenith
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Overbar, Tilde and Hat

- surface average conditions, desired vaue a steady Sate

~ perturbation from nomind solution; augmented system matrix

N estimated vaue
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