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May 23, 2005

Dr. Harin Ullal

Mail Stop 3212

National Renewable Energy Laboratory 
1617 Cole Blvd

Golden, CO  80401-3393

Re:  Phase III, Fourth Quarterly Report #ZDJ-2-30630-14

Dear Harin,

This letter comprises the quarterly technical status report for Thin Film Partnership subcontract #ZDJ-2-30630-14.  The reported work was performed during the fourth quarter of year 3 for this contract, from 02/15/04 to 05/15/05.  This report describes activities performed by GSE, as well as those performed by lower-tier subcontractor ITN Energy Systems, Inc.
1.  Introduction

Two-stage and three-stage CIGS coevaporation – followed by chemical bath CdS and RF-sputtered resistive and conductive ZnO – have come to be viewed as laboratory standards for the deposition of CIGS photovoltaic devices.  However, a number of conditions are encountered during continuous manufacturing that prevent an exact replication of the laboratory processes.  Such differences include both those imposed by continuous processing of moving substrates, and those implemented to decrease costs and increase throughput.  It is, therefore, beneficial to understand the tolerance of the established laboratory processes to variations in deposition procedures.

Research under this program consists of four basic parts to examine the tolerance of the established laboratory process to variations in deposition procedures:

1. Setting up the National Renewable Energy Laboratory (NREL)-developed three-stage CIGS laboratory process in a bell jar.

2. Characterizing the GSE roll-to-roll production chambers and device finishing steps in terms of the variables important to the laboratory processes.

3. Using the bell jar system to step incrementally from the NREL process to the conditions experienced by a sample during manufacturing, and characterizing the resulting films and devices.

4. Applying the process sensitivity information gained from the bell jar system to the production systems.

Some portions of these tasks are being performed in parallel.  At this time, items #1, #2, and #3 have been completed, and efforts are focused on #4.

2.  Bell Jar Experiments

The final task #3 items brought to conclusion during the period covered in this report were concerned with (1) device quality as a function of CIGS metal feedstock purity, and (2) simulation of dynamic roll-to-roll deposition conditions in a stationary bell jar environment.

High-efficiency CIGS devices made in R&D laboratories are based on absorber depositions employing the highest purity source materials available.  The option to utilize lower purity feedstock would benefit industry in terms of lower materials cost and better availability.  However, as the impact of increasing impurity content in the source materials on device performance has not been explored, experiments to this effect are necessary to exclude potential shortfalls in device quality – e.g., due to the introduction of electronic defects.  The ultimate goal is to find the most economic compromise between materials cost (purity) and resulting device performance.

Prior to the actual experimentation, a survey was conducted to obtain information on (a) the source purity of Cu, In, Ga, and Se employed at NREL, ITN, and GSE; (b) the commercially available lower and upper end purities for these 4 elements; and (c) the respective unit costs per element for these categories.  Based on up to 4 vendors per element, Table 2-1 summarizes average expenses or savings when moving to higher or lower feedstock purities by one ninth.  For example, almost no savings result in switching to lower purity Se, compared to significant cost impacts for higher or lower purity Cu and In.  Thus, investigating the effect of changing Cu and In purity was assigned a higher priority than changes in Se purity.

Table 2-1:
Expenses or savings expected from increasing or decreasing source purity by one ninth.

	Element
	Increase by one 9:  Savings [$/g]
	Decrease by one 9:  Savings [$/g]

	Cu
	-1.05
	1.35

	In
	-1.04
	0.60

	Ga
	-0.53
	Not available

	Se
	Not available
	0.03


Subsequent to the above, a single-factor (metals purity), three-level experiment was designed; the characteristics of each level are summarized in Table 2-2.  A few aspects of Table 2-2 merit further explanation.

· Se was excluded from the experiment, as ITN, GSE, and NREL utilize the same purity feedstock and higher purity Se is not readily available, while lower purity Se offers negligible cost savings.

· The “low” level of Ga purity is the same as the “medium” level, as lower purity Ga was not available from any of the vendors surveyed.

· The “high” levels of purity for Cu and Ga exceed the “medium” level by 2, rather than 1, ninth.  The goal of the study was to screen for maximum effects, hence the widest possible purity range was explored starting from the most pure material down.

Table2-2:
Metals purity levels.

	Level
	Cu purity (#9’s)
	In purity (#9’s)
	Ga purity (#9’s)
	Se purity (#9’s)

	Low
	3
	4
	4
	N/A

	Medium
	4
	5
	4
	N/A

	High
	6
	6
	6
	N/A


In order to exclude substrate or process based convoluting factors, depositions were on Mo-coated glass substrates with three-stage CIGS deposited over approximately 20 minutes, using film emissivity endpoint detection for stages 2 and 3.  The atomic Ga/(Ga+In) ratio was maintained between 25 to 30%.  Each condition included one replica and the resulting device parameters are summarized in Table 2-3.  Statistical analysis of the complete device data set, as well as QE analysis, revealed the majority of the efficiency loss in the lower purity samples to be due to a shortfall in Jsc (mostly in the red portion of the spectrum) while Voc and FF seem unaffected by source purity (Figure 2‑1).  Significant differences were only obtained for the low purity device set, while no statistically significant gain was evident when switching from medium quality metals to the highest purity level.
Table 2-3:
Best device parameters.

	purity
	Best device  [%]
	Best device Voc [mV]
	Best device Jsc [mA/cm2]
	Best device FF [%]

	Low
	7.12
	513
	22.76
	61

	Low
	8.83
	570
	23.35
	66

	Medium
	11.18
	612
	26.31
	70

	Medium
	10.78
	582
	28.62
	67

	High
	10.82
	534
	32.83
	64

	High
	10.00
	572
	28.71
	63


Figure 2-1:
Box and Whisker plots of efficiency (left) and Jsc (right) versus source purity.
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Process sensitivities related to film growth kinetics (such as Cu-rich growth period, extend of Cu-rich excursion, time-temperature profiles, etc.) might be expected to exhibit significant inter-dependencies.  Hence, traditional stationary bell-jar depositions cannot be compared to dynamic RTR production conditions unless the latter can be reproduced in a stationary system.  As the associated costs and inherent sluggish response of large production systems to parameter changes inhibits fast and inexpensive exploration of the vast parameter space of multi-source co‑evaporation of CIGS, a small scale, low-cost R&D approach is highly desirable.  Once the main interactions and most significant process variables have been identified, process optimization can then proceed at the production scale in a more economical fashion.

As described previously, preliminary depositions were conducted in order to develop a procedure to mimic the GSE roll coater t-T and flux profiles in the ITN bell jar.  Here we report on recent 4 factor, 2 level (one complete replica) experiments performed to mimic the GSE process in the ITN bell jar and to determine the effect of selective process variables – stage 1-2 temperature ramp time, ramp end time of 2nd stage, stage 2 and 3 temperature (treated as 1 variable), and deposition rate – on device performance.

Initial attempts to control the deposition on GSE provided substrate were unsuccessful, yielding wide fluctuations in composition.  The main difficulty seemed to originate from an abnormal IR signal precluding endpoint detection after the 2nd stage.  The samples in this set displayed emissivity increases that began at very low Cu ratio at the beginning of stage 2.  Apparently some high-emissivity compound, other than the usual excess Cu2Se, formed in the film.  Figure 2-2 compares a normal IR signal for stage 2 and 3 to the abnormal signal returned in the initial deposition series.

Figure 2-2:
Desired (left) and undesired (right) IR profile for a GSE mimic deposition at ITN.
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This unexpected complication necessitated that we identify possible causes.  We proceeded by compiling a trouble-shooting list and tackling each subsequent item one by one.  While some minor corrections to sensors resulted, none of the other items yielded out-of spec parameters nor did the IR signal improve.  Subsequently, the t-T-flux profile was broken down into smaller segments with unchanged components based on the ITN baseline process.  This approach restored the normal IR signal and yielded devices on SS in the 8.4 to 8.6% range with up to 75% of the t-T-flux profile matched to the GSE condition.  Subsequent attempts at increased rates and decreased times to match 87.5% of the GSE profile once again yielded the abnormal IR signal, while repeats at the 75% match level resulted in normal sensor signals.

At this point it is not clear why IR signal endpoint detection fails to work if process times are reduced and fluxes increased to simulate GSE’s production process in a stationary, fixed source-substrate geometry bell-jar environment.  In the interest of cost and time, all future process tolerance work will be conducted on the actual production equipment.

3.  Roll-Coater Development

The test series started in the previous quarter (see Phase III, third quarterly report #ZDJ-2-30630-14) aimed at understanding tolerances of the CIGS process to the Ga/(Ga+In) profile through the absorber thickness were completed to include one final hardware configuration, E, as well as to identify the parameters for maximum efficiency of configuration C.  Modifications were made to the standard effusion sources to achieve better mixing of the elemental fluxes of Ga and In.  The location of these modified effusion sources and their respective elemental fluxes were the test variables.  Two additional tests were conducted on webs each 800 feet and containing 20 test conditions where each individual test condition was forty feet in length.  Tests were designed using standard matrices for 2 variables, 3 levels each (3  3) with single or double replicates.  Within the entire test series approximately the same test parameters (besides location) were applied to each lot.  Besides the CIGS test conditions, webs were processed under standard conditions in all remaining thin film coating steps.  Three panels with 12 cells each (68.8 cm2) were selected from each test condition for measurement.

A complete summary of the study is presented in Table 3-1.  The mean maximum efficiency and best uniformity between test conditions (tolerance) was obtained for configurations B and E.  Voc and Isc had excellent model fits within each lot.  Fill factor was fit poorly, indicating that fill factor was not strongly affected by the test parameters.  A comparison between Isc and Voc for each test lot confirms the superiority of configurations B and repeat of C for the Isc Voc product (Figure 3-1).  While configuration B appears to offer the best compromise, all of the non-standard four configurations explored are capable of achieving maximum efficiencies in the 9.6 to 10.2% range.  Tests to further down-select between the more process tolerant configurations B and E as opposed to the condition C, resulting in the highest efficiencies, are planed.

Table 3-1:
Cell performance summary for test lots.

	Lot
	Config.
	Maximum  (%)
	Voc at Max.  (mV)
	Isc at Max.  (mA)
	FF at Max.  (%)
	Average  (all Tests)

	1786SA
	A
	9.15
	531
	2090
	56.7
	8.48

	1793SA
	B
	9.78
	559
	2167
	55.5
	9.53

	1807SA
	C
	8.73
	540
	2058
	54.0
	7.65

	1826SA
	D
	9.61
	574
	1997
	57.7
	9.09

	1839SA
	E
	9.85
	556
	2177
	56.0
	9.49

	1841SA
	C
	10.20
	544
	2223
	58.0
	9.57


Figure 3-1:
Isc/Voc characteristics of In/Ga flux test lots.
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Building on past efforts to realize further improvements in production yield and increased device efficiency, all thin film coating (TFC) steps were further scrutinized.  Statistical evaluation of production data as a function of process and TFC system combination revealed minor variations despite nominally identical hardware and setpoint values per TFC process.

While the CIGS process has historically been found to be the most significant contributor to production output noise, the above analysis warranted a closer look at the first process step, the back contact deposition.  Via the design of experiment (DOE) approach sensitivities have been confirmed and traced to physical properties of the back contact.  Further work lead to a practical solution to address the process variability, subsequently narrowing the device efficiency distribution and increasing yield (Figure 3-2).  Additional efforts remain to further optimize the new process.

While the above mentioned back contact improvements affect intra-run uniformity, inter-lot variations have been traced to the specific CIGS coaters.  Above we reported on efforts investigating the tolerance of the CIGS process to composition variation of the group III elements throughout the absorber layer.  With two of the four CIGS coaters configured to the best set resulting from these prior tests, initial screening experiments have been conducted to identify the key – not directly composition driven – parameters responsible for the coater-based deviation.  Experiments to date confirm that the process is well centered in the optimal parameter space for the variables tested to date.  As an example, Figure 3-3 demonstrates the response to a change in Se delivery rate with the medium level corresponding to the current baseline process.  Due to the nature of screening experiments, the width of the plateau cannot be obtained, while the design chosen still allowed for confirmation of curvature and computation of effect estimates.  Future efforts are directed at exploring interactions of parameter subsets.

Figure 3-2:
Distribution and average efficiency before and after Mo process optimization.
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Figure 3-3:
Average production cell power as a function of Se rate delivery.

	[image: image6.jpg]Pmax

Se rate plot

1 2 3
Se rate [au]

"0, Mean
“T_ Mean0.95 Conf. Interval






[image: image8.emf] 


Best Wishes,


Markus E. Beck, PhD

Cc:  
Carolyn Lopez, NREL Subcontract Associate
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