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SUMMARY

Work has been performed at Colorado State University on basic measurements of CIGS and CdTe solar cells fabricated at a number of collaborating laboratories.  The goal has been to quantitatively deduce the loss mechanisms in a number of these cells, and to make appropriate comparisons that illuminate where progress is being made.  

The first area of study has been whole-cell analysis.  A major emphasis during the past year has been the analysis of CIGS cells when the Ga content, and hence the band gap and band offsets, is systematically varied.  Work with CdTe cells has continued to focus on the role of back-contact copper in as-deposited cells and those subjected to elevated-temperature stress.  A general project has been to further systematize quantitative separation of losses.

The second area of study has been the use of a highly focused light spot (LBIC) to investigate spatial variations in polycrystalline solar cells.  The local effects of elevated- temperature stress on CdTe cells has received the most attention, but we have also demonstrated that small-spot measurements work well on flexible-substrate CIGS cells and that LBIC can be combined with other non-uniformity studies on the same cell.

The third task has been the study of defect-states.  With CIGS cells, we used low-temperature capacitance measurements.  Emphasis was given to comparison between absorbers fabricated by evaporation and by selenization, and to comparison between CdS and Cd-partial-electolyte buffer layers.  For CdTe, the approach has been the photoluminescence of single crystals with controlled introduction of copper and chlorine.

The final task area has been numerical simulation.  We have defined and advocated a set of baseline parameters for CIGS and CdTe cells, and we have explored the performance sensitivity of these parameters.  Specific projects have included the impact of conduction-band offset on light/dark superposition, the analysis of photocapacitance, and the explanation of a large number of apparent-quantum-efficiency effects.
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Figure 2.  J-V curves for CIGS with x ranging from 0 to 1
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Figure 3.  Difference between band gap and VOC
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Figure 5.  CdTe band picture for Cu addition and migration
.
.
.
.
.
.
.
.
.
10

Figure 6.  CdTe J-V curves reflecting back-contact Cu
.
.
.
.
.
.
.
.
.
.
11

Figure 7.  CdTe current-loss analysis
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
13

Figure 8.  CdTe photocurrent maps
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
14

Figure 9.  Comparison of EL and QE maps
.
.
.
.
.
.
.
.
.
.
.
.
.
.
15

Figure 10.  AS data from evaporated CIGS cells
.
.
.
.
.
.
.
.
.
.
.
.
17

Figure 11.  AS data from selenized CIGSS cells
.
.
.
.
.
.
.
.
.
.
.
.
.
18

Figure 12.  DLCP results from selenized cells
.
.
.
.
.
.
.
.
.
.
.
.
.
19

Figure 13.  Evaporated and selenized J-V curves
.
.
.
.
.
.
.
.
.
.
.
.
20

Figure 14.  Change in CdTe PL with Cu
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
21

Figure 15.  Baseline CIGS and CdTe J-V curves
.
.
.
.
.
.
.
.
.
.
.
.
23

Figure 16.  Baseline CIGS and CdTe QE curves
.
.
.
.
.
.
.
.
.
.
.
.
.
24

Figure 17.  Experimental voltage dependence of CdTe AQE
.
.
.
.
.
.
.
.
25

Figure 18.  Calculated voltage dependence of CdTe AQE
.
.
.
.
.
.
.
.
.
26

Figure 19.  Voltage dependence of AQE at 400 nm
.
.
.
.
.
.
.
.
.
.
.
.
27

Figure 20.  CdTe AQE with different bias light
.
.
.
.
.
.
.
.
.
.
.
.
.
27

Figure 21.  SCAPS fit of light and dark capacitance data
.
.
.
.
.
.
.
.
.
.
28

TABLES

Table 1.  Baseline CIGS simulation parameters
.
.
.
.
.
.
.
.
.
.
.
.
.
22

Table II.  Baseline CdTe simulation parameters
.
.
.
.
.
.
.
.
.
.
.
.
.
23

INTRODUCTION

The objectives of the Colorado State University program have been to (1) quantitatively separate individual performance-loss mechanisms in CIGS and CdTe solar cells using existing experimental and analytical techniques, (2) expand the tool set for such measurement and analysis and (3) suggest fabrication approaches or modifications to minimize the losses.  Much of the work performed during the past year is described in this report, or in the publications referenced in the final section, but in many cases more detailed information can be found on our website: www.colostate.edu/orgs/pvlab.
The experimental and analytical work in this report has largely been done by a dedicated group of graduate students.  Pamela Johnson has compared the defects in CIGS cells made with different absorbers and buffer strategies.  Alex Pudov has analyzed CIGS cells with varying Ga content and has coordinated a study of CdTe cells made with varying amounts of copper in the back contact.  Markus Gloeckler has used numerical simulation to explain non-superposition in CIGS cells and apparent-quantum-efficiency effects in CdTe.  Caroline (Jenkins) Corwine has begun a study of the PL signatures of Cl and Cu impurities in CdTe.  Samuel Demtsu has coordinated our CdTe elevated-temperature stress studies.  Tim Nagle has done considerable LBIC analysis of both CdTe and CIGS cells.  New students Alan Davies, Jun Pan, and Matt Saperstone have assisted the group with data collection.  Affiliate Prof. Alan Fahrenbruch has applied AMPS and SCAPS modeling to several CdTe-cell issues.   

Prof. Sites' group has actively participated in the NREL-sponsored National CdTe and CIS R&D Teams.  It has had productive collaborations with Prof. Sampath's group at Colorado State, as well as with researchers at Aoyama Gakuin University, Colorado School of Mines, First Solar Inc., Global Solar Energy, Institute of Energy Conversion, ISET Inc, Moldova State University, National Renewable Energy Laboratory, Shell Solar Industries, University of Illinois, University of Oregon, University of South Florida, and University of Toledo.

WHOLE-CELL LOSS ANALYSIS

CIGS with Varying Band Gap.  Alex Pudov has done extensive analysis on a series of CdS/CuIn1-xGaxSe2 cells fabricated by Falah Hasoon and Hamda Al-Thani of NREL. The absorbers were deposited by co-evaporation to produce a spatially uniform stoichiometry. The value of x, the gallium concentration, was varied from 0 to 1.  For reference, Fig. 1 shows the calculated evolution of the band structure as the gap of CIGS is increased.  It assumes that most of the band-offset shift occurs in the conduction-band between CdS and CIGS, and hence the progression from a positive value (also referred to as Type I, or a “spike”) to a negative value (Type II, or “cliff”) as the gallium concentration is increased.  The change from positive to negative occurs near x = 0.5, which corresponds to a band gap near 1.35 eV.
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Figure 1.  Assumed effect on band structure as absorber is varied from CIS to CGS.

Current-voltage-temperature measurements were made with NREL-fabricated cells from eight substrates covering the full range of gallium content.  Fig. 2 shows the room-temperature J-V curves for the best cell at each gallium concentration.  The highest efficiency of about 16% was seen in the cell 
with x = 0.36, or Eg = 1.18 eV.  Two features seen in Fig. 2 are clearly limiting the efficiency at higher gallium concentrations.  One is the voltage, which increases by about 400 mV between CIS and CGS, rather than the 670 mV that the band-gap difference would suggest.  The other is the fill factor, which is clearly decreasing as x is increased.
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Figure 2.  Experimental J-V curves for CIGS cells with x = 0 (CIS), 0.18, 0.23, 0.36, 0.47, 0.58, 0.73, and 1 (CGS).

The failure of voltage to follow band gap for higher gallium concentrations has been reported many times.  Fig. 3 shows a summary of such reports, including the data from Fig. 2 and data from the Cu(In,Al)Se2 , plotted in a less common format.  The difference between band gap and open-circuit voltage should, all else being equal, remain very nearly constant as the band gap is expanded.  This is generally true at the lower band gaps, but for the larger ones, VOC is approximately constant.  There is a strong suggestion of two distinct regions occurring above and below 1.3 eV.  There are at least two possibilities for such a transition.  One is that performance, and voltage in particular, is altered by an observed change in microstructure.  The other is that the transition in the band offset shown in Fig. 1 is degrading cell performance at the higher band gaps.
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Figure 3.  Difference between band gap and VOC.
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The primary cause of the fill factor variations in Fig. 2 is the diode quality factor A, which shows a dramatic difference between the low and high band gaps.  At the low band gaps (see Fig. 4), the A-factor is near 1.5, characteristic of good quality CIGS cells, and it is nearly temperature independent.  At intermediate gaps, it is slightly above two and has 

Figure 4.  Diode quality factor for CIGS cells with a full range of band gaps.

a negative effect on the fill-factor.  At the high band gaps, the A-factor is quite large, and temperature dependent.  Results from this study are being prepared for publication.

With help from a new student, Matt Saperstone, Alex has also been evaluating CdS/CGS cells made by Miguel Contreras with the three-stage process.  Three sets of cells using variations in the CdS layer were studied.  Many of these cells showed the “rollover” effect, or a current limitation in the first quadrant, especially at low temperatures.  Such an effect is characteristic of a secondary barrier, and is probably related to the high A-factors seen in Fig. 4.  At this point, however, we do not have additional information of the location or the details of such a barrier.

ZnS/CIGS Cells.  A major project, funded in part by NEDO in Japan, has been the investigation of ZnS(O,OH) as an alternative window layer.  Although such windows are often referred to as ZnS, they typically contain nearly as much oxygen as sulfur.  The arguments for this approach are (1) better blue collection, (2) a favorable conduction-band offset for higher band-gap CIGS, and (3) no Cd in the structure.  Standard CIGS absorbers were deposited by Miguel Contreras at NREL, the ZnS(O,OH) window layers were deposited by Tokio Nakada in Japan, and we did the detailed analysis.   Cells with efficiencies up to 18.6% and very good blue collection have been produced.  Results were presented at the Third World Conference of Photovoltaic Energy Conversion in May.

A second ZnS/CIGS project has been a collaboration with Raghu Bhattacharya at NREL.  He also has been using bath-deposited ZnS with significant oxygen and hydroxide to form window layers on CIGS absorbers.  Here also, Alex Pudov, together with Alan Davies, has been making detailed measurements.  Results to date have been promising, but have not equaled the efficiencies produced by Nakada’s layers.  The best cells we have seen had a room-temperature efficiency of 14%, a voltage vs. temperature curve that extrapolated to the band gap at T = 0, and modest roll-over at low temperatures.  Some cells had lower efficiency because of reduced fill-factor, and these showed improvement with annealing and light soaking.

Copper Migration in CdTe Cells.  In collaboration with W. Sampath’s group at CSU and several other colleagues, we have continued to explore the role of copper in forming the back contact in CdTe cells.  The proposed model is shown in Fig. 5.  In the absence of copper, there is a significant hole barrier at the back of the CdTe layer.  There is also, in the schematic shown, an overlap between the front and back barriers that has the effect of lowering the conduction-band maximum and hence limiting the voltage.  As copper is added, it progressively dopes the CdTe more p-type or forms a distinct Cu-Te layer. In either case, the result is a lower and narrower barrier.  
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Figure 5.  Proposed CdTe band picture for Cu addition and migration.

The copper, however, can migrate away from the high concentration region, effectively reversing the barrier reduction and most likely accumulating in the CdS.  The rate of the copper migration will be higher at elevated temperature, but is also affected by the electric field within the CdTe.  In particular, there is a relatively large field for the zero-bias diagram shown, which retards the migration of positive copper ions.  At open-circuit voltage, however, the field is considerably reduced, and one would expect the rate of migration to be larger.

To test the Fig. 5 picture, we measured samples made by Sampath’s group with a range of copper (0, ¼, ½, 1, and 2 times the usual amount) in the back contact.  The J-V curves for this set of samples are shown in Fig. 6, left.  Without intentional copper, the fill-factor is significantly reduced, and the back barrier limits the current above VOC.  There are progressive improvements up to the standard copper amount, but additional copper makes little difference.  The situation is reversed (Fig. 6, right) when a cell with the standard amount of copper is stressed under illumination at short-circuit and elevated temperature (100(C) for increasing lengths of time.  Hence the interpretation (Fig. 5) that copper during deposition reduces the barrier, but out-migration under stress restores it.
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Figure 6.  As-deposited CdTe J-V curves with varying back-contact copper (left).  Reverse effect when standard-copper cell is stressed (right).

Another result that supports the Fig. 5 model is a progressive change in capacitance as the copper content is increased, coupled with a reversal of this change as a standard cell is stressed.  Still more evidence, discussed in the following section, is the good spatial uniformity in cell response when a cell has sufficient copper, but the similar degradations in uniformity when the amount of copper is initially insufficient or reduced by stress.  This study, which involved Alex Pudov, Caroline (Jenkins) Corwine, Markus Gloeckler, and Samuel Demtsu, was presented at the March NCPV Review and is being prepared for publication.

Third-Level Metrics.  A project within the National CdTe team has been to define the further breakdown of current, voltage, and fill-factor into parameters that have a clear physical interpretation, that can be straightforwardly measured, and that have a well-defined numerical impact on cell efficiency.  Such parameters are referred to as “third-level metrics”, and their purpose is to separate the loss mechanisms so that one can track where the larger difficulties occur and where improvements are made.  Samuel Demtsu is primarily responsible for this project.

The selection of third level metrics is by no means unique, and the subteam has not yet endorsed a specific approach.  The break down we are advocating at the cell level, however, is as follows:
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Fig. 7 shows the quantification of current losses listed above for a production cell from First Solar, Inc.  Through quantum efficiency and optical measurements, the fraction of photons at each wavelength that are collected or lost to various mechanisms is determined.  The fraction of lost photons in each region can then be multiplied by the photon-current spectrum and the product integrated over wavelength up to the band-gap cutoff.  The loss for each such region is shown in Fig. 7, and collectively these losses account for the difference between the actual short-circuit current and the maximum [image: image20.jpg]1.0
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current possible for the band gap and spectrum used.  

Figure 7.  CdTe current-loss analysis.

The process for fill-factor breakdown is nearly as straightforward, but the reliable quantification of the voltage losses is more difficult, and will continue to get attention from us and from the metrics sub-team into the next phase of the program.  The goals are a process to separate the losses from any reasonably well-behaved CdTe cell and to then extend the process to CIGS cells and to the additional losses found in modules.

Besides development of techniques for evaluating third-level metrics, it is important to set targets.  The sub-team has initially defined what it considers reachable target values, and also the ideal values for each parameter.  An intermediate scenario, however, is a set of parameters for a long-term target above 20% based on what we know from single-crystal CdTe, and Alan Fahrenbruch has begun the task to define such a target.

SMALL-SPOT STUDIES

Our small-spot photocurrent measurement apparatus has proven to be valuable in a number of applications.  One of them, begun by Markus Gloeckler, was discussed in the previous section describing the differences in CdTe cells with amount of copper used in the back contact.  Other results produced by Tim Nagle are described later in this section.  In addition, I contributed a section on LBIC measurements to an article on physical characterization, which will be published in a special issue of Progress in Photovoltaics.

CdTe Copper Addition and Migration.  Small-spot evidence from Markus Gloeckler that supports the copper addition and migration discussed in the previous section is illustrated in Fig. 8.  The cell shown at the top left was made without intentional copper 
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Figure 8.  Photocurrent maps of cells with deficient copper in back contact (top left), standard back-contact copper (top right), and standard copper after stress (bottom).

and has a non-uniform spatial response.  The one at the right with a modest amount copper shows a very uniform response as deposited, but becomes much less uniform with elevated-temperature stress.  Again the stress process appears to be a reversal of adding copper to the contact.  
Comparison of Photocurrent and Electroluminescence Maps.  A continuing objective for small-area analysis is to apply different techniques to the same solar cell.  A joint project between Tim Nagle and Scott Feldman at the Colorado School of Mines has started to correlate CSM electoluminescence (EL) mapping of CdTe cells with our photocurrent maps.  An example is shown in Fig. 9, which covers an entire 3 mm cell. Clearly the two techniques are seeing the same major features, which were not deliberately introduced, but primarily resulted from multiple measurements using mechanical probes.  We expect to be able to continue the comparison on a much finer distance scale, and to examine features introduced in a controlled manner.
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Figure 9.  Scans of electroluminescence from CSM (left) and quantum efficiency from CSU (right) on same CdTe cell.

The specific next step is to use the two techniques to compare areas with and without copper in the formation of the back contact.  In this case, CSM has made cells with the contact Cu-free except for an array of copper dots 0.25 mm in diameter.  Preliminary results show distinct differences in both EL and photocurrent maps between the dot area and the rest of the cell.  A second extension of the joint project will be to include other labs that can measure additional properties of the same cells with a similarly fine spatial resolution.

Flexible Substrate CIGS Cells.  Tim Nagle has also been making photocurrent maps of CIGS cells.  A recently initiated project involves flexible-substrate cells from Markus Beck at Global Solar Energy.  The small-spot system appears to handle these cells without difficulty, and we see features with roughly the same 1-(m resolution as with glass-substrate cells.  At Markus Beck’s suggestion, we have been using thin, rubberized refrigerator magnets to hold the metallic substrates in place.

DEFECT STUDIES

Evaporated and Selenized CIGS(S) Comparison.  The subject of Pam Johnson’s PhD thesis, which was completed in April, was the determination of defect densities in CIGS absorbers.  A primary aspect of the study was a comparison between laboratory absorbers formed at NREL by evaporation, and industrial absorbers formed at Siemens (now Shell) Solar Industries by selenization.   All the cell windows were done at NREL: some of the cells with each type of absorber were completed with CdS from the standard CBD process, and some were completed using the Cd partial-electrolyte (Cd-PE) process. 

Fig. 10 shows admittance spectroscopy (AS) capacitance data taken by Pam at the University of Oregon from the cells with evaporated absorbers.  These cells showed very little capacitance variation with temperature or frequency over a significant range.  This pattern suggests that the defect-state density is small, and one primarily sees the carrier density.  The hole density p deduced from the data is in the high 1015 cm-3 range.
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Figure 10.  AS data from evaporated CIGS cells.  Top: CdS.  Bottom: Cd-PE.

Fig. 11 for the cells with selenized absorbers, however, shows a significantly different pattern.  In this case, there is a clear difference between the low- and high-frequency capacitance, and the transition frequency changes smoothly with temperature.  The traditional interpretation is that the high-frequency capacitance represents the carrier density and the excess capacitance at low frequencies is proportional to the defect state density that is intersected by the Fermi level.  Numerically, this suggests a hole density in the high 1014 range and a defect density in the mid-1015 range.
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Figure 11.  AS data from selenized CIGSS cells.  Top:CdS.  Bottom: Cd-PE.

The large defect density for the selenized cells is confirmed by drive-level capacitance profiling (DLCP) measurements, which Pam also made at the University of Oregon.  Fig. 12 shows the total density of responding states NDL evaluated at 11 kHz and a variety of temperatures.  At other frequencies, the picture is similar, except that the temperatures of the upper and lower saturations are different.  The interpretation of Fig. 12 is that the hole density p is approximately 8x1014 cm-3 and the deeper trap density Nt is approximately 3x1015.  These values are consistent with those deduced from Fig. 11, but are somewhat more accurate.
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Figure 12.  DLCP results with selenized-absorber Cd-PE CIGSS cell.

The DLCP results for the CdS/CIGSS selenized-absorber cells are similar to those with the Cd-PE treatment shown in Fig. 12.  The NREL evaporated-absorber cells, however, showed little change is response with temperature.  This is consistent with Fig. 10, and the details again suggest that the hole density of the evaporated cells is an order of magnitude larger than that of the selenized cells, but the defect density is significantly less.

Two other contrasts have been observed between the evaporated- and selenized-absorber cells.  The current-voltage curves (Fig. 13) show a consistently higher open-circuit voltage for the evaporated-absorber cells, even after compensation for the difference in band gap.  At the same time, the voltage for the CdS-window cells for the same absorber were consistently larger than the Cd-PE cells.  
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Figure 13.  J-V curves for selenized and evaporated-absorber cells.

Additionally, the activation energy derived from the temperature dependence in Figs. 10 and 11 was consistently larger for the selenized cells. The interpretation here, consistent with discussion above, is that the selenized cells had deeper states and smaller carrier density, while the evaporated cells have shallower states and thus a higher carrier density.

Photoluminescence of Single-Crystal CdTe.  Two difficulties with identification of the defect levels seen in photoluminescence (PL) from CdTe cells are (1) the polycrystalline cells often do not yield clean PL signals, and (2) separation of the effects of Cl and Cu in the cells is difficult.  For these reasons, Caroline (Jenkins) Corwine, working with Tim Gessert and colleagues at NREL, has started a project to introduce Cl and Cu into single-crystal CdTe samples in a controlled fashion.  Fig. 14 shows the contrast between the [image: image28.wmf]Voltage [V]
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Figure 14.  PL of CdTe before and after introduction of Cu.

Since heat is needed to diffuse Cu into the CdTe lattice, the baseline CdTe spectra was measured before and after annealing.  The annealing time and temperature was the same as that subsequently used for Cu diffusion.  The annealing sharpens the spectrum somewhat, but does not alter the major peaks.  The introduction of Cu, however makes a major change.  The peaks near the band gap are significantly reduced in intensity, and a new feature centered near 1.45 eV becomes very prominent.  Detailed evaluation of the copper work, as well as the PL response from adding Cl and from adding both, is now in progress.  In addition, we have found that surface preparation prior to adding Cu or Cl has an effect on the resulting PL curves and are documenting that effect.

NUMERICAL MODELING

CIGS and CdTe Baselines.  For consistent comparison of numerical simulations between laboratories and software packages, we proposed a set of baseline parameters for CIGS cells (Table I) and for CdTe cells (Table II).  We chose a minimal cell configuration of three layers (TCO/window/absorber). The parameters in the tables are our best estimates for “typical” high-efficiency cells at room temperature.  We, or others, can modify the baseline, or change the temperature, to study specific cell features, but there is considerable merit in a common starting point.  

   Table I: CIGS baseline parameters. e/h refers to electron/hole properties. b barrier height ((bn = EC – EF, (bp = EF – EV), S surface recombination velocity, W layer width,  dielectric constant,  mobility, n/p electron/hole density, Eg band gap energy, NC and NV effective density of states, EC conduction band offset, NDG(AG) acceptor-like (donor-like) defect density, EA(D) peak energy in, WG distribution width,  capture cross section.

	General Device Properties

	 
	Front
	Back 

	(b [eV]
	(bn = 0.0
	(bp = 0.2

	Se [cm/s]
	107
	107

	Sh [cm/s]
	107
	107

	Reflectivity Rf [1]
	0.05
	0.8

	Layer Properties

	
	ZnO
	CdS
	CIGS

	W [nm]
	200
	50
	3000

	0 [1]
	9
	10
	13.6

	e [cm2/Vs]
	100
	100
	100

	h [cm2/Vs]
	25
	25
	25

	n, p [cm-3]
	n: 1018
	n: 1017
	p: 2x1016

	Eg [eV]
	3.3
	2.4
	1.15

	NC [cm-3]
	2.2x1018
	2.2x1018
	2.2x1018

	NV [cm-3]
	1.8x1019 
	1.8x1019 
	1.8x1019 

	EC[eV]
	- 0.2
	0.3

	Gaussian (midgap) Defect States

	
	ZnO
	CdS
	CIGS

	NDG, NAG [cm-3]
	D: 1017
	A: 1018
	D: 1014

	EA, ED [eV]
	midgap
	midgap
	midgap

	WG [eV]
	0.1
	0.1
	0.1

	e [cm2]
	10-12
	10-17
	5x10-13

	h [cm2]
	10-15
	10-12
	10-15


Table II: CdTe baseline case.  Description of the symbols is given in the Table I caption. 

	General Device Properties

	
	Front
	Back

	(b [eV]
	(bn = 0.1
	(bp = 0.4

	Se [cm/s]
	107
	107

	Sh [cm/s]
	107
	107

	Reflectivity Rf [1]
	0.1
	0.8

	Layer Properties

	
	SnO2
	CdS
	CdTe

	W [nm]
	500
	25
	4000

	0 [1]
	9
	10
	9.4

	e [cm2/Vs]
	100
	100
	320

	h [cm2/Vs]
	25
	25
	40

	n, p [cm-3]
	n: 1017
	n: 1017
	p: 2x1014

	Eg [eV]
	3.6
	2.4
	1.5

	NC [cm-3]
	2.2x1018
	2.2x1018
	8x1017

	NV [cm-3]
	1.8x1019 
	1.8x1019 
	1.8x1019 

	EC[eV]
	0
	-0.1

	Gaussian (midgap) Defect States

	
	SnO2
	CdS
	CdTe

	NDG, NAG [cm-3]
	D: 1015
	A: 1018
	D: 2x1014

	EA, ED [eV]
	midgap
	midgap
	midgap

	WG [eV]
	0.1
	0.1
	0.1

	e [cm2]
	10-12
	10-17
	10-12

	h [cm2]
	10-15
	10-12
	10-15


The resulting current-voltage curves for these parameters are shown in Fig. 15, and the resulting quantum efficiency curves in Fig. 16.
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Figure 15.  Baseline J-V curves.  CIGS (left), CdTe (right).
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Figure 16. Baseline QE curves.

The key parameters for reproducing the typical experimental curves are the densities of deep and shallow acceptor levels in the buffers and absorbers, the capture cross sections, and in the case of CIGS, the band offset with CdS.  The baseline parameters and curves shown above were presented by Markus Gloeckler, Alan Fahrenbruch, and myself at the Third World Conference on Photovoltaic Energy Conversion in Japan this past May.   

Light/Dark Superposition Failure in CIGS.  We completed our study, reported in part in our 2002 Annual Report, of the failure of superposition between light and dark current-voltage data in CuIn1-xGaxSe2 (CIGS) solar cells.  We focused on CIGS cells made at the Institute of Energy Conversion, though similar effects have been observed in other cells.  Caroline Jenkins had noted that the dark current increased more slowly with voltage than the light current and furthermore the difference became larger at lower temperatures.  Using numerical simulation, Markus Gloeckler showed that this effect can be explained assuming appropriate conduction band offsets at the ZnO-CdS and CdS-CIGS interfaces and photogeneration of carriers within the CdS layer. Good agreement with experimental data was achieved, and the results were presented at the April 2003 Materials Research Society Meeting.  

CdTe Apparent Quantum Efficiency.  Quantum efficiency measurements of n-CdS/p-CdTe solar cells under voltage bias or selected-wavelength illumination often show significant non-standard features, including in some cases a sign reversal.  When there are significant distortions compared to standard QE curves, we refer to these measurements as apparent quantum efficiency (AQE).

Markus Gloeckler has interpreted and reproduced a number of recently published experimental results using numerical modeling tools.  These simulations explain large negative AQE (>>100% in magnitude) in the spectral range of 350-550 nm, modestly large negative AQE (>100%) in the spectral range of 800-850 nm, and enhanced positive or negative response observed under red, blue, and white light bias.  Some of these effects originate from the photogeneration in the highly-compensated CdS window layer, and some from photogeneration within the CdTe.  The effects are further modified by the size of the CdTe back-contact barrier.

Fig. 17 shows the magnitude of the CdTe AQE response reported by Bätzner, Agostinelli, Romeo, Zogg, and Tiwari [MRS Proc. 668, H5.17 (2001)] as a function of applied voltage.  For voltages greater than 600 mV, there was a phase shift greater than 90( for the peaks that appear near 400 and 840 nm.  We interpret the large phase shift as a reversal of the AQE sign.  Fig. 18 is our simulation, which, assuming the sign reversal for the two peaks, reproduces all the features seen in the experimental data.
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Figure. 17.  Experimental CdTe AQE with increasing bias (from Bätzner et. al.)
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Figure 18.  Calculated CdTe AQE with increasing bias.

The “standard” decrease in AQE at the intermediate wavelengths is due to resistance in the cell and the measurement equipment.  The fact that it goes slightly negative is a result of modest light-induced changes in series resistance and A-factor.  The large negative peak below 500 nm is basically a phototransistor effect where blue photons pull down the CdS conduction band and allow considerably more forward current (opposite sign from photocurrent) to flow.  The smaller negative peak near the CdTe band gap is due to red photons that penetrate into the back-contact region where the field is opposite to the primary diode field.  This effect would disappear in the absence of a back-contact barrier.

The large negative peak seen in Figs. 17 and 18 near 400 nm is highly sensitive to the intensity of the probe beam used to measure AQE.  The additional current due indirectly to the blue probe beam is nearly independent of the probe bean intensity.  Since AQE is determined by normalizing the current change to photon flux, it will be quite large when the probe intensity is small.  At higher probe intensities, the CdS-related AQE effect becomes quite small.  Since the experimental photon flux generally varies with wavelength in a QE measurement, both the size and the shape of the CdS-related peak will be highly instrument and calibration dependent even for measurements made on the same or similar cells.
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Figure 19.  Voltage dependence of AQE at 400 nm for different probe intensities.  

Typical features of CdTe AQE variations with bias light are shown in Fig. 20.  The curves shown are calculated, and they closely resemble measurements reported by Hegedus et. al. [MRS Proc. 763, B9.5 (2003)].  The large red-light bias effect increases AQE at short wavelengths.  It results from an increase in the CdTe depletion width, and hence better red-photon collection, when blue photons in the probe beam generate additional carriers in the CdS. Similarly, but to a smaller degree, blue bias increases the CdTe depletion width and allows better collection of a red probe beam.  White-light bias will look much like the blue-bias curves.
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 Figure 20.  Calculated AQE with dark, red, and blue bias light.
CdTe Capacitance Evaluation.  Alan Fahrenbruch has extended his numerical modeling of CdTe cells to evaluation of capacitance, which can be done with the SCAPS software.  He finds that the basic difference in capacitance vs. voltage, which can be converted to CdTe hole density p vs. distance from the CdS junction (Fig. 21), is that photogeneration in the CdTe increases its hole density.  At the same time the depletion width at any given bias will be reduced, so that the spatial region probed in Fig. 21 will be shifted closer to the CdS junction.




Figure 21.  SCAPS fit of light and dark CdTe capacitance data.

Modeling Workshop.  I organized a modeling workshop adjacent to the January 2003 National CIS Team Meeting.  Five talks, including two by Alan Fahrenbruch and Markus Gloeckler, on modeling applications were followed by discussion of the value and limitations of numerical simulation.  Also, as part of his presentation (see Appendix), Alan Fahrenbruch compiled a comparison of available software packages that have applicability to at least some aspects of solar-cell simulation.

APPENDIX  -  SIMULATION SOFTWARE

SOLAR CELL SPECIFIC:
AMPS
S. Fonash
easy to use                               free by request

ADEPT
J. Gray
upgrade soon                           free by request

PC1D
P. Basore
trap-assisted tunneling
≈ $100

SCAPS
M.Burgelman
C-V, interface recombination  free by request

SimWindows
D. Winston
heat, tunneling                     free by download

•
All 1D......all for Windows
•
All use Drift-Diffusion Model of transport
•
All closed to modification of code

PDE SOLVERS:

PLATFORM
DEMO
ACADEMIC
PROF.
FEMLAB
Windows, Unix,
Free
$1,100
$4,600

Mac OS X, Solaris
FlexPDE
Windows, Linux,
Free
$90
$715

Mac OS X, Solaris
(download)
•
Software routines to solve user specified partial differential equations
•
User supplies the physics and boundary conditions

SEMICONDUCTOR DEVICE:  

PLATFORM
DEMO
ACADEMIC
PROF.

APSYS*
Windows, ???
Free
$16,500
$33k
Atlas*
UNIX, Windows
—
$2,900
$60k
DESSIS
UNIX, Windows?
—
$1,900
$50k–$150k

Medici*
Solaris, Unix, LINUX
?
?
?
MicroTec
Windows
Free
$700
?
(* These have some solar cell capability built in)

•
Transport models can be selected


Drift-Diffusion                  Monte Carlo


Hydrodynamic                   Quantum Mechanical
•
These programs are more versatile with much more physics



Heat transfer                  Tunneling               Optics

User subprograms can be incorporated
•
More open to modification...including programming
•
Typically considerably harder to use
•
Most have Graphical User Interfaces

CIRCUIT MODELERS:  
P-SPICE

•
Can be used to add external series resistance or analyze module circuits

PHASE III PLANS

Much of the work planned for Phase III will follow naturally from the work summarized above.  It will involve continued collaboration with our team partners, and it will continue to focus on the basic information needed to assist commercialization of thin-film photovoltaics.  

Whole-cell analysis of CIGS cells will focus on the full range of Ga-content and on differences in the Ga-dependence of cell parameters when alternative buffer layers are used.  We will complete the third-level-metrics project for CdTe cells, extend the approach to less ideal diodes, and apply a similar strategy to CIGS.  We will also continue to collaborate with other laboratories to characterize a variety of CIGS and CdTe cells, including changes due to temperature-, bias-, and light-induced stress.

Photocurrent micro-nonuniformity studies will emphasize systematic evaluation of the nature and distribution of cell defects.  We will also continue to develop the additional information available from variations in light intensity and electrical bias, and from comparisons with other small-area measurements on the same cells.

Defect studies in CIGS will focus on attaining information on states within the band gap through PL studies of single-crystal CdTe with controlled introduction of copper and chlorine, and with systematic variations in surface preparation and annealing-temperature cycles.  We will also continue the development of our low temperature admittance spectroscopy apparatus for use with CIGS.

Our numerical modeling of CIGS and CdTe cells will continue to explore the effects of secondary barriers, arising from band-offsets and contacts, and of photogeneration that alters the band picture.  We will continue to emphasize straightforward explanations for experimental features, particularly those that are limiting performance, and we will continue to develop strategies for gaining the most useful information from current software packages.
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