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ABSTRACT 


Quantum efficiency measurements of n-CdS/p-CdTe solar cells performed under non-standard illumination, voltage bias, or both can be severely distorted by photogeneration and contact-barrier effects.  In this work we will discuss the effects that are typically observed, the requirements needed to reproduce these effects with modeling tools, and the potential applications of apparent quantum efficiency analysis.  Recently published experimental results are interpreted and reproduced using numerical simulation tools.  The suggested model explains large negative apparent quantum efficiencies (>>100%) seen in the spectral range of 350-550 nm, modestly large negative apparent quantum efficiencies (>100%) in the spectral range of 800-850 nm, enhanced positive or negative response observed under red, blue, and white light bias, and photocurrent gain significantly different from unity.  Some of these effects originate from the photogeneration in the highly-compensated CdS window layer, some from photogeneration within the CdTe, and some are further modified by the height of the CdTe back-contact barrier.

PACS numbers: 73.50.Gr, 73.61.Ga

 I. INTRODUCTION

Experimental measurements of solar-cell quantum efficiency, the ratio of electrical to photon current at a given wavelength, when performed under non-standard conditions (voltage bias; no light bias, or limited spectral range; high frequency chopping), can produce a variety of invalid results.  Hence the term “apparent quantum efficiency” (AQE) is used to distinguish such results from the quantum efficiency (QE) measured under standard conditions (one sun illumination, zero bias).  The quantum efficiency as a measure of the primary light-generated current should be positive and limited to the range 0-1.  AQE, which includes changes in secondary currents, can be negative or positive, and can exceed unity in magnitude.  Apparent quantum efficiency measurements can be a useful tool to analyze device structures since (1) most of the AQE effects are very sensitive to small changes in electronic structure, (2) they can serve as a test for proposed device models, and (3) they typically represent a comprehensive data set for analysis purposes.  Partial explanation of reduced AQE in forward bias was given 15 years ago by Phillips et al.1 and Sites et al.2.  More recent results require the consideration of secondary barriers and photogenerated changes in carrier density to explain the observed AQE effects.  The focus of this paper is on CdS/CdTe thin film solar cells, though parts of the discussion can be applied to other photovoltaic structures with heterojunctions or non-ohmic contacts.  

The purposes of this paper are (1) to explain the non-standard results, (2) to give some guidance on how these effects can be avoided in measurements, and (3) to explore whether the problem can be reversed and AQE can be used to deduce the size of secondary barriers.  This paper is organized as follows:  II. AQE measurement, III. Device model, IV.  AQE effects with bias light, V. AQE effects under forward voltage, VI. Experimental complications, and VII. Photocurrent gain.  In sections IV-VII, recently published experimental results3-6 are compared with modeling calculations, and the model proposed here is compared to models suggested by others3-6.  Distinct spectral ranges for CdS/CdTe cells are referred to as “CdS region” (350 nm <  < 550 nm), “red region” (550 nm <  < 800 nm), and “band gap (Eg) region” (800 nm <  < 850 nm). 

II. AQE MEASUREMENT

The quantum efficiency of a solar cell should by convention be measured under standard solar illumination (“one sun”) at zero electrical bias.  AQE results from measurements performed under limited-spectrum bias light, or in the dark, or with applied voltage bias.  Typically, the magnitude and phase of the ac current response to a monochromatic chopped probing beam is measured by a lock-in technique.  The phase is influenced by the circuit impedance and is defined to be zero at 0 V bias.  A phase of 0º is interpreted as photocurrent opposite the forward diode current and by convention a positive QE or AQE.  A phase of 180º is hence the same polarity as the forward current and referred to as negative AQE.  Current response can be delayed if a slow trapping process is involved in the transport mechanism, which can result experimentally in an intermediate phase angle.

Phillips et al.1 and Sites et al.2 showed that the AQE reduction in forward bias approaching the standard operating voltages of the cell is always present and depends strongly on the series resistance (RS) of the solar cell and the input impedance (RL) of the measurement circuit.  An analytical model describes the AQE under voltage bias2:
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JF is the forward diode current, rsh the shunt resistance, q elementary charge, and A the diode quality factor.  According to Eq. (1), AQE(V) falls from its value at 0 V towards zero as the forward diode current becomes significant.  An extended analysis showed that the AQE response can become slightly negative, if the device shows non-idealities such as light dependent A, RS, saturation current, or built in potential2.

III. DEVICE MODEL

The AQE modeling calculations discussed in the following sections primarily used the software tool AMPS-1D7.  AMPS-1D calculates the steady-state band diagram, recombination profile, and carrier transport in one dimension based on the Poisson and hole and electron continuity equations.  It uses a spatial grid that typically contains several hundred grid points.  Recombination currents are calculated with the Shockley-Read-Hall model8.  The baseline AMPS-1D input parameters used here, including those for a SnO2 transparent front contact, are given in Table I.  The thickness of each layer of the cell structure is typical of successful CdTe solar cells.  The n-CdS layer is assumed highly compensated, with comparable high densities of shallow donor and deep acceptor levels present.  Inequality in electron and hole cross-sections follows from the charge states of the defect states and the free carriers.  The general selection of input parameters was discussed recently9.  We use less compensated CdTe here than in ref. 9, since a strong CdTe compensation leads to non-idealities such as light-dependent series resistance and diode quality factor which unnecessarily complicate the AQE behavior.  The default illumination spectrum is set to the global AM1.5 standard for terrestrial solar-cell measurements10.  For calculations presented in section IV, parts of the illumination spectrum were removed to simulate the effect of high (> 600 nm, “red”) or low (< 600 nm, “blue”) pass filters.

The resulting band diagrams calculated in thermodynamic equilibrium (dark) and under standard solar illumination (light) at zero bias are given in Fig. 1.  The primary effect of the light is to widen the depletion region as a result of the photoconductivity in the CdS.  From left to right in Fig. 1: transparent contact SnO2 (n+, 0.5 m), CdS (effectively n-, 0.1 m), and CdTe (p-, 4 m).  Back barrier Efp - EV = 0.5 eV.  Calculated current-voltage (J-V) characteristics with the Table I parameters are: open circuit voltage (Voc)  0.83 V, short circuit current density (Jsc) 22 mA/cm2, fill factor (FF) 73%, and conversion efficiency () 13.5%.  These values are typical for with CdTe solar cells of reasonable quality.

IV. AQE EFFECTS WITH BIAS LIGHT

In the following discussion broad-spectrum “bias light” generates typical photocurrent densities the order of 5-20 mA/cm2, whereas the narrow-wavelength “probing-beam” intensity is assumed much smaller, generating current densities of approximately 0.1-0.5 mA/cm2.

Experimental AQE variations with bias light have been reported recently by Hegedus et al.3.  The major effects observed were: (1) response in the “CdS” spectral region greatly increases with red light bias, (2) response in the “red” region increases by a few percent under white or blue light bias, (3) effects 1 and 2 are stronger under forward bias, and (4) effect 1 decreases with increasing chopping frequency, whereas effect 2 is frequency independent.  The AQE was positive for all cases.  In Fig. 2 the calculated AQE is shown in the dark and under red and blue light bias at 0 V.  The modeling calculations agree well with the experimental results and the qualitative explanations given by Hegedus et al. as discussed below.

A. Red light bias 

Red light bias,  > 600 nm, generates electron hole pairs only in the CdTe layer, since Ephoton < EgCdS < EgSnO2.  The CdTe is modeled with a low compensation only, and hence the dark and red light bias band diagrams nearly coincide.  A blue probing beam, 400 nm <  < 520 nm, contains photons with energies above the CdS band gap energy and is primarily absorbed in the CdS.  Some of these light-generated holes are trapped into deep acceptor states, leaving behind light-generated electrons and effectively increasing the n-type character of the CdS layer.  The higher effective doping density in the CdS widens the depletion region in the CdTe (see “red light bias + blue probe beam” in Fig. 3).  The collection probability of light-generated carriers increases with increasing depletion width, since the region of field-assisted collection is increased.  Hence, adding a blue probe beam to the red light bias generates the standard small “blue” current plus a small increase of the large “red bias light” current.  The additional red current can be of comparable magnitude, or greater, than the blue current, and thus the apparent quantum efficiency in the spectral CdS region of Fig. 2 is significantly enhanced.

B. Blue light bias

The intensity of the blue bias light is large in comparison to the probing beam; therefore, it generates free electrons at a much higher rate and discharges a greater number of defect states in the CdS.  This has two implications: (1) the CdS is effectively more heavily n-doped, which widens the CdTe layer depletion width by a small amount and increases the collection efficiency for photons absorbed in the CdTe layer.  (2) Since a blue probe beam is of much lower intensity than the bias light, it is not able to modulate the CdS conductivity so that the effects described in the red light bias section are negligible.  The AQE in the red region increases in proportion to the collection efficiency, and hence the observed effects are small.

White light bias, containing blue and red photons, shows a similar effect to the blue light bias.  Although additional red photons are present in the white light, effect (2) prevents these photons from causing a measurable AQE increase in the CdS region.

C. Forward voltage enhancement

Under forward bias, the depletion width is reduced, which leads to lower collection of red photons under all conditions.  The depletion widening caused by the blue probe beam or bias light causes greater current changes compared to zero voltage bias, since a greater fraction of electron-hole pairs is generated in the volume that participates in the depletion width change.  The more effective depletion width change enhances the red and blue light bias effects described above.  Experimental3 and modeled AQE in the CdS region increases rapidly becoming greater than unity under red light bias, and it shows a greater difference between dark and blue light bias in the red spectral region.

D. Frequency dependence

Under the assumption that the photoconductivity of the CdS is caused by trapping of holes in deep states of the CdS, the red light bias effect will be limited to the frequency range in which the traps can follow the chopped probe beam light.  At higher frequencies, the enhancements should gradually decrease and become quite small at chopping frequencies above1000 Hz3.  We calculated only the dc response, which should be the low-frequency limit for experimental ac measurements. 

V. AQE EFFECTS UNDER FORWARD VOLTAGE

Typical experimental AQE results with increasing forward bias from 0 to 0.95 V, a range that slightly exceeds the typical 0.8 V open-circuit voltages of a CdTe solar cell, are shown in Fig. 4 (based on Fig. 1 in ref. 4); these measurements were performed in the dark (without bias light).  For voltages greater than 600 mV, there was a phase shift greater than 90( for the peaks that appear near 400 and 840 nm.  We interpret this large phase shift as a reversal of the AQE sign.  In the CdS region the magnitude of the AQE response increases rapidly above 0.6 V, has a maximum at 0.8 V, and decreases at still higher voltages.  Samples in other studies11 have shown a monotonically increasing AQE response in the CdS region, being as high as 12 at a voltage of 1 V, but a very similar AQE behavior in the red and band gap regions.  In the red region, the response always decreases monotonically with voltage.  In the band gap region, a small peak in AQE magnitude develops at higher forward voltages.  

The “standard” decrease, in the red region is due to resistance in the cell and the measurement equipment.  The large negative peak below 500 nm is basically a phototransistor effect where blue photons pull down the CdS conduction band and allow considerably more forward current (opposite sign from photocurrent) to flow.  The smaller negative peak near the CdTe band gap is due to red photons that penetrate into the back-contact region where the field is opposite to the primary diode field.  The AQE under increasing forward bias was calculated with the model discussed in section III (Fig. 5).  The large negative response in the CdS region in Fig. 5 corresponds to the large-magnitude CdS response in Fig. 4, which was measured with a large phase shift.  The agreement of the model with the experimental data is quite good: compare Fig. 4 interpreting its large phase-angle regions as negative to Fig. 5.  A detailed discussion of the three wavelength regions follows.

A. CdS region

AQE becomes negative above 0.6 V forward bias, increases in magnitude up to 0.8 V, and decreases in magnitude for still higher voltages.  The large negative response results from an increase in forward current due to the blue photon illumination.  The band diagram calculated at 0.75 V in the dark and under illumination by the probe beam light is shown in Fig. 6.  The compensation in the CdS layer leads to a barrier at the CdS-CdTe interface, which limits the forward electron current.  The presence of a blue probe beam (350nm <  < 520 nm) significantly enhances the CdS conductivity and reduces the barrier height, which in turn increases the forward current.  Thus, adding blue photons generates the usual photocurrent, but also allows the flow of what can be a much larger forward current.  Whenever the forward current increase is larger than the photocurrent increment, a negative AQE is measured.

Koentges et al.5 and Agostinelli et al.6 have proposed models to explain the CdS role in the large AQE activity.  In both models, the CdS layer forms a barrier that is modulated by blue light.  In Agostinelli’s model, the barrier is generated by a strong overcompensation of the CdS material that acts as a modulated barrier photodiode, since the CdS is between a n-type window layer and a hypothesized n-type CdTe surface layer.  Koentges’s model uses band offsets to generate the barrier in the conduction band, and Koentges et al. conclude that the band offset at the window-CdS interface must be greater than 0.2 eV.  Our results, however, show that the requirements of both these models are too restrictive and that the CdS AQE peak is a general consequence of CdS photoconductivity alone.

B. CdS region - back contact dependence

At higher biases (> 0.8 eV), the forward current may become limited by the back barrier diode, which restricts hole flow into the CdTe.  Under these conditions the forward current is independent of the CdS layer and therefore no longer affected by the blue probe beam illumination.  Thus, at higher voltages the AQE decreases (i.e. Fig 4 and 5).  Based on thermionic emission diffusion theory12, the back-barrier saturation current (JSat) in our model (and most likely in all experimental CdTe solar cells) is diffusion limited.  It should be proportional to the electric field strength at the back (E) and the hole mobility (h) and should depend exponentially on the barrier height (bc):
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where q is the elementary charge and NV the effective density of states in the valence band.  These dependences were evaluated using the numerical model.  Calculated AQEs for  = 400 nm with varying back barrier height bc are shown in comparison with experimental data (based on Fig. 4 in ref. 4) in Fig. 7.  If the back barrier is smaller, the calculated AQE response increases monotonically at higher voltages (> 0.8V), as was observed by Agostinelli11.  If the AQE(V) has a maximum in the CdS region for a specific voltage, this maximum is a measure of the back diode saturation current density. The saturation current is also related to the CdTe carrier mobility, h in Eq. (2).  Figure 8 shows the AQE calculations in the same voltage range as Fig. 5 with a decreased hole mobility of h = 10 cm2/Vs (Fig. 5: h = 40 cm2/Vs).  The response in the red and band gap region is unchanged whereas the “negative maximum” in the CdS AQE peak is reduced by approximately a factor of four, corresponding to the reduction in mobility. 

C. Red region

AQE ( = 700 nm) vs. voltage for a device with strong AQE activity is shown in Fig. 9 (based on Fig. 4.3 in ref. 11).  For comparison, the results of the analytical model, Eq. (1), and the numerical model are shown.  The qualitative agreement between experiment and analytical model is good.  The numerical model had no series or external circuit resistance except for the bulk of the semiconductor material, and hence the decrease in its AQE occurs at higher voltage.  As briefly mentioned in section III, a more strongly compensated CdTe material, with shallow donor density comparable to deep accepter density, leads to a light dependent A-factor and RS, and in qualitative agreement with the analytical model of ref. (2), the numerical model shows slightly negative AQE at higher voltages.

D. Eg region

The numerical model reproduces the small negative band gap peak (Fig. 5), which is shown enlarged in the inset of Fig. 4.  This small response is caused by deep absorption of photons that have energies near the band gap energy of CdTe and are thus absorbed in the secondary space charge region resulting from the contact barrier at the back of the device.  The back diode is in reverse bias when the complete device is under forward bias, hence the back diode has an increased space charge region at higher voltage.  Electron-hole pairs generated towards the back contact intrinsically generate a current response opposite to the primary photocurrent, which appears experimentally as phase angles close to 180º.  Partial modeling of this effect was reported by Baetzner et al.4.

E. Large Eg response

Experimental AQE results reported by Koentges et al.5 show large negative peaks in the CdS region and in the Eg region comparable to or greater than unity in magnitude.  Large negative Eg peaks follow from a modulation of the back contact saturation current.  Following a similar argument to the one proposed by Koentges et al.5, we find that a compensation of the CdTe material at the back contact allows a modulation of the effective doping density and, hence, a modulation of the trapped space charge and the electric field strength.  This leads, in agreement with Eq. (2), to a modulation of the saturation current.  Results are shown in Fig. 10 calculated with a deep donor defect density equal to half the shallow acceptor density.  

With electron diffusion lengths comparable or larger than the device thickness, electrons generated at the front of the device drift to the back contact and modulate the back contact saturation current as well.  Under these conditions, the large negative band gap peak can extend into the red region, giving a large negative response throughout the red wavelength range.  Experimentally this was observed by Koentges et al.5 in cells when the CdCl2 activation process typically used for high quality cells was omitted.

VI. EXPERIMENTAL COMPLICATIONS

Most of the above effects result from trapping of light-generated holes into ionized deep acceptor states in the CdS layer.  The size of the barrier reduction depicted in Fig. 6 depends on the trap density and the change in occupation probability of the deep levels.  This probability varies with the hole density which strongly depends on the illumination flux density, and the cross section of the deep states.  With very high illumination fluxes or large cross section ratios, the trap discharge saturates and all traps are emptied under illumination.

A. Probing beam intensity


With a large cross section ratio, h/e >> 1, the barrier reduction as shown in Fig. 6 is relatively independent of the probing beam intensity, and thus different probing intensities cause similar current changes. The AQE response, which is the ratio of current density to beam intensity, will thus be greatly enhanced at lower probe beam intensities.  Fig. 11 shows the calculated AQE response at 400 nm vs. voltage for various probing intensities in comparison to experimental data based on Fig. 4 in ref. 4.  The default intensity for our modeling calculations of 1015 cm-2s-1 corresponds to a current of about 0.15 mA/cm2 and is fairly typical of experimental measurements.  With higher probe intensities, the CdS effect nearly disappears, and with smaller intensities, it is greatly enhanced.  Hence, the magnitude of the CdS peak can only be interpreted properly when the probing intensity is known.  Furthermore, experimental setups often vary significantly in flux density between 350 and 550 nm, and thus, experimental AQE results can be further distorted.  The sloped CdS response at voltages above 0.6 V in Fig. 4, for example, are probably caused by a reduced flux density towards smaller wavelengths.  

B. Chopping frequency


The time constant for the recharging of the deep traps in the CdS is likely the order of 1 – 10 ms, based on the results of Hegedus et al.3 which show that the AQE effects in the CdS region diminish considerably for frequencies approaching to 1000 Hz.  AQE effects are the strongest at low frequencies, approaching dc conditions.  In the CdS region, the typical current signal measured under forward bias is a superposition of the primary negative photocurrent and a positive forward current.  Through the slow trap release, the positive forward current response is delayed and phases smaller than 180º are observed.  The experimental phase should approach 180º as the chopping frequency approaches zero.

VII. PHOTOCURRENT GAIN


The photocurrent gain, , of a diode is defined as photo-induced current change at any voltage divided by the short circuit current density, J(0,G), which should be proportional to the light intensity G:
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For a solar cell,  is expected to be close to unity and independent of G, but AQE effects can alter  significantly.  

AQE and photocurrent gain measurements are closely related; both measure the current caused by illumination.  The difference is the probing illumination: monochromatic light for AQE and broad spectral content, “white” light, for photocurrent gain measurements.  AQE (1) measures the current change J due to a monochromatic probe beam of intensity G and (2) normalizes this current difference to the probe flux density, AQE ( J/G.  Photocurrent gain (1) measures the current change J due to white light and (2) normalizes the current difference to the light intensity G, ( J/G.  

Photocurrent gains for CdTe cells that were not constant, but followed a power-law dependence on illumination intensity, were reported by Agostinelli et al.6.  The log-log slope of their data is found to be -1.0 ± 0.05.  However, this simply means that the current difference J(V,G) – Jdark(V) is constant, independent of G.  Hence, no real modulation is occurring: the device changes between a “light on” and a “light off” state independent of the light intensity.  With minor adjustment to the model discussed in section III, the power-law dependent photocurrent gain (Fig. 12), very similar to that experimentally observed6, was seen.   is constant and positive at low voltages.  At higher voltages,  is negative over a progressively larger intensity range and becomes inversely proportional to the illumination intensity.  The changes to the model parameters in Table I were:  (1) addition of recombination centers in the bulk CdTe to lower Voc, (2) decreased back barrier of 0.4 eV, and (3) reduced electron capture cross section of 10-20 cm2.  The very small electron cross section is unusual.  However, cross sections as small as 3x10-19 cm2 have been measured for defects in CdTe layers13.  Also, CdS containing solar cells are often reported with long time transients on the order of hours to days5,14.  Such long time constants are highly suggestive of capture cross sections significantly below the 10-20 cm2 used.  Although the modulated barrier photodiode model, proposed by Agostinelli et al.6,11, does reproduce all observed AQE, J-V, and photocurrent gain effects, the observed power-law dependence of -1 is more general than that model.

VIII. DISCUSSION

Several groups have recently studied CdTe solar cells using apparent quantum efficiency analysis3-6.  We have discussed their experimental results, have explained all observed effects, in some cases by extension of the original explanation, and have confirmed our explanations with numerical simulations.  Our proposed model has the advantage of requiring only one basic assumption: a compensated (photoconductive) CdS layer that is depleted in the dark.  We also showed that the power-law behavior of the photocurrent gain, with slope -1, is not unique to the modulated barrier photodiode structure proposed recently6,15,16.

Although AQE analysis requires some effort, there are several potential applications: (1) Determination of front and back-contact barrier heights on a qualitative and quantitative level.  This is possible since the voltage at which the AQE peaks in the CdS region (e.g. Fig. 7) is determined by the relative sizes of the front and back barriers.  The absence of a peak (uniform decrease) indicates a small back barrier, while the maximum size of the CdS peak with known probe intensity is a direct measure of the saturation current of the back diode.  (2) Determination of CdS and CdTe defects.  On a qualitative level, the compensation levels, or at least the presence of compensation, can be ascertained from the AQE behavior.  A more detailed study in terms of densities and cross sections has not yet been undertaken.  However, the model presented here indicates that repeated measurements of the AQE effects with varying probe beam intensity and chopping frequency allows one to evaluate these parameters.  (3) Development of a realistic device model.  This has been achieved on a general level.  Process or material variations lead to variations in AQE features, and hence require adjustments in the device-model parameters for individual solar cells.
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Table I:  Input parameters for the numerical model:  barrier heights (bn = EC – EF and (bp = EF – EV; surface recombination velocity S; layer width W; dielectric constant  mobility  electron/hole density n/p; band gap energy Eg; effective density of states NC and NV; electron affinity ; conduction band offset EC; acceptor-like (donor-like) defect density NDG(AG); defect peak energy EA(D); defect distribution width WG; capture cross section .  The subscript e/h refers to electron/hole properties.

A. 
General device properties
Front
Back


(b (eV)
(bn = 0.1
(bp = 0.5i

Se (cm/s)
107
107

Sh (cm/s)
107
107

Reflectivity Rf (1)
0.1
0.8

B.
Layer properties
SnO​2
CdS
CdTe


W (nm)
500
100
4000


0 (1)
9
10
9.4



e (cm2/Vs)
100
100
320


h (cm2/Vs)
25
25
40


ND/A (cm-3)
ND: 1017
ND: 9.6x1017
NA: 2x1014

Eg (eV)
3.6
2.4
1.5


NC (cm-3)
2.2x1018
2.2x1018
8x1017

NV (cm-3)
1.8x1019 
1.8x1019 
1.8x1019

(eV)
4.5
4.5 (EC = 0)
4.4 (EC = -0.1)

C.
Gaussian (midgap) defect states
SnO2
CdS
CdTe


NDG, NAG (cm-3)
D: 1015
A: 1018
D: 2x1013

EA, ED (eV)
midgap
midgap
midgap


WG (eV)
0.1
0.1
0.1


e (cm2)
10-12
10-17i
10-11

h (cm2)
10-15
10-12
10-14

i parameter was varied for calculations discussed in section VII, see text for details. 
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FIG. 1.
 Conduction and valence bands at V=0 in the dark and under solar illumination.  The compensation of the shallow donors by deep acceptors in CdS is partially lifted under illumination.
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FIG. 2.
 AQE calculated under blue and red light bias.
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FIG. 3.
 Conduction band at V = 0 under red light bias, with and without a blue probe beam.  The blue probe beam produces a small widening of the CdTe depletion region.
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FIG. 4.  Magnitude of AQE measured without bias light under increasing forward bias.  Inset shows enlargement of the band gap peak.  The large CdS response is accompanied by a large shift in phase angle.
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FIG. 5.  Calculated AQE with no light bias as a function of forward bias.  The modeling output is either positive or negative; phases other than 0 and 180( are not simulated.
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FIG. 6.  Band diagram at 0.75 V forward bias in the dark and under illumination with a 400 nm probing beam.  Beyond a certain threshold voltage (~ 0.7 V) the forward electron current flow is limited by the barrier located at the CdS-CdTe interface.
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FIG. 7.  AQE calculated at  = 400 nm with varying back barrier height bc  in comparison with experimental data at  = 370 nm.
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FIG. 8.  AQE as a function of voltage bias calculated with decreased CdTe hole mobility h = 10 cm2/Vs.  (Calculations for Fig. 5 used h = 40 cm2/Vs).
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FIG. 9.  AQE response in the red region: experimental data compared with the analytical model and numerical simulation.
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FIG. 10.  AQE with enhanced Eg peak calculated in the dark under forward bias with increased compensation in the CdTe layer (NA = 2x1014 cm-3, NDG = 1014 cm-3; calculations for Fig. 5 used NDG = 2x1013 cm-3).
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FIG. 11.  Calculated AQE at = 400 nm with varying probing beam intensity (filled symbols) and experimental data (open symbols) at  = 370 nm.
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FIG.12.  Calculated photocurrent gain .  Negative  is plotted with dashed lines, positive  with solid lines. 
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