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Estimating Net Energy Savings

This chapter focuses on therationale-for-net savings-estimation-methods used to estimate net
savings in evaluation, measurement and verlflcatlon éEM&W—studles for energy— efﬁmency

(EE) alus "
mﬂeenee%he—eheqe&eﬁnmheds—m%%eeme*t—the-pewpes&eﬁproqrams The most dlrect
contribution from net savings evaluation studies is to provide decision-makers® with-the
information needed to make good EE investment decisions-+a-EE. The specific audience for the
evaluation effort can influence the methods used, the aspects of the evaluation that are
emphasized, and-the depth of analysis, and the presentation-efmanner in which the workeeStlits

are presented.

Estimating net savings is central to many EE evaluation efforts and is broad in scope-since-t
focuses-on-defining-. It requires the determination of baselines (i.e., the counterfactual scenario)
and savings levels: across many types of programs. The intent of this chapter.is not to prescribe
specific methods for estimating net savings, but ratherto describe commonly used methods-ané
the-, as well as other methods that are receiving attention in the evaluation Community.
Information is provided on tradeoffs ef-each-to-enable-eachjupisdictionin the application of
methods that will help jurisdictions and program administratars make good decisions about
whatthe use of net savings methods-te-use.

The References section at the end of this chapter includes cited articles that esveraddress the
speetfiepresented methods in greater depth_than the scope of this chapter allows.

! Decision-makers that influence EE investments include regulators, utilities, program administrators, legislators,

and implementation contractors-whe-cenduct-much-program-delivery-field-work-.
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1 Universality of the Net Impacts Challenge

Investment decisions result in allocating resources to achieve particular objectives. Regardless of
the type of investment, once made, it is difficult to assess what would have happened absent that
decision. This is the essence of evaluation: “What are the impacts of that investment decision?”
These are termed net impacts, or attributable impacts. To address net impacts, a baseline is
needed that represents what would have happened in the absence of this-investment\What-would

hav&h&ppened—m#}&abseﬁe&eﬂhe investment. This baseline is termedalso called the

“counterfactual scenario:>.

Journalpublications-and-beoks-that-examineThe broader literature on evaluation practiees

revealreveals a parallel between issues arising from estimating the net impacts of EE investments
and etherestimating the effects of other types of investments made in either the private or the
public sector. Examples include:
e Healthcare: What would the health effects have been without an investment in water
fluoridation?

e Tax subsidies for economic development: Would the preject—or a variant of the
project—have proceeded without a subsidy?

e Education subsidies: What would happen if schoel, lunch“programs were not subsidized
or if low-interest loans for higher education were not.offered?

e Military expenditures: What would have happened without an investment in a specific
military program or technology?

Across industries and applications, program evaluators grapple with how to appropriately

approximate the counterfactual scenario-—&o+EEpregrams,-the-counterfactual- scenario-often
meladesanassumpﬁen and determme Impacts that sem&pmg%am—parﬂerpantsweuld—have

attrlbutable to the mvestment belnq analvzed (Cook et al. 2010). 2

2 Some evaluators also view net savings estimation as an assessment of causality. This chapter uses the term
attribution rather than causality, as it is more descriptive of the problem discussed, whereas causality has a wider
range of interpretations that extends to metaphysics.
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2 Defining Gross and Net Savings for Practical

Evaluation
This section discusses-estimating-net savings-as-an-assessmentof attribution. "1t defines key
terms related to estimating net savings and summarizes the-differentvarious uses of net savings
measurement in the industry. It also describes many ef-the-issues evaluators face when
estimating net savings;-which-is-tied-te- in the context of developing an appropriate baseline
against which program accomplishments are compared to estimate net impacts.

2.1  Definition of Gross and Net Savings
| The Uniform Methods Project (Haeri; 2013) provides the following definitions of gross and net
savings:

e Gross Savingssavings: Changes in energy consumption that result directly from
program-related actions taken by participants of an EE program, regardless of why they
participated.

| e Net Savingssavings: Changes in energy use that are attributable to a particular EE
program. These changes may implicitly or explicitly include the effects of

freeridershipfree ridership, spillover, and induced.market-effects.

2.2 Definitions of Factors Us€d in Net Savings Calculations

The factors most often used to calculate netisavings are freeridershipfree ridership, spillover
(both participant and nonparticipant), and market effects. The definitions of these factors shown
in Section 2.2.1 and Section 2.2.2 are.consistent with those contained in the Energy Efficiency
Program Impact Evaluation Guide<(SEE Action; 2012b).

idershi
2.2.1 FreeriderghipFree Ridership

Free ridership is the'percentage-of-program savings attributable to freeriders—Freeriders-are-free
riders (program participants who would have implemented a program measure or practice in the

absence of‘the program-). There are three types of freeridership-forprogram-evaluatorsto
address:fieeriders:




DRAFT #4 | Not for Citation

e Total Freeridersfree riders: Participants who would have completely replicated the
program measure(s) or practice(s) on their own and at the same time in the absence of the
program.

o Partial Freeridersfree riders: Participants who would have partially replicated the
program measure(s) or practice(s) by implementing a lesserlesser quantity or lower
efficiency level.

o Deferred Freeridersfree riders: Participants who would have completely or partially
replicated the program measure(s) or practice(s) at a future-time beyendafter the program
timeframe.

2212.2.2 _ Spillover

Spillover refers to additional reductions in energy consumption and/or demand that'are due to
program influences beyond those directly associated with program participation.\Spitever
accountsforAs a result, these savings may not be recorded in the actignspaftieipants-take
witheut-program financial-or-technicalassistance-tracking system afAthcredited to the program.
There are generally two types of spillover:

o Participant SpiHteverspillover: This represents the additional energy savings that
eceurare achieved when a program participant—as,a result of the program’s influence—
installs EE measures or practices outside ef-the.efficiency program after having
participated.

Evaluators have further defined the bread category of participant spillover into the
following subcategories:

o Inside SpiHeverspillover:Occurs when participants take additional program-
induced actions at the-project site.

o Outside SpiHeverspillover: Occurs when program participants initiate actions that
reduce energy-use at sites that are not participating in the program.

o Like Spieverspillover: Refers to program-induced actions participants make
outsideithe program that are of the same type as those made through the program
(at the project site or other sites).

o _Unlike SpiHteverspillover: Refers to EE actions participants make outside the
program that are unlike program actions (at the project site or other sites}:) but
that are influenced in some way by the program.

o~Nonparticipant SptHoverspillover: This represents the additional energy savings that
ogeurare achieved when a nonparticipant implements EE measures or practices as a result
of the program’s influence (for example, through exposure to the program) but is not
accounted for in program savings.

22222.3 Market Effects

Market effects refer to “a change in the structure of a market or the behavior of participants in a

market that is reflective of an increase in the adoption of energy efficiency products, services, or
| practices and is causally related to market intervention(s)” (Eto et al-;. 1996). For example,

programs can influence design professionals, vendors, and the market (through product
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availability, practices, and prices), as well as afluencinginfluence product or practice acceptance
and customer expectatlons All-of these influences may induce consumers to adopt EE measures

suggest that market effects can be “best Vlewed as splllover savmgs that reflect significant
program-induced changes in the structure or functioning of energy efficiency markets.”*\While
Prahl et al. (2013) also suggest that market transformation is a subset of market effects (as the

substantive and long-lasting effects). This view implies that marke/€ffectSiare a subset of
spillover. Although spillover and market effects are related, the methods,used to quantify these
two factors generally differ. ForthatreasonTherefore, this chapter addresses them separately.®

2.2.4 Net Savings Equations

Evaluators use different factors to estimate net savings:for various programs and jurisdictions,
depending on how a jurisdiction views equity andrespansibility (NMR et-al;Group, Inc. and
Research Into Action 2010). For example, some jurisdictions erbxinclude freeridershiponly free
ridership in the calculation of net savings-whHezothers include both freeridershipfree ridership
and spillover. Some jurisdictions estimate net savings without measuring freeridershipfree

3 o4 g g When assessing EE
policies in a broad context it should be acknowledqed that some partrcrpants |dent|f|ed as free riders in a current
program might not have hadithe opportunity to adopt the EE measure or service were it not for the effects on the
market from previous£E program efforts. These efforts may have contributed to that measure or service being
available to customers,in the current year. The importance of this issue to evaluation depends on the parameters of
the evaluation. Mestevaluations focus on set time periods spanning 1-3 years. Factors that are included are based
on the in€remental actions taken as a result of the EE program year being evaluated and the current state of the EE
market.JActiofsstaken that resulted from EE efforts in preceding years represent sunk costs and are not
ingrementahto the current program being evaluated. However, this may be an important consideration in a broader
policy assessment examining the overall trend in the adoption of EE measures and services across a longer time
periodsMarket effects of previous years’ programs may not have been fully accounted for, and this can be a
consideration in the broader policy context. However, for assessing the impacts of a given EE program for a given
year, these effects from past programs are not generally considered. This is discussed in more detail in Section
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ridership or spillover (market-level estimates of net savings).” Messenger et al. (2010) also
discuss differences across jurisdictions in the reporting of gross and net savings.

A practitioner who is trying to develop methods fer-estimatingto estimate values for these factors
will find the definitions provided in this section useful. However the evaluator must work with
the information available, which starts with the tracking system.? Evaluators typically view the
data in the tracking system as the initial estimate of gross savings. Sinece-freeridershipBecause
free ridership, spillover, and market effects are untracked values, evaluators mustshould estimate
or account for them outside ef-the program tracking system.’ A practical way to aceount
ferunderstand these values is to consider spillover and market effects as savings that.are
attributable to the program, but that are not included in the program tracking system.
FreeridershipFree ridership represents savings included in the program tracking system/that are
not attributable to the program.

To estimate net savings, the evaluator first estimates these-valuesfree ridershig, spillover, and
market effects, then makes appropriate adjustments to the values in/the tracking database (or
validated tracking database)-*) as illustrated in equation 1.**

® The definitions for freeridershipfree ridership, spillover, and market effects mustshould be integrated with beth(1)
how the utility tracks actual program participation data; and*(2) how the utility records information about expected
program impacts in the program tracking system. In general, the initial gross savings estimate (in terms of
expected energy savings by participant or measure) comes from the tracking system. Seme-oftheseThese data
may include “deemed values” negotiated by the'stakeholders. +r-seme-cases;theseThese deemed values may
include factors that lower the savings of-@'measure; based on assessments of current practice, codes and standards,
and/er other factors that may directly or indirectly influence how the estimated gross savings are adjusted to
estimate net savings. As-aresu—tl{is iImportant to understand how the gross savings are estimated by project and
by participant. In fact, the first recommendation of NMR/ Group Inc. and Research ntelnto Action (2010) is that
the Northeast Region needs a process leading to the development of a consistent definition of adjusted gross
savings.

° TherearedirectDirect gétimationsmethods thatcan-be-usedare available to address freeridershipfree ridership,
spillover, and market effectsiwithout estimating each separately. This chapter addresses randomized control trials,
quasi-experimental . designs, and common practice baselines, each of which essentially is used to adjust the

savings estlmates in the program tracklng system.

A valldated trackmq database is S|mplv a rewewed program tracklnq database A review of the tracklnq

database can determine obvious errors, whether adjustments can make the claimed (ex ante) savings entries more
accurate, and whether any deemed savings values include adjustments that account for net savings factors (for
example, an adjusted baseline that captures market trends). The validated tracking system then contains the most
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Equation 1. Net Savings Including FreeridershipFree Ridership, Spillover, and Market
Effects

Net Savings = Gross Savings — FR + SO + ME not already captured by SO

Where:

FR = freeridershipfree ridership savings
SO = spillover savings

ME = market effects savings not already captured by SO

In much of the literature, the program evaluation approach involves a net-to-gross (NT.G) ratio
for which freeridershipfree ridership, spillover, and market effects are expressed as'a ratio to
gross savings- (equation 2). These widely used NFG-ratios work well for.some types of
evaluation efforts (for example, survey-based estimations). The term is almostsynonymous with
estimating net savings and is commonly defined as the ratio of NT&"savings for the sample. The
population gross savings is then multiplied by the NTG ratio to eStimatéypopulation net savings.

Equation 2. Net-to-Gross Ratio

NTG Ratio = 1 — FR ratio + SO ratio + ME ratio (where the denominator in each
ratio is the gross savings)

When using the NTG ratio defined by specific#freesidesshipfree ridership, spillover, and market
effect factors (or ratios), evaluators use the-follew-equation 3 to calculate net savings:

Equation 3. Net Savings Calculation Using the Net-to-Gross Ratio

Net Savings = NTG Ratio * Gross Savings

While-the-aboveThese definitions are essentially standard in the evaluation literature::*? however
a given jurisdiction may decidewnot to include freeridershipfree ridership, spillover, and/or
market effects in-the-estiration-ef-to estimate net savings. For example, whie-evaluators almost
always include freeridershipfree ridership, but, because of policy choices made in a jurisdiction,
most do not always fully consider spillover and market effects (see NMR et-al;Group, Inc. and
Research Into Action 2010-and; NEEP-2012)TFhis-is-due-to-the-pelicy-choices-made by-that
jurisdiction. 2012)*Most evaluators agree that spillover and market effects exist and have
positivevalues, but i-can-be-difficult-to-determinedetermining the magnitudes of these factors
can he.difficult. Increasingly, the trend is to include estimates of spillover in net savings
evaluations. The inclusion of market effects is also increasing, but ret-to the-samea lesser degree

accurate information on claimed savings for each participating site or project. The benefits of improved
information in the tracking system are discussed by Violette et al. (1993).

Other factors (sometimes called net- impact factors) are generally considered as adjustments to gross
impact estimates. These include rebound, snapback, and persistence of savings. UMP-Chapter 13— Persistence
and-Other EvaluationtssuesViolette (2013) addresses these factors-(\iolette;2013).. As with other NTG factors,
evaluations do not treat net- impact factors consistently in gross impact calculations, and do not consistently
adjust program gross impacts to calculate to a final net impacts number.

12
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asthan spillover. Methods are available to address beth-spillover and market effects and,
sineebecause there is really no debate about whether they exist, these factors should be addressed
When estlmatlng net savings. Ihe—sp#evepand—market—effeetsresnmates—may—haw—seme

telds-It is important to
know the potentlal sizes of splllover and market effects for a glven program or portfolio so that
appropriate policy decisions can be made regardingabout EE investments.

2.3 Uses of Net Savings Estimates in the EEEnergy Efficiency
Industry

Fhere-is-much-discussion-within-manyMany regulatory jurisdictions regardingdiscuSs the
appropriate use of net savrngs estimates. This is due in part to: (1) the cost of the studies to
produce these estimates::** and (2) a perceived lack of confidence in the resulting'estimates.**
However, evaluators and regulators recognize the advantages of consistently measuring net
savings over time as a key metric for program performance (Fagan et al-5."2009).

Evaluators generally agree upen-the-follewing-five-usesfor-that net savings research can be
useful for (SEE Action 2012a, 2012b):

o Programplanning-Gaining a better understanding of how.thte market responds to the
program and using that information to modify tle program design (fer-example,to-set
eensumerincluding eligibility and target matketigg and incentive levels).

o ObtaintngGleaning insight into'market transformation over time by tracking net savings
across program years and determining the extent to which freeridershipfree ridership and
spillover rates have changed over time. This insight ean-petentiatlymight be used to
define and implement.a program exit strategy.

s GDSfAssociates (2012) provides additional information about the costs and benefits of evaluation,

meastirement, and verification approaches for small utilities (see https://www.nreca.coop/wp-

content/upIoads/2013/12/EMVReportAuqustZOlZ pdf ).

: AW i g - Several experlenced
evaluators |nd|cated in comments on earlier drafts of this chapter that in therr experrence the required level of
confidence and precision for estimates of net impacts within the EE field is generally greater than that used in

other fields faced with similar types of questions and tradeoffs. The authors generally agree with this observation,
but no meta-study comparing target levels of confidence and precision for EE program evaluation with similar
evaluations in other fields has been conducted.

"> Other methods that can and should be used to inform program design and understand market response include
process evaluations and market assessments.
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e Informing resource supply and procurement plans, which requires an understanding of
the relationship between efficiency levels embedded in base-case load forecasts and the
additional net reductions from programs.

e Assessing the degree to which programs effect a reduction in energy use and demand (net
savings is one program success measure that should be assessed).

With respect to the last bullet, Schiller (SEE Action; 2012b, pp. 2--5) also discusses the
importance of consistently measuring savings across evaluation efforts and having consistent
evaluation objectives. For example, evaluators in different jurisdictions assess the achievement
of goals and targets as measures of overall EE program performance using different'measures of
savings: gross savings, net savings, or a combination of the two. There are also differences
across jurisdictions in which_the measure of EE program success is used for calculating financial
incentives. There are arguments for basing financial incentives on net savings,'as well as
arguments for basing incentives on gross savings or a combination of thé'two.™®

2.4 The Net Savings Estimation Challenge—Estabhishing the Baseline

This chapter discusses estimation methods that rely on the development of a baseline (the
assumed counterfactual scenario). IliheThls basellne IS used ta. measure the net |mpacts of a

eempansen—greup—lf evaluators could i entlfy a “perfect basehne”” I.e., a counterfactual
scenario that exactly represents what would have happened if the EE program had not been

offered, most of the issues associated with estimating-net impacts would not eceurarise.

The evaluator is faced with the challenge of identifying a method that produces a baseline that
best representingrepresents the counterfactual scenario—in other words, what the participant
group (and the market) would havé done in the absence of the program.'” Fhe-evaluatormustTo
understand and defend the selectiomof.a particular method for estimating net savings, the
evaluator should consider thégimpligit and explicit assumptions used for the baseline comparison

16

As more jurisdictionsibegin to consider the delivery of EE programs as a business process that requires an
investment of resources, they are considering the return on investment (ROH-ROHmore commonly termed
incentives)), which istypically coupled with performance targets. Jurisdictions can base targets on reaching a
certain level of grosswsavings or on achieving a certain level of net savings—each has pros and cons. A gross
savings target previdesmay provide a mere-clearclearer incentive structure for the program administrator, and
there is'generally less controversy over whether the target is achieved. The fact that incentives are usually based
on. calculation of shared benefits, where the predominant share of benefits goes to ratepayers, creates an
equitable incentive structure: the program administrator receives fewer benefits and even if attributed (net)
savingsfare lesslower than expected, the ratepayers still receive the-majoritymost of the benefits. For example,
under an 80-%-20% split of the benefits (80% of benefits are realized by ratepayers and 20%-are-realized by the
administrator), having attributed savings reduced by 50% still implies that 70% of the benefits go to ratepayers.
See Rufo (2009) for other views on allgnlng mcentlves with the outputs of program evaluation.

y vides DAN CAN YOU

CLARIFY— Should be Aqnew and Goldberq (2013) in all mstances Aqnevv and Goldberg (2013) provide a

number of choices for selecting control groups for use in billing analyses (for example, comparing changes in

energy use for beth-participants and a control group). It also discusses using regression analysis as a tool for
making appropriate comparisons and arriving at alternative net savings values.
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group. For example, when considering the use of nonparticipants as a candidate baseline, the
evaluator needs to account for issues that pertain to the similarity, or matching, of the participant
and-program participants with customers that may comprise the nonparticipant/ comparison
gredpsgroup. The evaluator mustshould also account for any effects the program might have had

on the comparison group (that is, any interactions between the participant group and the

comparlson group that may %pa%&p#egmn&met—saxmas}—%add%ﬁe%he%aseme

program net savings).

Self-selection biascan be viewed as a baseline issue arises when a program is voluntary and
participants select themselves into the program, suggesting the potential for systematic
differences between program participants and nonparticipants. This issue ismnat unique to EE
evaluations and is-presentarises in any policy or program assessment invelving self-selection.
Freeridershipis-one-specific-variant-of sel-selection-bias—Fhisisin this contéxt, free ridership is
viewed as a baseline issue when the actions of the nonparticipant comparison/control group do
not accurately reflect the actions participants would have taken in‘the absence of the program.
Specifically, the assumption in this case is that the self-selected participants are those who would
have taken more conservation actions than the general nonparticipant comparison group.*®

While-freeridershipFree ridership reduces net progranisavings,-there-are in this example case,
but other variants of self-selection bias-that-might.ncrease net savings- when a participant group

is compared to a nonparticipant baseline. For example, if the customers who self-select
themsehves into the program need the financial incentives to justify the EE investment, an

adjustment for self selectlon mlght increase overaII net savmgs Ihe—faet—that—pamerpam&am

19 Inythis€entextfreeriders-area-subset-of the-self-selection-bias-case, the nonparticipant baseline does not
fuldy correet for free riders, resulting in estimated net savings that are biased upward. Other self-selection bias
factors could resutt-incause the participant and nonparticipant groups behavingto behave differently. For example,
if participants reathy-need the rebatefinancial assistance to make the investment and nonparticipants do not need
the rebate to take EE actions, theathe basellne comparlson group WGH-ldmlght take more EE actlons than the
participant group- a-low 3 3 3
H_n,d,er_”']the ommonha H 1 1 D
absence of the program. In thls case, a nonpartlcmant basellne Would ee#eetproduce estlmated net savings that are
biased downward and appropriately correcting for thethis self-selection bias-andeffect would increase the
estimated program-savings-net savings. The authors have observed that often there is an assumption that
addressing self-selection will always lower estimated net savings by reducing bias caused by free riders, but this is
not always the case.

10
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Spillover is-anethercan also be viewed as a baseline issue. For example, nonparticipant spillover
can occur when the energy consumption of the comparison group of nonparticipants is not
indicative of what the energy consumption for this group would have been in the absence of the
program. In this case, the comparison group is contaminated:-the-existence-of the program
affected the behavior of those in the comparison group.

This section discussesdiscussed issues related to establishing an appropriate baseline as an
approximation of the counterfactual scenario. Understanding that freeridershipfree ridership,
spillover, and market effects arecan be viewed as baseline issues can help the evaluator focus on
thesethe factors that are most important to selecting an appropriate method.2% In many,
applications, selecting the baseline is a core issue in choosing an appropriate estimation method.
When presentatingpresenting the net savings results of a program, the evaluator'should<include a
description of the baseline and the assumptions implicit in the estimation method.

20 self%seléction, free ridership, and spillover issues are not unigue to EE evaluation—they are common in other
settings as well. Consider a business decision made to produce net benefits, such as downsizing. Might self-
selection be important to address in assessing this business initiative? Employees who have the best experience
and are the most confident in their ability to land new jobs might (if able) self-select into the downsizing option.
Might there be some free riders if the downsizing effort includes personnel who were planning to leave anyway?
Also, there might be spillover impacts from the downsizing program where having workers leave reduces the
productivity of employees who remain. Although self-selection, free ridership, and spillover pose challenges for
EE evaluation, these same issues often have to be addressed in evaluating investment decisions in other fields and
contexts.

11
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3 Methods for Net Savings Estimation

This section discusses different-methods for estimating net savings, as well as some of the key
advantages and challenges associated with each-method. Evaluators use a variety of methods,
some of which address freeridership-free ridership and/or spillover (for example, self-report
surveysywhte-other-methods-are-focused); others focus on market effects (for example,
strugured judgment approaches or historical tracing). The methods addressed in this section
are:

e Randomized control trials (RCTs) and quasi-experimental designs

e Survey-based approaches

e Common practice baseline approaches

e Market sales data analyses

e Top-down evaluations (or macroeconomic models)

e Structured expert judgment approaches

e Deemed or stipulated NTG ratios

e Historical tracing (or case study) method.
Table 1 lists which-methods that are applicable for estimating freeridershipfree ridership,
spillover, and market effects. This table enby-indicates the general applicability of the
approachesmethods. The following sections review.the specific applications, caveats, limitations,

and other key information in greater detail neaded-to understandexplain how to assess the
methods for each net savings component.

Table 1:. Applicability of appreacheSApproaches for estimating-nretsavingsfactorsEstimating Net
Savings Factors

FreeridershipFree .
Method Ridership Spillover Market Effects
Fondemizocesnielled Controls for Controls for
trialsRCTs and quasis freeridersfree L . 23 | Not generally used
; : : 22 participant spillover
experimental designs riders
In conjunction with
Survey-basedsapproaches Is applicable Is applicable structured expert
judgment
Common'practice baseline Is applicable IsNot applicable” Not applicable

Does not provide a direct estimate freeridershipfree ridership, but rather controls for freeridersfree riders
through experimental design.

Does not estimate spillover, but rather controls for participant spillover through experimental design. A
separate study of control group members is required to address nonparticipant spillover if it is expected to be
significant and affect the net impacts.

22
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Method I 'EER' IiedeelrSSIh"ilpe@ Spillover Market Effects

methods

Market sales data analysis Is applicable Is applicable Is applicable
AssessesAssess the overall change in energy use, and-therefore

Top-down evaluations thereso no adjustment is ro-need-to-adjustneeded for
freeridershipfree ridership, spillover, and market effects

Structured expert judgment” Is applicable Is applicable Is applicable

Deemed or stipulated NTG ratios | Is applicable Is applicable Not generally used

Historical tracing Is applicable Is applicable Is applicable

3.1 Randomized Controlled Trials and Quasi-Experimental Resigns

This section discusses two methods for selecting a baseline against which te’cempare program
impacts: RCTs and quasi-experimental designs. RCTs represent the idealapproaeh, but may not
always be possible. When an RCT is not possible, a quasi-experimental destgfvis an alternative.
These approaches are increasingly being used to evaluate behavioral programs, information
programs, and pricing programs designed to increase efficiency.’®Fhese-types-ofGenerally, these
programs have a-large rumbernumbers of participants that-arg-typicabhy-in-theand focus on
residential sector- programs.

3.1.1 Randomized Control Trials

An RCT design is ideal for assessing the net impacts of.a program—particularly the
freeridershipfree ridership and short-term spillover,components. If the RCT is short term (that is,
enel year or less),-then it may not capture longer term spillover and market effects.

For the RCT, the study population is defined first, then consumers from the study population are
randomly assigned to either a treatment,group (participants in the EE program) or to a control
group that does not receive the treatment (nonparticipants). Random assignment is a key feature
of this method. By using random probability to assign consumers to either the treatment or the
control group, the influence of.observable differences between the two groups is eliminated (for
example, location of home; age of home, and appliance stock). Unobservable differences are also
eliminated (for example, attitudes toward energy use, expectations about future energy prices,
and expertise of holisehold members in areas that might induce participation).>"-As-a-resutthis)

** spillover could\8rguably be addressed through surveys of participants and nonparticipants, but this is not
generallyariewed’as being part of the common practice baseline method, and the use of surveys would make this
more sifnilarto survey-based estimation methods discussed in Section 3.2.

This approach is erly-applicable only if the experts are knowledgeable about the specific market being

25

studied.
% The SEE Action (2012a) repert-focused on information and behavioral programs, was astheredwritten for the
Customer Information and Behavior Working Group and the Evaluation, Measurement, and Verification
Worklng Group More |nformat|on is avallable at www. seeactlon enerqv qov

13
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| (NMR Group, Inc. and Research Into Action [2010]; SEE Action [2012a, 2012b]). This method,
when implemented properly, can provide a near-perfect baseline that results in reliable net
savings estimates.

| The net savings calculations are relatively straightforward when an RCT is designed properly.
The literature generally covers three methods for calculating net savings:

1. Use a simple post-period comparison to determine the differences in energy use
between the control and treatment groups after participation in the program. For
example, if participating households are using 15,000 kilowatt hours (kWh) on average

| and the control households are using 17,000 kWh, then-the net savings estimate is 2,000
KWh.

| 2. Use a difference-in-differences (DiD) approach;cemparing_to compare the change in
energy use for the two groups between the pre- and post-participation periods. For
example, assume participants used 17,500 kWh prior to program participation and 15,000
after participation, for a difference of 2,500 kWh between the pre- and post-periods.
Assume also that the well-matched control group has similar pre-period energy use
(approximately 17,500 kWh), but the group’s post-pefiod energy use is 17,000 kWh (that
is, slightly lesslower, possibly due-tebecause of weather), for a difference of 500 kWh.
Applying the DiD method results in an estimated savings of 2,000 kwWh (the 2,500 kWh
change for participants minus the 500 kWh change for nonparticipants).

3. Use-of a linear fixed-effects regression (LFER) approach, where the regression model
identifies the effecteffects of the program.by-comparing pre- and post-program billing
data for the treatment group to the billing data for the control group. A key feature of the
LFER approach is the addition_of.a customer-specific intercept term that captures
customer-specific effects on.electricity usageuse that do not change over time, including
those that are unobservable. Examples-ef-these-fixed-effects include the square footage of
a residence, the number of occupants, and thermostat settings->* (see Provencher and
Glinsmann [2013] fofgfrexample and additional discussion of the LFER method).?

Even if randomizing the participanttreatment and control groups, an evaluator may use a method
other than the simple post-period comparison-t-an-effort to be as thorough as possible and use
all the available datato develop the estimate. The DiD method tracks trends over time, and the
fixed-effects component of the LFER adds an extra control for the differences between

A number of the methods dlscussed in thls chapter use regressmn approaches—semeehhese Some are
morefairly simplistic-while; others are quite sophisticated, requiring expertise in econometrics. Each section
provides citations to applied studies, many of which describe the econometric techniques employed. For example,
Stuart (2010) lists econometric software and routines that can be useful in matching. Also, Chapter8-ofthe DOE
UMP-{Agnew et al--. (2013) diseussesdiscuss regression models in more detail, but provides a limited set of
literature references. SEE Action (2012a) recommends Econometric-Analysis-by-Greene (2011) as a useful
reference on regression techniques. Wooldridge (20022010) focuses on cross-section and panel data models that
are often used in evaluation. The-Guide-to-Econometries-by-P-Kennedy (2008) and Mesthy-Harmless

Econometries:-An-Empiricist’s- Companion-by-Angrist and Pischke (2008) are useful supplements to any
econometrics text-booktextbook.

14
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consumers that are constant during the period being examined. {a-theery-aHAll three methods
sheuld-produce-the-sameresultgenerate unbiased estimates, as aH-three-are-based-on-the
assumption-that-randomization fuly-aceountsfor-theensures no systematic differences between
the treatment and control groups that-influencein the estimatedrivers of program-net
savingsenergy use, so the three methods would be expected to generate similar, but not
necessarily identical, results.

The RCT approach is simple in concept, but may be more difficult to implement given available

data, t|m|ng and/er program deS|gn issues. Foeexample—supposeane\ratuatopseleets#}e—study

It IS becomlng standard practlce for evaluators to testethehketmoodthatetheprogramgreup&and

suSe statlstlcal methods to test

allocation of customers between the treatment group and the. control group—'Fhrs is conS|stent

with what would be expected$roma random assignment of consumers to the treatment and
control groups. For billing.data, this type of analysis often involves comparing the means of the
two groups with respect to demographlc varlables (if avallable) and monthly energy use in the

For example ifthe drfferences in means for the two groups falls out3|de a 90% confldence
bound for more than twe2 months of the pre- program year. If mean consumption does fall

A , there is cause for concern that
assmnment to the two groups Is not random (See an example of an application of this test for
consistency with RCT expectations in Provencher and Glinsmann [2013] and other tests in Stuart
[2010]¥'If this is the case, it dees-notprove-that-is worth examining how the random assignment

was ret-conducted-but-it-deesprovide-a-signal-that- to ensure no inadvertent elements of the

15
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process used-to-perform-therandomare affecting assignment needs-to-bereviewed-*-to the
treatment and control groups.

The RCT approach to estimating program impacts reflects the “intent to treat” effect. Generally,
it is not appropriate to drop customers after the random assignment, though the consequences of
doing so vary. For example, questions may arise about what to do with consumers who opt out.
Consider, for instance, a program involving Home Energy Reports (HERS), in which program
administrators send energy use reports by mail. This program was designed to generate energy
savings by providing residential consumers information about their energy use and energy
conservation. Some percentage of consumers will opt out of the program. They should. remain’in
the analysis because the similar set of control consumers who would have opted odt of the
program could not be identified if they were to receive the report. Also, on averagenthese
consumers might have different energy use than the other control consumetsi*causing the
reported impact to be biased if the treatment group is adjusted to removeithe optsout consumers.
At the other extreme, HERs might not be deliverable because of obsepvable/aadress
characteristics. If this same address characteristic can also be identifted forcontrol consumers,
the estimate of program impacts after eliminating treatment and centrolfeonsumers with this
characteristic is, strictly speaking, an unbiased estimate of thefeffectef intent-to-treat conditional
on the address characteristic. These examples are meant to shew that careful analysis is needed
in the application of all methods, including RCTs. In addition, Duflo et al. (2007) caution that
excessive investigations of subgroups not specified ex‘ante*eenstitute a form of data mining that
should be avoided. The case discussed above whefe address characteristics are available for the
treatment and control groups does not fall in thes Gategary, but this caution deserves emphasis.

To maintain aan RCT over a period of time, evaluators must take care when working with the
data across the treatment and control groups. For example, a behavioral program (such as HERS)
may be rolled out to 20,000 high-use-residential consumers in program year 1. In program year
2, an additional 20,000 consumers of all energy use classifications may enroll, and another
30,000 consumers may enroll in program year 3. Additionally, some consumers in program year

1 may have dropped out (requested to not receive the heme-energy-reports).HERS).*
Inevitably-there-are-al§o-issugs-withissues inevitably arise about the consumer energy use data.

Researchers have used the following criteria, among others, as indicators of problems with
consumer billing'data:

e Havingiessfewer than 11 or more than 13 bills during a program year
o Having#essfewer than 11 or more than 13 bills during the pre-program year

e Energy consumption outside a reasonable range (that is, an outlier observation with
average daily consumption that is lesslower than the 1St percentile or greaterhigher than
the 99™ percentile)

% This is not an unusual problem in the utility industry. Utilities have for many years addressed similar issues in
maintaining random customer samples for load.

16
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e Observations with lessfewer than 20 or more than 40 days in the billing cycle.

Agnew and Goldberg (2013) also discuss issues with consumer energy use data in residential
settings. Even programs that have operated for several years are likely to have issues. Using the
HERs example, this could include consumer records that are missing the date when the first
report was sent /or entries in eustermerconsumer records that indicate issues with that
observation.

After addressing data issues, dees-the evaluator probably still havehas a good RCT2Fhe-afswer
is-probably, unless there-are-a large number of consumers whe-are affected by these data.issues
or there-are-consumers are disproportionately affected across the participant and control.groups.
#Mort (2013) presents additional criteria that can cause sites to be excluded andhsUggestions
about what to do if the number of removed sites exceeds 5%.

The ability to disseminate information to large groups of consumers has ledite.an increase in
RCTSs in EE evaluation.®® In general, these RCT-based evaluations have focused on residential
behavior-based efficieneyEE programs such as HERs programs. These'programs lend
themselves to random trials in that they: (1) provide information‘only;; (2) can be implemented
for a large number of consumers at the same time;; and (3) allow for aan RCT design. These
characteristics, however, are not generally present for many large-scale EE programs that tend to
eemprise-muehaccount for many of the EE portfolio savings.

In summary, the RCT approach is generally viewed as the most accurate method for estimating
net impacts. The RCT controls for freeridersfree riders and near-term participant spillover, which
are two important factors. To the extent that the program affects the control group,
nonparticipant spillover is not addressed., This effect is likely to be small over the short run in
manymost behavioral programs.

If nonparticipant spillover is large, net impacts will be underestimated because they-taclude
freeriders-thatthere are actuathy-nonparticipants thatwho were affected by the program;-that-is;
freeridership, and the baseline Will be treated-incorrecthy-in-the-netsavings-caleulationinaccurate.
To appropriately address this issue, the evaluator would need to conduct a separate study of
control group members to address nonparticipant spillover. SineeBecause market effects are
longer- term spillover effects, it-is-untikeby-thatthey would likely not be included in any RCT net
savings approach that spans just a few years-would-include-market-effects.

8 Aemeﬂevatuauen&Evaluatlons of HERs programs that used RGIRCTS mclude Sacramento Munlcmal

Utility District (2011), Puget Sound Energy (2012), AEP (2012), SMUB-2011)-PG&E (2013), Commonwealth
Edison (2012), and CemEDB{2012)-Seme-of these-studies-actually-compare-thePacific Gas & Electric (2013).
Some ongoing evaluations use RCT methods for HERs proqrams and will produce additional practical
information on RCT design antsapplications. Another useful
study, but one focused on evaluating prlcmg programs WhICh used an RCT de5|gn is SMUbthe Sacramento
Municipal Utility District (2013). This study assesses different pricing structures in the residential sector;
however, the methods used are good examples of what can also be applied in EE evaluations in an RCT context.
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Although the RCT method can produce an accurate baseline when constructed correctly, it may
not be possible to apply an RCT to evaluations of EE programs for a variety of reasons. RCT
generally requires planning in advance of program implementation. As pointed out in Chapter 8
(Agnew and Goldberg; 2013) of these protocols, “...evaluation concerns have been less likely to
drive program planning.” Also, an RCT approach may involve denying or delaying participation
for a subset of the eligible and willing population. In some cases, the random assignment may
result in providing services to consumers who either do not want them or may not use them- (see
Table 2 for pros and cons of RCTs).

Other characteristics of programs that can make an RCT difficult to implement include:

Programs that require significant investments, such as a commercial and. industrial (C&lI)
major retrofit program in which the expenditures are in the tens of thousands of dollars.
Typically, these programs are opt-in, and random assigrmentassignments within an
eligible study population might include consumers who either do'net need the equipment
or services or do not want to make that investment. Programs<that'involve relatively large
investments in measures and services across boththe residentiahand C&lI sectors are
clearly not amenable to a+andomized-trialan RCT design.

Participants in some C&I programs can be relatively unique, with few similar consumers
thatwho might be candidates for a control group:

To achieve savings targets, many programs mustbe rolled out over an entire year, with
consumers opting in every month. As a result, consumers self-select into the participant
group, which is unknown until after ep€l year. of the program implementation. Evaluators
can more easily apply RCT to programs/with a common start date for a large number of
participants (for example, HERs programs).

Table 2: Randomized Control Trials=—_(RCTs)—Summary View of Pros and Cons

Pros e Controls for freeridersfree riders and participant spillover

¢ Random assignment reduces and limits bias in estimates
¢ Increases reliability. and validity

¢ Widely accepted in natural and social sciences as the gold standard of research
designs

Cons o ltis-generallyGenerally not applicable to programs that involve large investments

¢ Bias canyresult if random assignment occurs among volunteers or if the program
drop-out rate differs by key characteristics

o Does not address nonparticipant spillover

o Equity/-ethical concerns about assigning some ratepayers to a control group and
not allowing them to participate in the program for a period of time

in measures and services

¢ Participants in some C&l programs may be relatively unique and with few control
group candidates

¢ Needs to be planned as part of program implementation to allow for appropriate
randomization of program participants and a control group

*This summary of pros and cons is not meant to replace the more detailed discussion in the text for
guidance in application.
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3.1.2 Quasi-Experimental Designs

For most EE programs, either practical concerns or design factors will limit the use of RCT
methods. In these situations, quasi-experimental designs are often a good option. Fhe-use-of
guastQuasi-experimental designs isare not unique to EE evaluations and isare often used in
evaluations of private and public investments. Stuart (2010) reviews the evolving research on
matching and propensity scoring methods in quasi-experimental designs and states that such
methods “... are gaining popularity in fields such as economics, epidemiology, medicine, and
political science.” **3°

Quasi-experimental designs have similarities to REFRCTs, except that random assignment is not
possible. In a quasi-experimental design, consumers typically select themselves into the
participant group, and the evaluation researcher must then develop the comparison group. To
avoid confusion, quasi-experimental designs use the term “comparison group:=, and RCT
designs use the term “control group=. *°

The evaluator’s goal is to select a comparison group that matches the'participant group in terms
of the actions that influence energy use. If done well, the only significant difference between the
two groups will be participation in the program. Still, how well the.comparison group actually
matches the participant group will always be subject to some uncertainty, as there may be
unobservable variables that affect energy use, the attribute of interest. Stuart (2010) defines the
problem this way:

One of the key benefits of randomized experiments for estimating causal effects is
that the treated and control groups are guaranteed to be only randomly different
from one another on all background covariates, both observed and unobserved.
Work on matching methods has.examined how to replicate this as much as
possible for observed covariates with observational (nonrandomized) data...

Stuart (2010) also providesta.guide to software for matching-sinee, because software limitations_have made

it difficult to implement many of the more advanced matching methods. However, recent advances have made
these methods more and-mere-accessible. This section lists some of the major matching procedures available. A
contlnuously updated version is also available at

. 3 ware-htmb-www.biostat.jhsph.edu/~estuart/propensitysc
oresoftware html Common statlstlcal software packages such as STATA, SAS, and R address most of the current
matching approeaches.

% Themajerifyief Most attribution analyses assessing business decisions and public or private investments
use quasi‘experimental designs, as many practical factors result in the use of this method. As an extreme example,
considena.studysthat is designed to assess the health effects of smoking. Would it be appropriate to select a study
populationiof 9,000 18-year-olds and assign one- third to a group that does not smoke, one- third to a group that
smokes a pack of cigarettes a day, and one- third to a group that smokes a pack a day, but with some mitigating
medications? Clearly, this type of RCT would pose ethical issues. As a result, natural quasi-experiments are used
where existing-smokers are matched with a comparison group of ren-smekersnonsmokers that is as representative
as possible. The methods of matching on observable characteristics have become quite advanced in the past
decade.

*® Technically, quasi-experimental designs do not always include a nonparticipant comparison group. For example,
the interrupted time-series design (Shadish et al. 2002) relies only on aggregate participant data over time and
shows this method can help control for threats to internal validity; i.e., that the results of the study are
appropriately estimated for the participating customers. External validity involves generalizing; i.e., the ability of
the study results to be extrapolated to other groups of customers.
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While extensive time and effort [are] put into the careful design of randomized
experiments, relatively little effort is put into the corresponding “design” of
nonexperimental [quasi-experimental] studies. In fact, precisely because
nonexperimental studies do not have the benefit of randomization, they require
even more careful design.

“Matching” is broadly defined in the literature to be any method that aims to equate (or balance)
the distribution of covariates in the treatment group and the comparison group. This may involve
methods such as 1:1 matching (in which each participant is matched to another eustermer
thatconsumer who did not participate), weighting, or subclassification- (see Stuart 2010}

3.1.2.1 Matching Methods

Chapter 8 of the Uniform Method Project discusses consumption data analyses, ineluding
alternatives for constructing comparison groups. Also, the two SEE Action guides (2012a and
2012b) address matching. Matching methods include:

Participants as the Cemparisen-Gredpcomparison group’ SEE Action (2012b, pp. 3—
6) states that among quasi-experimental approaches, “perhaps the most common [is] the
‘pre-post’ approach. With this approach, sites in the tieatmentigroup after they were
enrolled in the program are compared with the same sites’ historical energy use prior to
program enrollment. In effect, this means that eaCh site in the treatment group is its own
nonrandom control group.”

By using the participant group as its own comparison group, the energy use of the
participants during a period before they participated in the program is used as the
comparison or baseline. A statistical consumption analysis is used that also
includes factors that are expected to influence energy use and may vary across the
pre-post time periods. Weather is the most obvious additional variable that should
be controlled, but there may be other variables as well, such as economic factors
if the periods cover a tw82-yearperiod or greaterlonger. Agnew et-akand
Goldberg (2013) provide-a.useful set of algorithms for making weather
adjustments.*’

Nonparticipants iras the Comparison Group: The trend in the literature is to move
away fromsthe simple approach of using participants as their own control group in a time-
series analysis and; instead; to develop cross-sectional time-series data that
includesinglutle data on participants and matched nonparticipants. **Stuart (2010), Ho et

|37

TFhere-are-otherOther approaches-that can be used for weather normalization, particularly if the evaluator is

interested in changes in monthly peak demand in addition to average monthly energy use. Additional weather

normalization approaches are discussed by Eto (1988) and #n-McMenamin
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(2008).
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al. (2007), and Abadie and Imbens (2011) present practical matching methods. These
data-setsdatasets allow for the use of panel models® and DiD methods.

The simplest form of matching uses data that are already available. In the early days of
evaluation-ofevaluating residential programs, evaluators matched by ZIP codes, based on the
assumption that consumers within the same ZIP code would have similar characteristics.
However, this method is not very refined.

More recent approaches have focused on matching by energy- use and energy- use distributions
across months and seasons. These matching methods can be simple or sophisticated, even when
matching is confined to available energy- use data-atreacy-avatlable (that is, no additional
surveys of nonparticipants are conducted). Matching on energy use can be as simple.as
stratifying participants and nonparticipants by their energy consumption (season, year, or month)
and then drawing nonparticipants to match the participants’ distribution of energy use.

As discussed by Stuart (2010), the literature on matching based on‘energy use is expanding.
Provencher et-ak.and Glinsmann (2013) foeusesfocus on a comparison of the distribution of
energy across-both months and seasons. The analysis follows the approach advocated by Ho et
al. (2007) and Stuart (2010). The procedure used by Provencher and Glinsmann invehves
matehing(2013) matches each participant household to as«eomparison household based on a
minimum distance criterion—in this case, the minimum sum.of squared deviations in monthly
energy consumption for the three3 months of the specified season in the pre-program year.*

In the second step, a panel data-setdataset copsisting-ef the monthly energy use by program
households and their matched comparisons areConstructed for the same season in the program
year and used in a regression model predicting monthly energy use for the season. This matching
is viewed by many as preferable to that invelving the distribution of households across ZIP codes
or demographic variables. This is because the estimate of program energy savings is based on the
assumption that the comparison households are “just like” treatment households in their energy
use, except for the effect of theprogram. Energy use is then the variable of greatest concern for
the non-randemnonrandom assignment of households into the treatment and the-control groups.
To the extent that additional variables (such as heat type) are available at the eustemerconsumer
level, the evaluator’s validation of the two-stage RCT can be extended to these. However,
Provencher and Glinsmann state that this is not necessary:

% Panel (data) analysis is a statistical method widely used in social-science-epidemielogy;social science,
epidemiology, and ecenemetricseconometrics, which deals with two-dimensional (cross--sectional/times series)
panel-data-panel data. The data are usually collected over time and for the same individuals.

In the program evaluation literature, matching often involves matching on variables with different metrics;;

for example, energy use and square footage of the household. These variables are normalized in the application of

the distance criterion, usually using the full covariance matrix for the variables, or the inverse of the standard error
for each variable (the Mahalanobis metric). When you only consider past energy use, such as monthly energy use,
this sort of normalization isn’t necessary because all measures are in the same units. The Mahalanobis metric is used
frequently in most propensity scoring applications. The original reference is Mahalanobis (1936) and the use of the
metric is covered inby Stuart (2010). One application, among many examples, is Feng (2006}), which also includes
the SAS® code for this method.
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Strong evidence that groups of households have the same distribution of energy
use in the pre-program period is sufficient to establish that estimates of program
savings will be unbiased. Differences that matter, such as heat type, would be
revealed in the comparison of monthly energy use in the pre-program period.

| These matching methods tend to follow the literature reviewed #by Stuart (2010). Stuart
indicates that matching methods have four key steps, with the first three representing the
“design” and the fourth the “analysis.” These steps are:

1. Defining“Define closeness™: the distance measure used to determine whetheran
individual is a good match for another:-.

Implementinglmplement a matching method appropriate to the measure‘ef closeness:.

AssessingAssess the quality of the resulting matched samples (and perhaps
eratingiterate Step 1 and Step 2 until well-matched samples result);—ane-).

4. AnalyzingAnalyze the outcome and estimatingestimate the treatment effect, given the
matching done in Step 3.

| InStep 1, “closeness” is often defined as a minimum distance valug as used in Provencher and
Glinsmann.

Another approach for identifying nonparticipants is<‘propensity scoring.” The most common
method used in propensity score estimation involves the estimation of a logistic regression. This
model uses information en-bethabout participants and-nonparticipants to estimate a dependent
variable assigned the value of 1 if that eustermefconsumer is a participant or 0 if the
eustemerconsumer is a nonparticipant. This process allows for identification of nonparticipants
who arehave similar to-participants-in-terms-ofa-propensity seerescores to nonparticipants (that
is, similar attributes between participants and nonparticipants). This approach has a long history
in in the EE evaluation literature,***

The use of dlscrete ch0|ce methods to address self selectlon in evaluatlons of EE programs has been presented in

early evaluation han@books. See Violette et al. (1991) and Oak Ridge National Laboratory (1991). More recently,
Bodmani (2013)\used a discrete choice model to develop an instrumental variable to address omitted variable
bias. HoweVvermmost of these applications occurred in the 1990s, probably because the development of a discrete
cheice'model that has adequate predictive power requires large sample sizes, which make the surveys expensive to
conduct. The discrete choice model needs to be able to predict customers who choose to participate and customers
whoeh@ose not to participate with appropriate reliability. This approach thus requires both participant and
nonparticipant surveys. This more advanced econometric topic is not dealt with in detail in this chapter; however,
several reviewers believed it was important to provide references to these methods. Heckman (1979) originally
developed the two-stage model for treating self-selection. These techniques are addressed both under instrumental
variables and self-selection by Kennedy (2008), who states: “Selection is not well understood by practitioners. It
rests on the fundamentally on the role of an unmeasured variable and so is similar to bias created by the omission
of a relevant explanatory variable” (p. 286). An updated discussion of the Heckman models for self-selection,
along with appropriate caveats, can be found in Guo and Fraser (2010). Note: a link to this chapter is provided in
the References section. Guo and Fraser also show how the Heckman models relate to propensity scoring.
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3.1.2.2 Regression Discontinuity Design

SEE Action evaluation guides (2012a, 2012b) discuss the regression discontinuity design
(RDD3y:) for matching. This method is becoming more widely used, but applies to programs
where there-is-a cutoff point or other discontinuity that-separates otherwise likely program
participants into two groups. This approach te-matching-examines the impacts of a program by
using a cutoff value that puts consumers #rinto or out of the program through a design that does
not involve their selecting themselves into the program or choosing not to participate. As a
result, this approach addresses the self-selection issue.** By comparing observations lying
closely on either side of a cutoff or threshold, i-is-pessible-te-estimate-the average treatment
effect in environments where randomization is not possible can be estimated.** Theunderlying
assumption in RDD is that assignment to participant and nonparticipant groups is effectively
random at the threshold for treatment. If this holds,-then those who just met the threshold for
participating are comparable to those who just missed the cutoff and did not participate in the
program.

The SEE Action reports indicate that RDD is a good candidate for«ielding unbiased estimates of
energy savings. The example used by SEE Action is based on an eligibility requirement for
households to participate in a program. This requirement might be that a eustomerconsumer
whose energy consumption exceeds 900 kWh-per-/month would be eligible to participate in a
behavior-based efficiency program, while consumers who eonstimeuse less than 900 kWh-per
/month would be ineligible. Thus, the group of households immediately below the usage cutoff
level might be used as the comparison group.

For participating and nonparticipating households near the cutoff point of 900 kWh in monthly
consumption, RDD is likely to be an-extremebyagood design. In the larger context, this RDD
assumes that the program impact is constant across all ranges of the eligibility requirement
variable (that is, the impact is the samefor households at all levels of energy usageuse).
Evaluators mustshould consider.this assumption carefully for participating households that might
consume much more than 900 kWh-ger-/month (for example, 2,000 kwh or more for some
participants). Households withigreater consumption may have greater opportunities for energy
use reductions (although; the change might be constant as a percentage). In this example,
potential concerns about the eonsistency of program impacts across different levels of household
energy use makes/Stuart’sithird step important: assessing the quality of the resulting matched
samples.

Applicationsiin the EE arena include Dubin and McFadden (1984), Goldberg and Kademan (1995), and Bodmann
(2013),"whotised a discrete choice model to develop an instrumental variable to address omitted variable bias.
Southern California Edison (2012),) provides a recent behavioral impact application using propensity
scaring.

In the recent years, there has been a strong movement towardstoward focusing on the “identification” issue
evaluation, that is, the issue that in the absence of a-randomized-controled-trialan RCT you do not really know if
the error term in a regression is correlated with the explanatory variable of interest, so your estimate of the
coefficient on that explanatory variable should be assumed to be biased in the absence of “sound” corrective
action. A regression discontinuity design addresses this issue.

“ The regression-discontinuity-design(RDDY has a history in evaluation dating back to the 1960s. This
approach has been used to assess a wide variety of attribution analyses in the fields of education, health, and
policy. Recently, this approach has been used more often. For a review of RDD see: Imbens-G- and Lemieux;—+:

Regression-Discontinuity-Designs—A-Guide to-Practice;- (2010, Journal-of Economic-Literature-438,281-355:).
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Fhe-previous-example-is-enly-ene-instance-efAnother discontinuity—Anether example is a time-

based cutoff point. Because utilities often have annual budgets for certain programs, it is not
uncommon for a program to exhaust its budget before the year is finished, sometimes within six6
months. In this case, a date-based cutoff is useful. Consumers who apply for the program after
the enrollment cutoff date imposed by budget restrictions may be similar to the program
participants accepted into the program during the first six6 months of the year. Also, both groups
of consumers may have a more similar distribution of energy use per month (the focus of an
impact assessment).

3.1.2.3 Random Encouragement Design

Random encouragement designsdesign (RED) areis also applicable to the types of data available
for EE program evaluation. Like RDD, it is another way to incorporate randomization-into the
evaluation design. RED involves taking a randomly selected group of partieipants to receive
extra encouragement, which typically takes the form of additional information orincentives. A
successful encouragement design allows estimation-of-the effecteffecis of the intervention as
wel-as-the-effectef-the-and encouragement selfto be estimated (Biamond and Haninmueller,
2007; and McKinzie, 2009™). In this case, there may be an EE_program for which all consumers
can decide to opt in. This could be a residential audit program or a.commercial audit or controls
programs. A group of randomly selected consumers areis then'provided extra encouragement in
terms of information and/or financial incentives. This randomization can ameliorate the effects
of self-selection.

Fowlie and Wolfram (2009) outline an application,of RED to a residential weatherization
program and address the design of the study.“They point out that:
REDs are particularly useful when:
e Randomization of access or mandatory participation is not practical or desirable.
e There is no need to ratiomavailable services (that is, demand does not exceed supply).
e The effects of both participation and outreach are of interest to policy makers.

Rather than randomize over the intervention-iself, we randomly manipulate
encouragement to participate.

“Ina positienh Statement closely related to what EE program evaluators face, McKenzie states that “Rigorous
impactievaluations, which compare the outcomes of a program or policy against an explicit counterfactual of what
would have happened without the program or policy, are one of the most important tools that can be used along
withappropriate economic theory for understanding “what works”. Despite this, until recently impact evaluations
have been rare, especially outside the areas of health and education.”

The underlying estimation concept in RED is explained by the U.S. Department of Energy (2010): “In

RED, researchers indirectly manipulate program participation using an encouragement “iastrament" instrument’

S0 as to generate the exogenous variation in program participation that is so essential for causal inference. This

exogenous variation can then be used to identify the effect of the program on those households whose

participation was contingent upon the encouragement.” Other useful references to RED are Bradlow (1998) and

West (2008) as well as two documents by Fowlie and Wolfram (undated, 2010-2011); links are included in the

BibliegraphyReferences section.
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| _This allows the effect of the encouragement to produce exogenous variation in program
participation, which can help identify the effect of the program on participants (U.S. Department
of Energy; 2010).

Fhere-areEvaluators should take certain practical issues evaluatorsmusttake-into account in any
research design, and RED is no exception. The sample sizes needed for aan RED study are
typically larger than for a pure RCT, and groups receiving the encouragement need to show
different participation rates.*” Evaluators should consider this research design when estimating
net savings, as it aligns well with many standard EE program implementation plans. The random
variation is designed not by excluding participants, but simply threugh-the-provision-0fDy.
providing enhanced information and/or incentives offered to the selected consumers. \Werk-that
is-engoingOngoing research work using RED should provide useful information«for
practitioners, but few-examples-exist-in-the EE evaluation literature to date lias few'examples.

3.1.2.4 Summary of Quasi-Experimental Designs——Matching aRd/Randomized
Designs

| WhileAlthough it is impossible to determine definitively whether the matching, RDD, or RED
designs discussed above provide an appropriate comparison group,.there are tests that can
provide evidence that either supports or discounts the validity'ef the RDD design and other

| quasi-experimental designs. Additionally, Fowlie et-ak:afich\Wolfram (2009) point out that there
have been studies comparing these designs to the idea'RCTand with comparison studies that do
not address systematic bias between the participant and,.control groups: (see Table 3). The
finding is that randomized designs (either RDD orRED) are-an-tmprevement-everimprove on
simple comparison approaches. RDD depends,on the program having a cutoff point for

| participation that which-allows for random selection. RED may be a good fit with many EE
programs that have a large number of participants, but appropriate design in the types of

| information and incentives areis regtired. These methods should be viewed as options whenever
a program contains a large number of participants, preferably 500 or more.

| Importantly, these methods mustShould be considered in advance of program implementation to
allow for the appropriate data, or'the design of the information or incentives that will be offered

| potential participants« to effectively implement these evaluation methods. It has always been
important to consider evaluation when designing or revising EE programs, but the consideration
of these randomized overlays to assist in evaluation makes this even more critical.

| Table 3:. Quasi-Experimental Designs—Summary View of Pros and Cons

¢ Limits bias if a matched comparison group can be identified regarding the actions that
influence energy use

Unlike RCT, can be applied after program implementation-

Increases reliability and validity

Controls for freeridersfree riders and participant spillover

| | Pros
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This can be one of the challenges in the design of an RED approach. The design of the encouragement
given to a random sample of participants must be effective—; that is, produce higher acceptance rates than for the
balance of the participant group.
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¢ Widely accepted in natural and social sciences when random assignment cannot be
used

¢ May be difficult to identify a matched comparison group if there are unobservable
variables that affect energy use

Cons ¢ Does not address nonparticipant spillover

o Participanis-in-semeSome C&l programs may be-relativelyhave unique;-with
participants and few control group candidates

3.2 Survey-Based Approaches
This section describes the survey-based approach and the analytic use of the data abtained.

Commonly conducted; surveys collect NTG-related data. Bespite-the-many-drawhacksdiscussed
within-this-sectionthisThis approach is-typiealy-the-mest-can be a cost-effective, transparent,
and flexible method for estimating NTG-, and it has become one of the mMiest often-used methods
in EE net savings estimation. Consequently, it is the-mest-frequenthyempleyed NTG
methodeolegyimportant to understand good survey design, and the Strehgths and weakness of
these methods.

Surveys may target up to three types of respondents: (1) program participants, (2) program
nonparticipants, and (3) market actors.*® While-thisThis’séction individually describes surveys
with these three types of respondents;; best practices reecommend triangulating and using
multiple survey approaches (for example, enhanced self-report) or multiple net savings
estimation approaches.

The methods discussed in the preceding section‘provide estimates of net savings directly. That is,
those approaches either-compare a participant group to either a random control group (as part of
an RCT) or to a comparison groupfrom,a well-designed, quasi-experimental application, and
thesethese approaches do not require a separate effort to estimate freeridershipfree ridership,
spillover, or market effects.*

Survey--based approachesaare used in evaluations that start with gross estimates, and then adjust
for NTG factors. Assfeptioned-surveysSurveys can be a cost-efficient means to estimate NTG
factors but they are not without i issues, as dlscussed in the followmg subsectlons Ghap%er—]r}

aumgartner (2013) also dlscusses many of the issues mvolved in using surveys to estlmate
NTG.

3.24 "Rrogram Participant Surveys

Survey-based methods for estimating net savings from program participants who are aware of
the program incentives/services pregram-use questions about the program’s influence on the

48

Note that a Delphi panel, which also uses surveys of a panel of experts, is discussed urderin Section 4.6 of
this chapter.

Market effects can be viewed as longer-term spillover effects; therefore, it is unlikely that any market
effects are included in aan RCT net savings approach spanning just a few years.
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participants’ actions and decision-making. Participants answer a series of closed-ended and
open-ended questions on these topics:

e Why they installed the program-eligible equipment.
e What they would have done in the absence of the program incentive and ether-services.

o What further actions they took on their own because of their experiences with the
program.

As noted #-the [ fon, i

(Baumgartner, by Baumqartner (2013) best practlce survey de5|gn for attltudes and behaV|or
measurement use multiple-item scales to better represent the construct. SireeBegalse participant
decision-making is complex, the survey mustshould ask a carefully designedseries,of questions
rather than a single question, as that could result in misleading findings.”® Refehto SEE Action
(2012b), Megdal et al. (2009), Haeri and Khawaja (2012), and New Y ork Department of Public
Service (2013b) for discussions about the sequencing of a series of gtiestians.

The primary benefits of a survey-based approach are-as-felows:

o ImplementingaA survey typicaly-cestsapproach can besless expensive than-many other
approaches, particularly if the effort is combined with data collection activities that are
already planned for process and impact evaluations.

e The evaluator has the flexibility to tailor questions based on variations in program design
or implementation methods.

e It can yield estimates of freeridesshipfreewidership and spillover without the need for a
nonparticipant control group (NMR et-al;Group, Inc. and Research Into Action 2010).
However, participant surveys efby-capture only a subset of market effects,”* a key piece
of NTG.

Despite these benefits and the wide use of a survey-based self-report approach, significant
concerns have been raised‘(Ridge et al-;.. 2009-and; Peters et-al;and McRae 2008). The main
concerns are:

. IheF&BaZA potential bias related to respendents’respondents giving socially desirable
5
answers.

Participant surveys can, in theory, capture end user market effects;; for example, changes in end- user
awareness, knowledge, and efficiency-related procurement practices;-ete.
Participants may also have a bias toward overstating program impacts due-to-the-desirebecause they want to
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retain incentives, although this has not been widely documented.
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e The inability of consumers to know what they would have done in a hypothetical
alternative situation, especially in current program designs that use multiple methods to
influence behavior.

e The tendency of respondents to rationalize past decisions-en-cheices.

o ThereisaA potential for arbitrariness in the scoring methods that translate responses into
freeriderfree rider estimates.

e Consumers may fail to recognize the influence of the program on other parties who
influenced their decisions. For example, a program having market effects may have
influenced contractor practices, which; in turn; may have indirectly impacted the
participants’ (and nonparticipants’) decisions.

Ridge et al. Whie(2009) point out that, although these concerns are valid, #they are'widely
acknowledged by social scientists who have worked on a variety of methieds over the years to
address them. It is also important to neterecognize that all methedelogiesméthods have
inherentpotential biases.>® For example, market sales analysis,”* which,is based on objective
sales data, can be biased if the market actors who provide data for the analysis operate differently
from those not participating in the study or if the comparison(area is Systematically nen-

comparablenoncomparable.

Ridge et al. (2009) point out that it does not make sense.to compare all self-report approaches
equally, as some conform to best practicewhHe and others do not. Keating (2009) adds that
many of the criticisms of the self-report approach can be alleviated through careful research
design, sampling, survey timing, and wording,of questions.

In-Chapter12-of the Uniform-MethedsPreject-Baumgartner (2013) presents guidelines for

selecting appropriate survey designsand recommends procedures for administering best practice
surveys. The literature also contains a number of best practice elements for survey design, data
collection, and analytic methods specific to estimating net savings (N¥S-BRPS;New York State
Department of Public Service 2013; Tetra Tech et al-;. 2011;-). Ridge-etal=2009)- This literature
notes the importance of-making the entire process transparent so that-stakeholders can
understand how each/question and its respenses-mpactresponse impacts the final estimate. Thus,
the report should gontain details of critical elements such as the question sequence, scoring
algorithms, and thesandling of inconsistent and/or missing data.

Tetra Techret alf Seme(2011) present some of the best practices regardingfor survey design, data
collection, and-analytic elements related to net savings estimation-are-presented-here-{. Fetra—tech

ool 04\

>® This is, of course, the primary motivation for triangulation.

> Market sales analysis captures the total net effect of a program. Ideally, this method involves obtaining
comprehensive pre- and post-market sales data in both the area of interest and in an appropriate comparison area
and examining the change in the program area compared with the change in the ren-pregramnonprogram area
(Tetra Tech et al-. 2011).
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3.2.1.1 Survey Design Elements™

A number of design elements need to be considered when developing surveys. Best practices for
choosing design elements include:

| o ldentifyingldentify the key decision-maker(s) for the specific energy-efficientEE project.
For downstream programs, a key decision-maker in the household or business is likely to

be responsible for making the final decision, although they may assert that their vendor
was the most influential in their decision. Although consumers ultimately decide eg-what
they will purchase, eensumersthey may not be aware of the influence of the interventions
for upstream programs where trade ally decisions are driving change (for example,

| original equipment manufacturers determine equipment energy-efficiencyEE levels and
retailers determine what equipment to stock and market, or advertise as a‘result'of
upstream program incentives).

| o Using-set-upUse setup or warm-upwarmup questions to help the deecision-maker(s) recall
the sequence of past events and how these events affected their decision to adopt the

measure.

| o UsingUse multiple questions to limit the potential formisunderstanding or the influence
of individual anomalous responses.

e UsingUse questions that rule out rival hypotheses for installing the efficient equipment.
e TestingTest the questions for validity and reliahility.

e UsingUse consistency checks when conducting'the survey to immediately clarify
inconsistent responses.

e UsingUse measure-specific questions to improve the respondent’s ability to provide
concrete answers, and recegpizingrecognize that respondents may have different
motivations for installing different measures.

. Usiﬂgu_s_e questions_ that capture par_tial efficiency immevemem_imgrovement_s
(accounting for savingsiabove baseline but less than program eligible), quantity

purchased, and.timing of the purchase (where applicable for a measure) to estimate
partial freeridershipfrée ridership.

e UsingUse neutral language that does not lead the respondent to an “expected” answer.

o UsingUsereombinations of open- and close-ended questions to balance hearing from the
end users in their own words and ereatingcreate an efficient, structured, and internally
consistent data-setdataset.

3.2.%.2 Data Collection Elements

Even when the survey design is effective, data collection mustshould also follow best practices
for collecting reliable information and calculating valid estimates. These-data-cellection practices
include:

|55

Comments received from chapter reviewers and, in particular M#-Michael Rufo, Itron Inc., provided
additional contribution to this section.
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o Pre-testingPretest the survey instrument to ensure that questions are understandable, skip
patterns are correct, and the interview flows smoothly. The pretesting should use, when
possible, cognitive interviewing techniques (Miller 2011).%°

e UsingUse techniques to minimize nonresponse bias, such as advance letters on utility or
program administrator letterhead (the organization for which the participant will most
likely associate the program) and multiple follow-ups over a number of weeks.

o FelewingFollow professional standards for conducting surveys, which include training
and monitoring interviewers.>’

o DeterminingDetermine the necessary expertise of the interviewer based on the
complexity and value of the interview (for example, it is better for trained evaluation
professionals rather than general telephone surveyors to address the largest, most

complex projects in custom programs-rather-than-general-telephoneSureyors).

o TimingTime the data collection so it occurs as soon as possible after#astatation-of-a
measure is installed, as this minimizes recall bias and provides timely feedback on
program design. Recognize, however, that timely data collection,for estimating
freeridershipfree ridership will underestimate participant spillover, as little time may have
passed since program participation. Altheugh,-conductingConducting a separate spillover
survey at a later date with these same participants-can alleviate this. Having a separate
survey will increase data collection costs, but may be.warranted if spillover effects are
likely to have occurred.

o SamphlingSample (or oversample) a cepSus‘ef {ereversampling)-the largest savers and,

depending upenron program participation, samphngsample end- uses with few
installations to ensure the measures are sufficiently represented in the survey sample.

3.2.1.3 Analytic Elements

In addition to discussing survey:design and data collection elements, much of the literature
discusses best practices for analysis.such as:

e TreatingTreat acceleration of the installation of the EE measures appropriately to produce
lifetime net savings rather than first-year net savmgs (this requires understanding the
program’s‘influence on the timing of the project).’

*® In.eBGhitive.interviews, respondents are asked to describe how and why they answered the question as they did.
Miller (2011) notes that “through the interviewing process, various types of question response problems that
would.mot normally be identified in a traditional survey interview, such as interpretive errors and recall accuracy,
are uncovered” (p. 54).

Data collections surveys can be conducted via telephone, webthe Web (including srart
phenessmartphones), postal mail, and in- person. For large complex C&lI projects, an energy engineer who is
knowledgeable withabout the type of project and technology should conduct the interviews.

¥ Achapterreview comment provided-by-Mr. Michael Rufo, Itron, notes that “A focus on program induced
early replacement versus the effect on efficiency level is gaining attention in the evaluation field. In cases where
there is early replacement, two net savings components may be needed to appropriately characterize overall net
savings: (1) the early replacement period that uses an in situ baseline; and, (2) the efficiency increment above
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o lneerporatingIncorporate the influence of previous participation in the program.

o EstablishingEstablish a priori rules for treatment of missing/den‘tdon’t knows in the
scoring algorithm.

o \WeightingWeight the estimates by annual savings to account for the size of the savings
impacts for each eustemerconsumer.

o SamplingcalewlatingSample, calculate, and repertingreport the precision® of the
estimate for the design element of interest (measure, project type, or end- use).

e ConduetingConduct sensitivity testing of the scoring algorithm.

o DefiningDefine what the spillover measurement is— and is not; attempting to estimate
and justify the use of an approach.

o EmpleyingEmploy, where feasible, a preponderance of evidence (or triangulation of
results) approach that uses data from multiple sources:* (see Itron, tne. 2010), especially
for large savers and complex decision-making cases. Potential data sources could include
project file reviews, program staff and account manager interviews, vendor interviews,
and observations from site visits.

| The New York Department of Public Service (2012) developed-additional guidelines specific to
the estimation of spillover savings to address recurring methodological limitations that the New
York Department of Public Service staff and its contractor team observed in the estimation of

| spillover in New York and the industry as a wholg. Prahl et al. (2013) summarizessummarize this
work and the critical decisions that evaluators'must'make before deciding whether and how to
estimate spillover. That paper also discusses how the estimation of per-unit gross savings,
estimation of program influence, and deCumentation of causal mechanisms varies for different
levels of rigor.

3.2.2 Surveys of Program WNowparticipants

Self-report surveys with nonpartieipants are commonly used to triangulate participant self-report
responses and collect data for calculating nonparticipant spillover or market effects. These
surveys help evaluators understand what EE actions nonparticipants have taken and whether they
took those actions because of program influences (nonparticipant spillover). Conducting surveys
with nonparticipants/poses its own unique challenges—First-there:

minimum or standard practice at the end of the early adoption period (that is, one for the RUL (remaining useful
life) period and one for the remainder of the EUL-> [effective useful life].”

59
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BPS;2643 The New York Department of Public Service (2013a) presents guidelines for calculating the relative

precision of program net savings estimates for different types of estimates, including the NTG ratio based on the
self-report method and for spillover savings. Additional discussion of sampling for evaluation can be found in
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e There is no record of the equipment purchase, and identifying a group of nonparticipants
who have installed energy-efficient equipment on their own can be time consuming and

costly.®* Second-establishing

e Establishing causality entails estimating gross unit savings (often with limited evidence
other than the consumer self-report) and establishing how the program may have
influenced the consumer’s decision. The consumer may not have been aware, for
example, of the influence the program had on the equipment’s availability or the market
actor’s stocking practices.

3.2.3 Market Actor Surveys

When estimating net savings, it is important to consider all the vartous-points of\program
influence. In addition to targeting consumers, upstream and midstream programs often target
program services and/or funding to market actors (such as contractors, auditors;and design
specialists) with the goal of influencing their design, specification, recommendation, and
installation practices. Fraus—+In upstream and midstream programs;€onsumers may not be
aware of program influences on sales, stocklng practices, or prices, (diseussed in the Appendix
A). "% Asaresult-itis-notappropriate-to-use).” Thus, using only participant self-reports when
estimating net savings- is inappropriate. In these cases, evaluators use market actor self-report
surveys to examine the effecteffects of these upstream influences.

These market actor self-report surveys can be designed as qualitative in-depth interviews or as
structured surveys with a statistically designed sample of contractors. The use and application of
the data determine the format-ef-the-survey.. For.example, evaluators may use:

One approach to mitigating the efficiency and cost of this is to use one nonparticipant survey that asks

about a variety of program eligible measures and use the results across multrple programs

63 There are Studies that focus on examining how a chanqe in the orlce of an energy-efficient product influences
consumer purchases. Two approaches were used: (1) stated preference experiments that systematically ask
potenitidl consumers what they would choose from a set of options with different features and prices; and (2)
revealed preference studies observe the actual choices consumers make from true choices available to them when
making purchases. To obtain accurate revealed preference information, it is usually necessary to observe the items
purchased. Consumers cannot reliably report the efficiency levels of recently purchased equipment. Direct
observation can be accomplished via store intercepts for small items such as light bulbs, or via onsite visits for
large items such as refrigerators. The remaining challenge for this method is the potential nonresponse bias; that
is, potential differences between consumers who are willing to have their purchases observed and those who
decline. An example of a study that focuses on how changes in price influence consumer purchases of energy
efficient products is Cadmus (2012b) See the Appendix for additional information.
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¢ Qualitative, open-ended data based on a small sample of market actors to contextualize
market actors’ practices (best used for triangulation purposes).

e Quantitative market actor data to calculate freeridershipfree ridership and spillover rates
specifically related to the practices of those market actors. The calculated rates can then
be directly integrated with participant self-report results, triangulated with participant
self-report results, and/or used as the sole source for freeridershipfree ridership and
spillover rates. (See, for example, KEMA, Inc. [2010].)

Evaluations can also include market actor survey data to estimate nonparticipant spillover and
market effects. An important issue related to the quantification of nonparticipant spillover
savings using only surveys of consumers is valuing the savings of measures installed outside the
program. As previously noted, during telephone interviews; consumers often cannot.previde
adequate equipment-specific data on new equipment installed either through’er outside a
program. Although they arecan usually-able-te report what type of equipment was installed,
consumers typically cannot provide sufficient information about the quantity;size, efficiency,
and/or operation of that equipment to makeenable a determination abeut its program eligibility.

One approach to estimating nonparticipant spillover and market effects via market actors is to
ask market actors questions such as:

e What percentage of their sales meets or exceeds the-program standards for each program
measure category installed through the program(s)?

e What percentage of these sales did not.receive an incentive?

The market actors should then be asked several'questions about the program’s impact on their
decistondecisions to recommend and/ar Install this efficient equipment outside the program.

3.2.4 Case Studies for Estimating) Net Savings Using Survey Approaches

This section presents three examples of estimating net savings with self-report surveys. The first
example demonstrates how thewparticipant self-reports method was used to calculate
freeridershipfree ridership«of nonresidential programs in California. The second demonstrates
how a sample set of survey questions were used in conjunction with a matrix to estimate
freeridership-freesidership. The final example summarizes an approach used by the Energy Trust
of Oregon (Castor;2012) that calculates low, mid, and high scenario NTG ratios to account for
“Don’t Know” résponses to certain questions. This example addresses the best practice of
conducting sensitivity analysis on the algorithm used to estimate NTG.

Example 1..Nonresidential Programs FreeridershipFree Ridership Assessment

The Large Nonresidential Freeridership Approach, developed by the
nonrestdentialNonresidential Net-to-Gross Ratio Working Group for the Energy Division of the
California Public Utilities Commission (2012), was developed to address the unique needs of
large nonresidential customer projects developed through energy-efficieneyEE programs offered
by the four California investor-owned utilities and other third- parties. The Large Nonresidential
Freeridership Approach is based on an approach that has been evolving for more than 15 years.
As described in the framework, the method relies exclusively on the self-report approach to
estimate project- and program-level NTG ratios, asbecause the working group notes that other
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available methods and research designs are generally not feasible for large nonresidential
customer programs. This methodology provides a standard framework, including decision rules,
for integrating findings from beth-quantitative and qualitative information in the ealeulation-of
the-net-to-grossratio-h-a-systematic and consistent mannercalculation of the NTG ratio.

The approach describes three levels of freeridershipfree ridership analysis. The most detailed
level of analysis, the Standard — Very Large Project NTG ratio, is applied to the largest and most
complex projects (representing 10-te-%-20% of the total projects) with the greatest expected
levels of gross savings. The Standard NTG ratio, involving a somewhat less detailed level of
analysis, is applied to projects with moderately high levels of gross savings. The Basic NTG
ratio is applied to all remaining projects.

Fhere-are-fiveFive potential sources of freeridershipfree ridership information are discussed in
this study. Each level of analysis relies on information from one or more_ of these sources:

e Program files, which can include various pieces of information relevant to the analysis
of freeridership-free ridership. Program files may include as-letters written by the utility’s
customer representatives that document what the eustemerconsumer had planned to do in
the absence of the rebate and explain the eustomer'sconsumer’s motivation for
implementing the efficieneyEE measure. It can also include information on the measure
payback with and without the rebate.

o Decision-maker surveys, conducted with/the person involved in the decision-making
process that led to the implementation.of measures under the program. This survey
obtains highly structured responses congerning the probability that the eustomerconsumer
would have implemented the sameé measure in the absence of the program. First;

-

o Participants are asked about the timing of their program awareness relative to
their decision to purchase or implement the energy-efficiencyEE measure. Next;
they

o They aresasked torate the importance of the program versus nen-
prografmnonpregram influences in their decision-making. Fhirg-they

o They are asked to rate the significance of various factors and events that may have
led to,their decision to implement the energy-efficiencyEE measure at the time
that'they did (for example, age or condition of the equipment, information from a
facility audit, standard business practices, and prierexperience with the program
Or measure).

Iraddition;theThe survey ebtains-a-deseription-efwhat-also asks participants to

describe what they would have done in the absence of the program, beginning
with whether the implementation was an early replacement action. H-nettheThe
decision-makers are asked to previde-a-deseription-ofdescribe the equipment they
would have installed in the absence of the program, including the efficiency
fevellevels and quantities. This information is used to adjust the gross engineering

savings estimate for partial freeridership-free ridership.
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This survey contains a core set of questions for Basic NTG ratio sites, and several
supplemental questions for both Standard and Standard — Very Large NTG ratio
sites. For example, if Standard or Standard -— Very Large respondents indicate
that a financial calculation entered highly into their decision, they are asked
additional questions about their financial criteria for investments and their
rationale for the current project. These questions are intended to provide a deeper
understanding of the decision-making process and the likely level of program
influence versus these internal policies and procedures. Responses to these
questions also serve as a basis for consistency checks to investigate conflicting
answers regargingabout the relative importance of the program and other elements
in influencing the decision. {r-addition-Standard — Very Large respondents may
also receive additional detailed probing on various aspects of their installation
decision based on industry- or technology-specific issues, as determined by
review of other information sources. For Standard- — Very Largesites, the
respondent data are used to construct an internally consistent “story’”” that supports
the NTG ratio calculated, based on the overall feedback.

e Vendor Surveyssurveys are completed for all Standard-andiStandard- — Very Large
participants thatwho used vendors, as well as for Basic participants thatwho indicate a
high level of vendor influence in the decision to implement the EE measure. For
participants thatwho indicate the vendor was very influential in decision-making, the
vendor survey results are incorporated directly.into the NTG ratio scoring.

e Utility and Pregram-Staff-lnterviewsprogram staff interviews for the Standard and
Standard- — Very Large NTG ratio analyses. Interviews with utility staff and program
staff are also conducted to gather.information on the historical background of the
eustomer-sconsumer’s decisiontosinstall the efficient equipment, the role of the utility
and program staff in this deeisSion, and the Aamenames and contact information of
vendors involved in the specification and installation of the equipment.

e Other information for-Standard — Very Large Project NTG ratio sites includes
secondary research of other pertinent data sources. For example, this could include a
review of standard and best practices through industry associations, industry experts, and
information.from,secondary sources (such as the U.S. Department of Erergy'sEnergy’s
IndustrialdTechnologies Program’s Best Practices website).®* In addition, the Standard- —
Very Large NTG ratio analysis calls for interviews with other employees at the
participant’s'firm, sometimes in other states, and equipment vendor experts from other
states where the rebated equipment is installed (some without rebates) to provide further
input on standard practice within each company.

Table 4 shows the data sources used in each of the three levels of freeridershipfree ridership
analysis. Although more than one level of analysis may share the same source, the amount of
information utiizedused in the analysis may vary. For example, all three levels of analysis obtain
core question data from the decision-maker survey.

® This website can be found at: http:/Awww1.eere.energy.gov/industry/bestpractices/-.
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Table 4: Information Sources for the Three Levels of NTG Ratio Analysis

Decision- Decision-- Utility &and Other
Program Maker Vendor | Maker Survey Program
- Research
File Survey Core | Surveys | Supplemental Staff Findinas
Question Questions Interviews g
Basic NTG \/ \/ \/1 \/2
ratio
Standard NTG N N N N N
ratio
Standard NTG
ratio—Very V v B N \ N
Large Projects

| " Only-performedPerformed only for sites that indicate a vendor influence score greaterthan maximum of
the other program element scores.
iny—pe#er—medPerformed only for sites that have a utility account representative.
iny—pe#er—medPerformed only if significant vendor influence_is reported or'if secondary research
indicates the installed measure may be becoming standard practice.

Example 2. FreeridershipFree Ridership Assessmentfor an Equipment Rebate Program

This example shows how to calculate an NTG ratio andvhow to use a sample set of survey
questions in conjunction with a matrix to estimate freeridership-free ridership (see Table 5). The
example is from Chapter 5 of the Energy Efficiency Program Impact Evaluation Guide (SEE
Action; 2012b-}). In this case, the evaluators assign a freeridershipfree ridership score based on a
participant’s response to six questions.

Table 5. Assignment of FreeridershipFree Ridership Score Based on Participant Responses

Would
Already Would Have .

FreeridershipFree | Ordefed Installed Same In?;\{leed galzgltgﬂ Alrienady

Ridership Score Instoarlled M%h;:;}{\r/\gxout Efficiency Al the Soon Budget

g Measures

100% Yes Yes — — — —
0% No No — — — —
0% No Yes No — — —
50% No Yes Yes Yes Yes Yes
25% No Yes Yes Yes No Yes
25% No Yes Yes Yes Yes No
0% No Yes Yes Yes No No
25% No Yes Yes No Yes Yes
12.5% No Yes Yes No No Yes
12.5% No Yes Yes No Yes No
0% No Yes Yes No No No

Source: SEE Action (2012b) based on example provided by Cadmus.

One issue with this method is the somewhat arbitrary nature of assigning freeridershipfree
ridership scores based on sets of question responses, as they are-dependent-upendepend on the
judgment of the particular evaluator. Different researchers may assign different freeridershipfree
ridership scores to different sets of respondent answers. To address this, the literature
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recommends using sensitivity analyses around the freeridershipfree ridership scores, based on the
judgments of people familiar with the program.®® An example of increasing the robustness of this
method is found in an assessment of residential heating and cooling equipment for the Electric
and Gas Program Administrators of Massachusetts.

hipAnother useful exercise is to
assess the rellabllltv of the assmnment of free ridership scores by the evaluators. Inter-rater
reliability scores®’ can be calculated to assess the reliability of these assignments. To the extent
that evaluators assign the same free ridership scores to the same set of response patterns, then
reliability will be increased. Other approaches use upper and lower bounds on free ridership
developed directly from survey respondents.®®

Example 3. Commercial, Industrial, and Residential Scenario Analysis

The Energy Trust of Oregon uses an approach (Castor; 2012) to calculate.low, mid, and high
scenario NTG ratios to account for the “Don’t Know” responses to certain guestions. The report
appendix describes this approach. The project’s freeridershipfree ridership score is composed of
two elements: {1)-a project change score and {2)-an influence score.

65

Issues may arise if these freeridershipfree ridership scores.are viewed as categories rather than as
continuous variables. A 50% score may imply a higher level offreeridershipfree ridership than does a 25% score,
but it may not denote that the 50% score implies that freegidershipfree ridership is, in fact, twice as high when
compared to respondents placed in 25% freeridershipfree ridership score category. It is possible to perform
arithmetic on these numbers and use the values to generate a mean value and even a variance, but this may not be
appropriate. The lack of an accurate “distance’” factor in'these numbers makes the calculated variance hard to
interpret. For variables that are meant to represent categories rather than continuous numeric values, frequencies
are the more often used descriptive statistic:

This work was conducted by a consortium of consultants under a prime contract led by The-Cadmus-Group,
supported by Navigant, and Opinion‘Bynamics Corporation—{Cited (cited as _Cadmus;-; Navigant Consulting;
Opinion Dynamics Corporation{201:2).

®” Inter-rater reliability, inter-observeg reliability, and inter-judge agreement are some terms that have been used in
the literature to designate wide variety of concepts. All these terms, however, refer to the extent of agreement
among raters, judges, andwbservers (Gwet 2010, 2012).

Violette et al«#(2005) discuss approaches used in the net savings and attribution assessment for a large-scale

C&lI retrofit program. freeridershipFreeridership was assessed using a series of survey questions asked of various

actors, including, participating end-use consumers and vendors/contractors/consultants. freeridershipFreeridership

was asked in bath direct freeridership questions and -supporting, or influencing, questions. Participating owners
and ESCOsenerqgy service companies/contractors in a large-scale C&aI retrofit program were each asked for direct
estimates of: (2)Fhethe “proportion” of the savings or measures that would have been installed without the
program; and (2) Fhethe “likelihood” that the measures would have been installed without the program. A three-
step. approach was used. Step 1 focused on whether the respondent believed that freeridership existed at all; if the
respondent believed it existed in this project, Step 2 established bounds on the freeridership effect, that is, what
was the smallest value that seemed reasonable and what might have been the highest reasonable freeridership
value. Step 3 used questions to obtain where within this range the freeridership value was likely to fall.

Appendices to Violette et al. (2005) discuss alternative approaches. This program had some unique characteristics

that made this approach more tractable. It involved large-scale C&I projects and the survey respondents were

provided with summaries of the technologies and measures installed. Other efforts that used similar approaches
include Violette, Ozog and Cooney (2003) for addressing net savings from regional and market transformation
programs in the Pacific Northwest, and Navigant (2013b) which assesses the net impacts of U.S. DOE’s Wind

Powering America Initiative.
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The project change score is based on the respondent’s answer to the question, “Which of the
following statements describe the actions you would have taken if Energy Trust incentives and
information were not available”?

Possible answer choices are assigned a number between 0 and 0.5, with 0 indicating no
freeridershipfree ridership and 0.5 indicating that the participant was a full freerider—Since
respondentsfree rider. Because a respondent can select multiple responses to the question,
thetrthe answer choice with the lowest score is selected. If the respondent selects “Don’t Know,”
two scores are created to account for the range of possible answers (0 and 0.5).

For commercial projects, respondents are asked this follow-up question when they report they
would not have done anything differently in the absence of the program: “If your fitm had not
received the incentive, would it have made available the funds needed to cover the'entire cost of
the project”? If the respondents select “Yes,” their project change score is 0.5. If the respondents
select “No,” their project change score is 0. However, if the respondents seleet.“Don’t Know,”
they are given two scores for project change, as previously described.

The influence score is based on respondents’ answers to questions about the influence of Energy
Trust incentives, program representatives, contractor/salesperson, studies, and other program
elements. The answer choices are given a value between-0. (element’s influence was a 5,
extremely influential) and 0.5 (element’s influence was adsnot at all influential). The score for
the most influential element is taken as the influenee score. If respondents answer “Don’t Know”
for all elements, they are given two influence scores to account for the range of possible answers
(0 and 0.5).

To generate the freeridershipfree ridership score for each project, the project change and
influence scores are added. For respondents,who do not provide “Don’t Know” answers, this
score will be a single number between 0.(no freeridershipfree ridership) and 1 (full
freeridershipfree ridership). For'those who gave a “Don’t krewkKnow” answer to one of the
questions, there are two freefigershipfree ridership scores—one high and one low. For those who
answered “Don’t knewkKnow” te,both the project change and influence questions, no score is
calculated.

FreeridershipFree ridership scores are averaged for all respondents in each program/measure
group and thegesultiis shown as a percentage rather than a decimal-_(see Table 6 for pros and
cons of surveysbased approaches).

o . “Tiow Scenario” is the average of the freeridershipfree ridership scores where the low
score is used for those who answered “Don’t krewKnow” to a question.

e “High Scenario” is the average where the high score is used for those who answered
“Don’t know” to a question.

e “Mid Scenario” is the average of the Low and High Scenarios. In the case of C&I
projects, individual scores are weighted by their share in the electricelectricity or gas
savings of all respondents of their group before the scores are averaged for scenarios.
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| Table 6:. Survey-Based Approaches—Summary View of Pros and Cons

e Can provide useful information to support process and impact evaluations (for example,
source of awareness, satisfaction, and demographics)
¢ Flexible approach that allows the evaluator to tailor questions to the program design or

Pros : .
implementation methods
| ¢ Can yield estimates of freeridershipfree ridership and spillover without the need for a

nonparticipant control group

e Potential biases related to respondents’ giving “socially desirable” answers

e Consumers’ inability to know what they would have done in a hypothetical alternative
situation, especially in current program designs that use multiple methods to influence
behavior

e The tendency of respondents to rationalize past choices

‘ Cons ¢ Potential arbitrariness of scoring methods based on evaluator judgmenft'that.translate
responses into freeriderfree rider estimates
e Consumers may fail to recognize the influence the program may have had on other
parties who influenced their decisions (for example, program may:have influenced
| contractor practices, which in turn impacted the participant)
¢ Participant surveys enly-capture only a subset of market effects

3.3 Common Practice Baseline Approaches
The common practlce basellne approach69 IS Felanwanew—m—the-bpeade#e\mm

ap C v IJ G- waa" \/ \ v —aviv

W@%@m%heﬁaeme%%}a&app%d—ﬁalso IS recelvmq attentlon as a method for a
numberofyears. estimating net savings. SEE#Actign.describes(2012b) has defined the common

practice baseline as _follows:

Common practice baselines are estimates of what a typical consumer would have
done at the time of the projéct implementation. Essentially, what is “commonly

done’ becomes the basis.for baseline energy consumption (SEE Action, 2012b, p.
| 7_2))_.71,72

|69

The Common‘Practice,Baseline section gave rise to a number of comments. Some reviewers did not see
this method as parallel‘to the other methods presented in this chapter, as it focuses on ex ante values of the mean
of market behavior and does not look at ex post information on actions or program participants. In this context,
this approach was.viewed as more of an ex ante deemed net savings approach (see sectienSection 3.7 on deemed
NTG values-belaw). After considering these comments, the Common Practice Baseline approach was viewed as

. warrantlng a'separate sect|on due, in part, to the recent attention g|ven this approach to net savmgs

SEE Action (2012b) illustrates this “commonly done” baseline using an appliance example. “For example,
if the program involves incenting consumers to buy high-efficiency refrigerators that use 20% less energy than the
minimum requirements for ENERGY STAR® refrigerators, the common practice baseline would be refrigerators
that consumers typically buy. This might be non-ENERGY STAR refrigerators, or ENERGY STAR refrigerators,
or, on average, something in between.”
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ésemeﬁme&e&”ed—stand&m—mduﬁw—praeuee)—Thls baselme 1ncludes a con51derat10n of what
typically would have been done in the absence of the efficiency action” (SEE Action 2012b).

This approach is under development in several jurisdictions and will certainly evolve in its
application. In general, it is based on using available information to develop an ex ante estimate
of net savings, with limited adjustments based on ex post data and analysis. This approach has
many appealing qualities, but the tradeoffs need to be clarified, both in terms of potential biases
and the real costs associated with this approach.

The common practice baseline method is relatively new in the broader evaluation literature and
its application has been somewhat limited; however, the Northwest Power and Cofiservation
Council (NW Council) in the Pacific Northwest has applied a variant of this methothfora
number of years in estimating ex ante net savings. "> The NW Council contiflies to%evolve this
approach with new protocols developed by the Regional Technical Forum (RTR2012).” Ridge
et al. ;2012b)-(2013) indicate that, in addition to the NW Council, three atherjurisdictions are
working with variants of the common practice baseline approach: Nogthwast Energy Efficiency
Alliance (NEEA), Indiana, and Delaware.

As with other net savings approaches, the common practice baseline approach is designed to
assess the savings attributable to EE program activities..Ope advantage claimed for the common
baseline approach is that it avoids double counting of $regridersfree riders. The concern is that
the two-step approach—where (1) gross savings is estimated firstex post using current practice
as the baseline; and then-a-second-step-estimateseeridership-and-sptlover(2) an NTG ratio is
applied to the ex post gross savings—can doublescount at least some freeridersfree riders (Ridge
et al. 2013; Hall et al. 2013). The argument is that the estimated claimed (ex ante) gross savings

> The SEE Action-+epert (2012b) défines common practice baselines in its glossary as “The predominant
technology(ies) implemented or practice(s) undertaken in a particular region or sector>” (p;. A-4).

" Tom Eckman of NW Council indicat8d that=this general approach has been applied in setting deemed savings
since the 1980s, and it was designed to=fit with the NW Council integrated planning process; that is, it is meant to
provide an estimate of the incrementof savings beyond what system planners assume for naturally (or currently)
occurring efficiency in théir demand models. Additional information can be found at the RTF website of the NW
Council and in RTF (2012).

Some revigwers indicated that this double counting problem may be the result of
inconsistent proggam rules as set out by the program administrators and regulators, and was not
an estimation Issue. Further, a number of reviewers indicated that rather than over-estimating
freeridefs JthiS approach underestimates freeriders due to selection bias (discussed in the main

body text’below). The RTF guidelines (dated August 15, 2012) sets out the current practice baseline approach
most directly in its definition of savings: “Savings is defined as the difference in energy use between the baseline
(see.section 2.2) and post (after measure delivery) periods, which is caused by the delivery of a measure. The
terms¥net” or “gross” are intentionally not used to modify the term “savings,” as they may conflict with the
definition of “baseline,” provided in section 2.2. The current practice baseline defines directly the conditions that
would prevail in the absence of the program (the counterfactual), as dictated by codes and standards or the current
practices of the market. The most important conflict would arise if savings were estimated against a current
practice baseline and then those savings were further adjusted by a net-to-gross ratio, where the net-to-gross ratio
was the probability that the measure would have been delivered in the absence of program influence.” Note that
the RTF uses the term current baseline rather than common practice baseline used elsewhere.
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may be closer to net savings than the estimates of net savings calculated by adjusting the gross
savings estimates by freeridershipfree ridership, spillover, and market effects. This is because
some of these factors are already contained in the process used to produce the gross savings
estimates. Hall et al. (2013) statepoint out that “if a baseline approach already has
freeridersincorporated free riders in #its construction, there is often no need to readjust the
savings calculation to account for freeridersfree riders a second time-. This emphasizes the need
to: (1) understand the derivation of gross estimates as part of the EE evaluation process, and (2)
to explicitly set out the assumed counterfactual scenario in the net savings method used. Taking
these two steps avoids the double counting that results in hlgher than approprlate #eenelepship
estimates-free ridership estimates. "% Ridge ot gl

Examples from the-guidelines on common practice baselines include:

e NW Council’s Guidelines-Savings-Estimation-Methodsquidelines'savings estimation
methods: The current practice baseline defines directly the conditions that would prevail
in the absence of the program (the counterfactual scenario), as dictated by codes and
standards or the current practices of the market. (RTF; 2012, p. 2)._In the guidelines
developed by the RTF, the impact estimation Metiteds-are grouped by the type of RTF

® Some reviewers indicated that this double counting pfeéblem may be the result of inconsistent program rules as set
out by the program administrators and requlat@rs, and is*hot an estimation issue. If this is the case, evaluators still
must decide whether the ex ante savings are net,\gross, or somewhere between, because the ex post estimates must
be used in an internally consistent way 40 adjust the claimed ex ante savings. Further, a number of reviewers
indicated that rather than overestimating free riders, this approach is likely to underestimates free riders because of

selection bias (discussed below in thiSwsection).
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measure: (1) unit energy savings measures, (2) standard protocol measures, and (3)
custom protocol measures. Depending on the measure type, the research design could be
relatively straightforward because the RTF might have already established the unit
energy savings values. For other measure types that might have used a current practice
baseline, the evaluator could determine the baseline based on a vendor’s description of
what it would normally do for this type of end user, information on recent shipments or
sales of relevant equipment, or services gathered from manufacturers, trade associations,
distributors, retailers or other studies and databases that establish current practice,Qr
statistical approaches such as regression models involving participants and
nonparticipants.

Evaluation protocols for NEEA commercial sector initiatives: At any. peint in time,

consumers are making decisions about equipment purchases, design féatures, or
operational practices. The average efficiency that results from these degisions constitutes
an estimate of what would have happened in the absence of NEEA®suinitiatives. This is
the current-practice baseline in the RTF Guidelines and reprggentsithe counterfactual
scenario. The difference between the efficient equipment that NEEA promotes through its
initiatives and the counterfactual scenario (which varies=y faeasure) constitutes the
savings that NEEA has caused. Any additional adjustmentsj such as the application of an

NTG ratio, are unnecessary (see Ridge et al. 2013). Indiada’s EvaluationFranework

Indiana’s evaluation framework: This framework-discusses the use of the standard
market practice to estimate net savings: Fae-stapdard-market practice {(SMP)This
approach is a way to set energy impact.analysis baselines so that the baseline already
incorporates the influence of freeridetsfree riders. In this approach, a freeriderfree rider
assessment is not needed becausesthe use-ofmarket is already using a standard market
practice baseline is-aleady-whatthe-marketis-doing-without the program’s direct
influence. Fhe-SMPThis baseline is typically set at the mean of the level of energy
efficiencyEE being installed acrass the market being targeted by the program-
(TecMarket Works; et al. 2012;p. 55)).

Similar excerpts from the- NEEA=and-Delaware guidelines for net energy savings estimation can
be found in (Ridge etal-. (2013).

Gross impact estimation iself-is a value that requires a baseline. In other words, the gross
savings from an.energy-efficiencyEE measure is the difference between the energy use of the
installed high-efficiency equipment and an alternative equipment specification. The baseline for
the gross impacts estimate may be any of the following: (1) the energy use of the equipment that
was replaced during a retrofit; (2) the energy use of standard-efficiency technology that likely
would have been installed by the eustemerconsumer; or (3) the energy use of the equipment
required by codes and standards (assuming stringent enforcement of the codes and standards). In
fact, Ridge et al. (2013) point out that the actual equipment baseline used to estimate gross
impacts may not be clear cut and that “there are gradations in the way baselines are established
in the energy-efficiency industry.”
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The case for the use of a common practice baseline appears to stem from two issues:

1. The definition of gross savings may actuath-include factors that are more appropriately
viewed as components of net savings, and additional adjustments are not needed to these
original estimates. This is essentially an ex ante estimate of net savings using current
practice as the baseline anrdwith net savings isestimated as the reduction in energy use
resulting from the change to more efficient technologies. "

2. Program evaluations that report net savings may do so inconsistently. Unfortunately, the
components of the net savings calculation differ between jurisdictions, and these

components-are often based on what is-viewed-as-appropriate-and-measureableby-the

jurisdiction’s stakeholders {Seeview as appropriate and measurable (see NEEP; 2012).
Although there-is-wide-recognition-that-spillover existsis widely recognized and can be
significant, there-isresistance-tr-a number of jurisdictions teresist estimating spillover
values and including them in the net savings calculations. Market'effects values have
faced similar challenges. ®°

SEE Action (2012b, p. 7) indicates that appropriate common practice baselines can be estimated
through surveys of participants and nonparticipants as well as analysis of market data. The
process of developing a working definition of common practice.baselines may pose some
challenges. Currently, there is not wide-spreadwidespread experience in developing common
practice baselines allowing for a determination of best practices. The RTF of the NW Council
has the most experience in developing these baselines, with its methods emphasizing the use of

® My Tom Eckman of the NW Councif expands on this point-in-persenal-communication, stating that:,

79

“What is occurring prior to program launch'is a better measure of what would have occurred absent the program
(that is, the counterfactual scenario) than a determination made after the program has influenced the market.”
Essentially, the NW Council perfermsperformed an ex ante net analysis when they developed deemed savings
estimates that are by design viewed-as.net savings. For the NW Council’s purposes, this is viewed as being as
accurate as performing complex studies after the program has been implemented. More information on the NW
Council approach can be found atin RTF (2012) and at the RTF website http://rtf.nwcouncil.org/.

The common practice approach as applied by the NW Council works best when the forecasts are made at
the measure level. Coveringall the measures whichthat combine to make a program can be time consuming and
expensive to update. Also, this is short term in that over time—Fhe, the control group (that is, nonparticipants)
would likely have evolved their actions from one year to the next as conditions change and that-accounting for
these effects is-alse important in determining net savings. As with all approaches discussed in this section, there
are pros.and cons and the selection of the approach to use has to recognize the context in which this choice is
made. Forexample, there-are-neTom Eckman of the NW council indicated that this method may be less
controversial in the Northwest because some entities do not have financial incentives tied to estimates of net
savings-value-among-members-of-the- NW-Council,

To further illustrate, net savings as presented in the findings of EE evaluations isare always presented as
“net” of something; however, it may be gross savings net freeridership, or it may be gross savings net
freeridership and spillover, or, in some cases, market effects may be included in the defined net savings estimates.
Navigant (2013) found that the-majerity-ofmost jurisdictions defined net savings as “gross savings adjusted only
for freeridership.” (The review of net savings methodologies in Navigant {2643)[2013a] focused only on C&l
programs. Sut-ofthirty-eightOf 38 C&I program evaluations reviewed, twenty-eight28 estimated net savings as
gross savings adjusted for freeridership only. Three estimated net savings as gross adjusted for freeridership plus
participant spillover, and seven studies adjusted for freeridership and both participant and nonparticipant spillover.
None of the studies attempted to address market effects in addition to the spillover values.)
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market data,®" and the RTF has produced guidelines for the development and maintenance of
savingsavings estimation methods based on the common practice baseline approach (RTF;
2012).

A significant concern is that self-sectienselection bias may-sti-be-anis viewed as a likely issue
with common practice baselines. An EE program that allows consumers to select themselves into
the program may attract these-consumers among the common practice baseline who would have
taken the high-efficiency actions anyway. If an EE program enhy-attracted theseonly consumers
who were predisposed to install the high-efficiency equipment promoted by the program, then
net savings could be overestimated by not fully accounting for all freeridershipfree ridership.
Additionally, to the extent that the program results in nonparticipant spillover, it is not clear how
the common practice baseline approach would capture those savings. *

Another point made by Ridge et al. (2013) is that prierprevious EE programs have affected the
markets for EE equipment through spillover and market effects. This results'in,current
standardcommon practice baselines that are more efficient than whatthey would have been the
ease-if these past EE programs were not offered. In this case, using market average can contain a
fair number of past participants (for example, end users, installers, and distributors) and
nonparticipants who were-alreadyyhave been influenced by the program. The effect of these past
programs is to lower the annual energy use of the measures that constitute the current practice.
This argument seems to be partly analytical and partly:.a poliey consideration. Ideally, past
evaluations of EE programs should have included.all'the‘impacts attributable to the programs,
but-sinee because spillover and market effects were generally omitted from past evaluations,
they have not been counted. The annual energy use that is represented by current practice is
lower than it would have been if these past programs were not offered. From this perspective, the
use of unadjusted current practice baselines as estimates of net savings seems to be an effort to
make up for mistakes in past evaluations (that is, the omission of spillover and market effects
that impact the overall market).

A jurisdiction may view thissavingsithat accrue today from programs in previous years along
with the savings from current pregrams as a reasonable estimate of EE program impacts over
thme,-which-the long term; and, that this best represents the overall return on investment in EE.
Alternatively, it may takeithe position that each EE program should be evaluated as an
incremental inveStment (that is, a program implemented in 2014 should be evaluated against
what is attributable to that investment only—all impacts from prior years’ programs are
essentially-sunk<Costs and should not be considered). This is an example of where policy and

analytlc views.of net savmgs estlmatlon are Imked #&nei—pesa%le%&deﬁ%%;e#y%eemmen&a

8l The RTF of the NW Council believes that the emphasis on market research for developing common

practice baselines will also help produce better program designs.
This will not be an issue in applications where market-wide sales data are available on standard and energy-
efficient equipment, but these data are unavailable in most markets targeted by EE programs.
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Another factor is that the common practice baseline is essentially a snapshot in time. The

common practice baseline will change over time and periodic updates will be needed.® The

complexity of the update will depend on the program type. For essentially a one-technology
program (for example, refrigerator recycling), the update may be straightforward. Updating

common practice baselines for a large C&I custom program where many technologies and end
uses are impacted may be more difficult. In such cases, it might be more cost effective to focus
exclusively on measures that account for the greatest savings.

The bottom line for assessing the common practice baseline approach is the same process asthat
is used in all other methods: (1) understand the construction of the baseline used in the
evaluation; and; (2) analyze the implications of this baseline against what-is-an appropriate
counterfactual scenario for that program. Based on this standard approach, degisions.can be
made regardingabout the net savings estimation method that is most appropriate forithe
evaluation of an EE program.

When an evaluator encounters a jurisdiction that is using a “curreni/psactice baseline” method
and refers to these savings as net savings, the evaluator should progeedin an internally consistent
manner.®* For example, it is important that the evaluator expldin what the utility/agency/regional
body is calling gross savings and what, if any, adjustments hawe been made in the establishment
of the baseline to produce a net savings value.

The common practice baseline has not been advogatethaSapplicable to all programs, even within
a single jurisdiction. An evaluator can select frenlamong the many other methods for estimating
net savings, each with its own sources of errét, ahd decide which is most likely to produce
estimates that have the least error. Hall efral. (2013) state that they “are not suggesting that the

direct net analysis approaches (i.e., common practice baselines) should be used in all evaluations

or that they can be applied to all typesef pregram configurations or target markets.” As a result,
the common practice baseline approach should be considered as another method in the toolkit

that evaluators can use to addresswetsavings, based on an analysis of the market and the
appropriate counterfactual scenario.

8 This is no different #fan programs evaluated using more traditional methods. The fundamental question is, “What
is the shelf life of any.€valuation given that many things (e.g., program intervention strategies, technologies
promoted, targeted customers, and local and regional economic conditions) can change that would affect the
program’s ability to'deliver net savings?” That is, all evaluations are essentially a snapshot in time.

8 Reviewer§ of this section have commented that the evaluator might conduct multiple current baseline studies,
calculate,eX’pestrnet savings, and calculate a net realization rate to test the robustness of the approach; however,
thes€ostofthe analyses becomes a factor. Analyzing the market and different baselines has been presented as
useful for understanding EE programs. This view may be most appropriate for jurisdictions that have EE measure
and eguipment specific data. These data may be limited to certain types of programs, and require a commitment to
gathering data at the measure level. Also, before taking this approach, the evaluator might want to make sure that
self-selection, nonparticipant spillover, and market effects are not serious sources of bias. If serious bias is
suspected, the evaluator could select the baseline from the multiple baseline approaches above as the one that
produces the most conservative results; however, there may be little analytic support for this selection. Another
suggestion advanced in this newly developed literature is to augment the results using a survey based self-report
NTG ratio, but this seems to defeat the purpose of using the common practice baseline method as an ex ante
method of producing net savings. It increases costs and brings in the issues involved in using appropriate survey
methods, and it may thereby reduce some of the advantages claimed for the common practice baseline approach.
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In summary, several jurisdictions have-adoptedlooking toward the use of common practice
baselines in their EE evaluation guidelines. As with all methods, there are pros and cons: (see
Table 7). A potential strength of the common practice baseline approach is its use in upstream
and market transformation EE programs. It can be applied market-wide and, unlike randomized
trials and quasi-experimental designs, it does not require participants to be identified- if
appropriate sales data are available. However, ene-ofthe-challenges-with-this method is
controtiing-formore susceptible to self-selection (that is, the average consumer may not be the
type of consumer who participates in the program). It is not clear how this can be addressed,
other than by conducting surveys to determine specific characteristics of purchasers ofefficient
equipment relative to the common practice baseline. However, this survey effort would negate
the unique aspects claimed for the common practice baseline approach; i.e., specific consumers
who have and have not purchased the high efficiency equipment would need te Be tleatified.
This makes this approach more similar to the survey method approaches dig€ssedin Section
3.2.

Table 7-, Common Practice Baseline Approach—Summary View of Pros and Cons

e Can help to avoid double counting of freeridershipfree ridership in circumstances
where gross impacts incorporate some net savings factors

¢ Can beswsed in upstream and market transformation programs

e Candeiapplied market-wide

¢ Self-selection bias is not addressed_and methods for addressing self-selection are
notreadily apparent

¢ Does not capture nonparticipant spillover

¢ Common-_practice baselines for measures and technologies will change over time

Cons and require updating_

e Determining average market practice has accuracy challenges

e Approach_has been applied in the Pacific Northwest, along with other net savings
estimation methods, but is relatively new and still evolving as a general net savings
estimation method

Pros

3.4 Market Sales Data Analyses (Cross-Sectional Studies)

A market sales data method can capture the total net effect of the program, including both
| freeridershipfree ridership and participant and nonparticipant “like” spillover. As described in a
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residential freeridershipfree ridership and spillover methodology study prepared for the
Massachusetts Program Administrators (NMR et-ak;Group, Inc. and Tetra Tech 2011), the total
net effects of a program can be estimated throughvia an analysis of market sales data.

The most common approach is a cross-sectional; comparison area method in which post-program
data are compared with data from a ren-pregramnonprogram comparison area (or multiple
comparison areas) for the same point in time. Thus, evaluators can make a comparison between
the change in the program area from the pre-program period to the post-program period and the

change in the nen-pregramnonprogram area over the same period.

The NMR et-ak-Group, Inc. and Tetra Tech (2011) study lists three important factors to consider
when deciding if an approach is appropriate te-use-for a particular program:

o Does an appropriate comparison area{s} exist? Comparison area(s) must represent a
credible baseline for the area of interest. This may entail using a set'of systematic
adjustments to control for differences in total size of, or demagraphics for, the areas. As

EE programs become more prevalent, itis-becoming-meregiffiegttto-findfinding

comparison areas that do not have similar program activitiesis becoming more difficult.

e IsAre the market data available and complete? Market data analysis requires
comprehensive market data for beth-the area of4nterest and an appropriate comparison
areafs). or areas. The complication here is that comprehensive sales/shipment tracking
systems have not been available for most markets."Absent comprehensive sales data, a
general picture of market coverage can/be ebtained by conducting surveys or in-depth
interviews. These are typically conducted with vendors and contractors about sales
volumes and efficient equipment.sales shares for conditions with and without the
program, or for in-territory and comparison area sales. In some cases, the self-reported
purchases of participating end-asers™ users can provide market data if the sample is
sufficiently large and representative of the market. Also, it can be expensive to gather the
market sales and shipment'data, and even with-a diligent data collection effort-there may
beleave gaps in the data.

e What are the features of the program? Market data analysis is usually appropriate for
programs that promote large numbers of homogenous measures and that have substantial
influence‘upstream to the end- user.

As an example\of this approach, Cadmus et al. (2012) tracked ENERGY STAR® appliances,
lightinggand home electronics product sales in New York and then compared those sales to sales
of the.same products in Washington, D.C., Houston, Texas, and Ohio. All ef-these baseline areas
were-areas without significant utility efforts to promote ENERGY STAR products. The market
data were used to estimate both the market share and the energy savings attributable to the New
York Energy $mart*“mart Products Initiative Program administered by the New York State
Energy and-Research and Development Authority.®®

8 Diseussion-with-M#. Scott Dimetrosky indicated that this study developed savings from product sales and
installations. These savings were derived by first estimating the market share for ENERGY STAR products
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Another example of a market sales approach entails interviewing or surveying a panel of trade
allies who are either program participants or nonparticipants. This could include
eentactorscontractors, retailers, builders, and installers. These trade allies are offered monetary
compensation for information erabout projects or sales completed within a specified time period-
(see Table 8 for pros and cons of this approach). The types of information requested can include
manufacturer, efficiency levels, size, price, installation date, installation ZIP code, types of
incentives received, and an assessment of the program’s impact on incented and Aen-
ineentednonincented efficiency actions. With annual updates, this method could provide context
for tracking longer term ongoing program impacts or market effects. This method could.also
work in tandem with other approaches for estimating net savings and provide a market.context
for estimates that may otherwise focus only on short-term impacts.

Table 8:. Market Sales Data Analyses—Summary View of Pros and Cons

¢ Can estimate the total net effect of a program

o Uses information on actual consumer behavior

Pros o Addresses trends in an entire market

e Most appropriate for programs that promote a large.numbers of homogeneous
measures and have substantial influence upstream

There may be a low availability and quality of salesiand shipment data in the area
of interest and in an appropriate comparison area(s)

Data may be expensive to acquire and/or may have gaps that can be misleading
May be difficult to determine the appropriateness of a comparison area

Cons

3.5 Top-Down Evaluations (MaecroeconemicMacroconsumption
Models)

Top-down evaluations use macrodata on energy consumption in a model that relates changes in
energy consumption to a measure,0f-EE effort (usually expressed as EE expenditures-en-EE).

Top-down evaluation produced what-has-been-termed-as—macroconsumption metrics” (MCMs)
in two recent pilot applications in California (Seesee Cadmus;2642 2012a; Demand Research,

LLC; 2012). The broader literature refers to these methods-as top-down methods, butand the
MCM notation adopted in,the recent California pilot studies refers to the same set of methods
and cites top-down studies as background for its pilot work.

esTo date, this method’s
application has Peen somewhat limited to national or Iarqe regional (i.e., multistate) applications.
Applications to utility level programs have been limited to pilot studies and the general
applicability of these methods has not been demonstrated. Still, the top-down approaches have

through estimates of total market size and sales of ENERGY STAR products. Next, portions of the market share
were allocated to exogenous, non-NYES$P Pregram-effects, including the impact of the national U.S.
Environmental Protection Agency/U.S. Department of Energy ENERGY STAR Program, naturally occurring
adoption (including the impact of higher energy prices and interest generated by programs in neighboring states),
and the impacts of other NYYSERDANew York State Energy Research and Development Authority residential
programs. The remaining market share, after netting out these other effects, was considered attributable to the
NYES$PNew York Energy $mart Products Initiative Program.
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| appeal because they directly address overall net savings. The dependent variable is overall
energy use (often expressed as energy use per capita) and this method simply examines the
change in energy use due-toresulting from EE efforts. As-a-resultThus, there is no need to adjust
for freeridershipfree ridership and spillover, or even for market effects, in estimating overall net
savings. In addition, the regression analyses provide confidence and precision levels around
these estimates.

FhereHowever, there are challenges in estimating the relationship between EE efforts and
changes in overall energy consumption, such as the size of the impact isolated by the model:

BPeveloping

The development of a model that can measure a 1-te-%-2% change in total energy use annually
and is attributable to EE programs requires a reasonably sophisticated structure. For.example, the
model must have an appropriate lag structure because the impacts from one year’s expenditures
will occur over a number of years.®® In addition, the number of observations'and quality of data
needed to identify a small effect can be challenging. The data platform needed to support this
top-down or MCM model approach requires the following:

e A measure of EE expenditures (or another metric of EE effort for different cross-sections,
such as utilities or program administrators).

e TheA large number of observations needed-to identify the effecteffects of EE over a
number of years, taking into account the lag structure of EE impacts. As a result, most
top-down studies include multiutility omultistate efforts that can provide a reasonably
large number of cross-sectional areas%os’the analyses.

e Matching demographic and magcroeconomic data to utility service areas, or subareas of
utilities that are used as observations in the analyses.

+«—High-quality data regardtrgabout energy consumption for each cross-section
analyzed.

Questions that'evaluators should consider when deciding on the appropriateness or applicability
of top-dewn models are:

|86

BC Hydro (2012) demonstrates the importance of the relationship between current expenditures on EE and
future savings. It also shows the importance of letting the data determine the most appropriate lag structure as
opposed to implementing a fixed structure that acts as a constraint. HewThe estimate of energy savings is
influenced by the manner in which lagged effects are handled in the regression model-influences-the-estimated

ERergy-SavHRgs.
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e What information will be produced by these top-down models if they are successfully
‘ estimated, recognizing that a large number of cross-sections with varying levels of EE

investment are needed for estimation?

e How does this information compare to what is produced by other methods?

ForexampletopTop-down models may be useful for:

o Estimating overall average change in energy usage-due-touse from the EE programs for a
region. A top-down model that provides a good fit, meets reasonable assumptians;.and
has acceptable levels of statistical significance levels can provide informationon the
average change in overall energy use (or energy use per capita) from overall EE efforts.

e Estimating regional environmental impacts. Aggregate models can be'useful in assessing
state and regional environmental impacts such as the impact on carbon emissions.

e Providing evidence of estimated energy-savings at a regional level..The model can
confirm—at an aggregate level—whether the expected energy:savings are actually
reflected in the maero-consumptionmacroconsumption datas

e Estimating overall cost savings due-tofrom EE programs. Top-down models can also be
used to estimate an overall cost savings per k\Whkilowatt=Rour saved and confirm the
efficacy of the overall EE effort.

Top-down models, however, are-notable-tocannot provide information enabout:

e Savings produced by specific measures.or programs.
e Where to make additional investments in EE at the program- or measure- level.

e How to improve existing programs.

e How to use estimates of feeesidershipfree ridership and spillover to suggest program
improvements.

e Quality assuranee/quality control processes needed for regulatory oversight.

The relative importance jurisdictions and stakeholders place on program-level information-versus
aggregated information at-will influence decisions to implement these-eifferent types of
evaluation frameworks. Top-down approaches seem complementary to results produced by
program-level evaluations; however, there may be concerns about using these tep-dewn-methods
as-areplacementforto replace program-level evaluations. Some view the program-level research
as essentiahin that it helps ensure that the right set of programs comprise the EE portfolio and it
is useful in addressing program- and portfolio-specific questions regardingabout implementation.
Top-down methods and program-level evaluation-beth provide useful, but different, perspectives
on the accomplishments of EE efforts.

| Cadmus (20122012a) reviewed a number of the-leading-top-down studies that al-expressed
energy consumption as a function of a metric meant to measure EE effort including:

| e ParmarkParfomak and Lave (1996) used a panel gata-setdataset of 39 utilities from 1970
to 1993. The claimed savings by utilities for their C&I programs was used as a proxy for
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the level of EE effort. The regression analysis was similar to a realization rate regression
analysis model, where the coefficient on the claimed utility savings indicated what
fraction of those savings were-able-tocould be found in the data. The-study authors
estimated the realization rate for the utility’s claimed savings at 99%.

e Auffhammer et al. (2008)—working with data developed by Loughran et-aland Kulick
(2004)—)—used what has become the more traditional formulation. Here, EE effort was
expressed in the econometric model as program expenditures reported to the U.S. Energy
Information Administration-(E+A).. The-study authors found that average utility reported
savings (2%-te-%—-3%) fell within the 95% confidence interval for estimated savings.The
cost of saved energy was approximately $0.06-per/kKWh.

e Arimuraetal. (2011) also used the EtAEnergy Information Administratien data‘on
program expenditures across 307 U.S. utilities to examine the impagtimpacts of EE
investments in-EE-on overall energy consumption.®” UsingThe authors used utility
EFAEnergy Information Administration data from 1989 to 2006,-the-Stedy-authorsfound
to determine electricity savings of 1.8% annually and estimated the cost of saved energy
at approximately $0.05-per-/kWh.

The California Pilot Project on top-down methods involved two efforts, Cadmus;{2612 (2012a)
and Demand Research, LLC (2012).

Example 1: Fhe-Cadmus-Greup California Top=Down Pilot Study

Cadmus used expenditures on EE programs as.the level of EE effort in its models. The models
were estimated at the utility level for residential.and nonresidential energy savings. Cadmus
worked with data at the utility level usingrinformation from the three investor-owned utilities
(I0Us) and from large public utilities in California such as Los Angeles Department of Water
and Power {(LABWR}-and the Sacramento Municipal Utility District {SMUJB).. Data were also
collected from some small public utilities, but this-infermatien-waswere generally inconsistent.

A number of-different models.estimated the relationship between utility energy consumption for
residential and nonresidential customer segments and EE expenditures-ea-EE.*® Overall, it was
difficult to obtain significant results across the models. The best model produced significant
coefficients on the.EE expenditures variable using only data from the three 10Us. To
demonstrate the infoermation that can be produced by top-down models, Cadmus developed
estimates of savings from EE efforts over a six6-year period and calculated the cost of energy
saved. Savingsfrom EE spending from 2005 to 2010 were estimated at 8%, and the cost per

87

Arimura et al. (2011) also advance the state of the practice by modeling energy prices and utility energy-
efficteneyEE program expenditures as endogenous and allowing consumption to depend on program expenditures
in a flexible way. The literature on top-down models represents sophisticated applications of econometric
methods. Problems of endogenietyendogeneity and autocorrelation with flexible lag structures have become
common issues that are addressed by these models.

Cadmus (20422012a) did not try to estimate separate models for commercial and industrial consumers
asbecause the time- series was inconsistent. In some years, commercial sector consumption would increase and
industrial consumption would decrease by approximately the same amount. This suggested that there was some
switching in the definition on the commercial and industrial rate classes. As a result, the two classes were modeled
together.

88
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| kwWhkilowatt-hour saved was estimated at $0.05. The results of the Cadmus study indicated
savings were within 10% of the net savings reported by California IOUs for the 2006 to 2008
program cycle. The estimates of beth-energy savings and cost per k\Whkilowatt-hour saved had
large confidence intervals: £66% on the energy savings estimate and evermore than £100% on
cost per kWhkilowatt-hour saved. The rumber-ef48 observations-(48-tetal-ebservations) in the
top-down 10U model resulted in lower precision than studies with much larger sample sizes.

Cadmus did look into disaggregating the data beyond the 10U level to gain more cross-sections
for the analysis; however, there was concern about the ability to allocate EE program
expenditures to smaller geographic areas. One specific concern was the savings from.compact

| fluorescent lamps (CFLs). OverMore than 50% of the expected savings were from'CFLs and
these sales were tracked at point of sale instead of the location where they were used,.making it
difficult to align the energy consumption and the impact of EE expendituresfer smaller
geographic areas.

Example 2: Demand Research, LLC California Top-Down Pilot'Study:

Demand Research (2012) developed an MCM model working with,California utilities and
program contractors that disaggregated residential energy use‘and estimates of residential sector
EE efforts into a database of cross-sectional observations at the census tract level. Commereial
and-ndustrialC& I sector energy use and metrics for EE/€fforts were disaggregated down to the
county level. Instead of using energy expenditures, the\Demand Research, LLC study used the
utilities’ ex ante estimates of energy saved by censUs tractas the metric of residential EE effort.*
Parfomak and Lave (1996) used a similar appteach. Fof the commercial-and-industrial C&I
sectors, county-level data were developed. The independent variable for the EE level of effort in
the commercial sector model was a metrie related to incentives paid; however, ex ante energy
savings was used as the metric for EE €ffart by county for the industrial sector.~** %

The findings from the Demand Research, LLC study were:

8—9 - - - -
—This-approach-is-simHar-to-that used-by-Parmark-and-Lave-(1996)-

% The reason why-differentDifferent metrics for EE level of effort were used in the commercial-and
industrial C& | sectoramodel was-due-tebecause the method selected to address erdegenietyyendogeneity in the
commercialisector model-that-is-ensuring ensured that the EE level of effort variables uncorrelated with the error

term.
91

Considerable work went into creating these-seetorthe census tract databases for the residential model and
the county level databases used in the commercial and industrial models. The details can be found in the full
studys, bat as an overview of the effort -- key energy consumption and program tracking data by fuel and segment
were inspected prior to modeling for missing values, seemingly erroneous data or outliers, and high and low end
values that might skew the sample statistics or suggest multi-modalmultimodal distributions. Other adjustments to
the data-setsdatasets were made, including the use of a “restricted” commercial sector data-setdataset that included
only counties with high ex ante energy savings values in this pilot test. Dropping sites from statistical analyses
that likely provide no information because the expected savings from those sites are so small is not uncommon.
The usual justification is that the total savings number is not likely to be influenced by their exclusion

|  sincebecause the expected savings were so small.
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e The residential models estimated by Demand Research, LLC (2012) showed that higher
levels of the EE effort variable resulted in reduced energy use with estimatesstatistically
significant estimates at a 95% confidence interval.

e The commercial sector model produced the expected sign on the EE effort variable, but
the results were not statistically significant.

e The industrial sector model did produce statistically significant results for the EE effort
variable.

e The residential;-commercial; and ndustrial C&I sector models produced statewide-savings
estimates of 7.3% for the five5-year period from 2006 to 2010.

e The relative precision for the aggregate savings estimate was £31% (or. 2.90% confidence
| interval of 5.0% to-%-9.5%).

e The estimated statewide savings of 7.3% exceeded the utility ex ante estimates of 4.8%.

The aggregate statewide estimate of energy savings across all three‘sectors was forecasted with
reasonable confidence and precision. Looking at the results at one‘level of disaggregation lower
(at the sector level results) shows a high degree of variability/ For example:

e The estimated industrial energy savings (all three™utilities combined) were muchabout
745% higher than the utilities’ ex ante values;akett#45% higher- (Demand Research,
LLC; 2012, p. 36).

e The commercial sector k¥/hkilowatt-hour savings estimates (all three IOUs combined)
were muehabout 27% lower than the utilities’ ex ante estimates{about27%-of the-ex-ante

e The residential sector savings-estimates from the estimated-MCM model for
PG&EPacific Gas & Electric and SBG&EA{SCESan Diego Gas & Electric (Southern

California Edison was notiestimated) were substantially higher than the utilities’ ex ante
values.

When these sector-level results are aggregated up to a statewide number, the wide discrepancies
at the sector level tend to'offset each other. It is important to recognize that this was a pilot effort
and views will differ'enabout the overall robustness of findings at the sector and statewide levels.

3.5.1 Dexeloping Top-Down Models

| Cadmus(20%22012a) and Demand Research, LLC (2012) took different paths to developing a
top-down MCM model for this California Pilot Study. Both study teams concluded that the work
to date indicated this was a potentially useful research path for developing statewide estimates of
energy'savings attributable to EE policies. In its study report, Cadmus discussed the potential
applications of these methods:
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o Top-down macre-consumptionmacroconsumption methods could yield inexpensive®
estimates of energy savings from utility energy-efficieneyEE programs and building
codes at an aggregate level.

e These methods are attractive because it is possible to produce confidence and precision
levels for the net energy savings estimates, sermething-thatwhich is not as easily
accomplished in bottom-up evaluation studies.”

e Top-down studies can be used to verify statewide energy-efficieneyEE program savings
estimates based on bottom-up evaluation by looking at aggregate energy consumption
data.

e These methods can be useful in tracking a state’s progress in reducing greenhouse gas
emissions and developing forecasts of energy savings from future program,spending at an
aggregate level.

Next steps that might provide additional insights into this top-down application -are to: (1)
replicate the results of Cadmus and Demand Research, LLC using the'datasets already
developed;; and (2) continue improving the data platform® used.for. these analyses—both studies
contained recommendations for improving the data. Violette €t al. (2012) discuss the importance
of the data platform on which these top-down models are estimated. Other considerations pertain
to the sensitivity of the results to model specification (that'is, the robustness of the results under a
designed set of alternative specifications that are also consistent with the theory and appropriate
econometric methods).*

It seems unlikely that bottom-up studies would e entirely replaced by these top-down methods-
(see Table 9 for pros and cons of these méthods). As discussed earlier, there is likely a need to
have program-level (and some measure-leyel) assessments to ensure that a program’s design will
result in a program meeting its specified targets. As-a-resut-evaluatersEvaluators should ask,
“Does the incremental value of the information produced by the top-down methods exceed the
cost of the work?” At the national‘level, data from an adequate number of cross-sectional

92

Both pilot studies raniinto data problems that would have to be overcome in future work and there
wouldcould be a-decept price-tagasseciated-with-thisworkcostly to address. If the alternative were to build up
statewide estimates by.doing measure-specific engineering analyses, this aggregate Top-Down approach
wouldmight be eheaperless expensive; however, bottom-up methods performed cost- effectively are probably
needed for program support, design, and verification of savings at the program level. The issue is whether the
incremental‘information provided by these aggregate studies has a value greater than its cost. That may vary by
jurisdiction:

* This is altonclusion from the Cadmus (2012a) top-down applications; however, bottom-up approaches also
routinely calculate confidence and precision levels for program and portfolio estimates of net savings. The
advantage with the top-down approach might be that the confidence and precision levels can be calculated more
easily at the aggregate level, because different values for confidence and precision across programs do not have to
be combined using assumptions about the covariance across the different distributions from which these values

are calculated for each program.
94 i 0 di a) ha 1mnn

estimated-
% This sensitivity analysis might examine the stability of the estimates under alternative functional forms,
inclusion of one or two variables, testing of interaction terms, and tests on subsets of the data.

54



DRAFT #4 | Not for Citation

| observations isare more easily available. For state-level studies, more work will be involved in
setting up the databases and disaggregating the data into the number of needed cross-sections,
which may introduce a-certain-amount-ofsome error into these observations.”

Table 9. Top-Down Evaluations (Macroeconomic Models)—Summary View of Pros and Cons

Estimates net effects of all programs cumulatively

| Pros ¢ No need to adjust for freeridershipfree ridership, spillover, or market effects at the
aggregate level
¢ Methods are not fully developed at the state or regional levels
¢ Relies on high-quality energy consumption data and on data regarding EE efforts
within each cross-section analyzed

| Cons

Cannot provide savings at the measure, technology, or program levels;level
Does not provide information on how to improve program design and implementation
processes

3.6 Structured Expert Judgment Approaches

Structured expert judgment approaches involve assembling a panel'of experts who have a good
working knowledge of the technology, infrastructure systems, markets, and political
environments. This approach is one alternative for addressing market effects in different end-use
markets. These experts are asked to estimate baseline market share for a measure or behavior. In
some cases, they are also asked to forecast market shareiwith and without the program in place.
Structured expert judgment processes use a variety of specific techniques to ensure that the panel
of experts specify and take into account key known.faets about the program, the technologies
supported, and the development of other influences over time (Tetra Tech et al-. 2011).

The Delphi process is the most widely’knewn technique (NMR et-ak;Group, Inc. and Research
Into Action 2010). Using-this-precess-8achEach panelist is asked to make a judgment on the
topic—based on the provided information and on theirhis or her experience—and submit the
information baek-to the evaluatorsxThe evaluators compile the information from the panelists
and resendreturn it to the panelists for another review. The panelists are asked whether they stand
by their original judgments or whether the assessments of their peers have caused them to alter
their judgments. At least.two‘rounds of judgment are required for a Delphi panel, although more
rounds can be used.

Some-ef-the advantages of the structured expert judgment approach are:
e The'estimate is based on feedback from a group of experts, which can be particularly
useful for programs with complex end- uses.

e . t'is a useful tool for consolidating results from multiple methods to develop a consensus
estimate (see Exampleexample 2 below).

Violette and Provencher (2012) in-Chapter-13-of these DOE-Uniform-Method-Protocols-discussesdiscuss

attenuation bias where the coefficients on independent variable can be biased tewardstoward zero due to errors in
the measurement of variables. A similar effect is shown in Ridge (1997).
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As with other approaches (such as market sales data analysis), the structured expert judgment
method relies on high-quality data to inform the panel, so a-lack-ofthesesparse data can result in
inaccurate estimates of net savings (NMR et-al;Group, Inc. and Research Into Action 2010).

Two examples of using the structured expert judgment approach to estimate net savings are
presented here. The first example describes how Delphi panels were used to estimate net savings
for a residential new construction program in California. The second example describes the
development a final estimate through the use of a Delphi panel’s review of estimates.®’

Example 1: Residential New Construction Delphi Panel

A-reportin a study prepared for the California Public Utilities Commission Energy Division
deseribes-in-detat-hew, evaluators used two Delphi panels of Title 24 consultants and.building
industry experts to convert the gross savings estimates. The panel converted‘estimates from
investor-ewned-utHitylOU programs targeting the residential new construction sector to net
savings estimates (NMRHoefgen et al;. 2011).

The panelists received detailed data pertaining to code compliance; compliance margins, and
estimates of annual gross energy savings in ren-programnonprogram,homes at the state level and
by climate region. After reviewing these data, panelists were asked to:

e Estimate the proportion of the electricity and naturalgas savings attributable to the IOU
programs targeting the residential new construction sector and other factors (non-10U
RNCresidential new construction programs, the'economy/housing market, energy prices,
and climate change).

e Estimate the percentage of net savings invren-programnonprogram homes attributable to
different IOU program elements (builder trainings, incentives, and design assistance}).

e Assess the extent to which(the market effects were likely to persist in the absence or
reduction of the IOU programs.

e Estimate the percentage,of homes that would have been below- code in the absence of the
I0Us’ programsrand other factors, and estimate the compliance margin of the below-code
homes in the.absenceof each factor.

Each panelist completed two rounds of detailed surveys. In the second round, they were provided
with-a comparison,with other panelists’ responses and logic and allowed to change their answers.
The evaluation team analyzed the Title 24 consultant responses (both weighted and unweighted)
using the,building industry experts’ responses as a qualitative check. The Delphi panel provided
estimates on gross electricity and gross natural gas savings due-tefrom above-code homes. Both

An application of the Delphi technique as applied outside of EE may be informative. Navigant
(20432013Db) conducted an evaluation of the Wind Power America program. The goal was to assess the impacts
attributable to the program. The unique aspect of this Delphi exercise was that-the use of range estimates;; that is,
experts were asked about lower and upper bounds to the effects as well as a best estimate. This approach allowed
for-the experts to provide their own insights into the uncertainty of the estimates. Gauging uncertainty and then
using that in probabilistic and scenario analyses isare consistent with other utility resource planning activities.
Adapting these methods to EE resource assessment may increase the usefulness of the information.
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panels identified the various elements of training (builders, subcontractors, and Title 24 and code
officials) as the most important elements of the IOUs’ programs.

Example 2: Lighting Program Delphi Panel

Another way to use a Delphi panel is to have the panel review estimates derived through other
methods to develop a final estimate. As part of the evaluation of the Massachusetts ENERGY
STAR Lighting Program (KEMA eta}-2010), evaluators used a Delphi panel of lighting and EE
experts across the United States and Canada. The panelists were asked to integrate resultsifrom
five methodologies that yielded NTG estimates (conjoint analysis, multistate modeling;revealed
preference study, supplier interviews, and a willingness-to-pay study). Evaluators then,used the
Delphi panel’s review resutts-in developing recommendations for the final NTG estimate. (See
Table 10 for pros and cons of this approach.)

Table 10:, Structured Expert Judgment Approaches—Summary View of Pros and Cons

e The resulting estimate is the independent, professional judgment of a group of
technology and/or market experts

o It is a useful approach for programs with diverse and complex:end- uses or practices

Pros e Is a useful tool for consolidating results from multiple methods to develop a consensus
estimate

e Panel members can provide levels of confidence and“procedures using appropriate

elicitation preceduresmethods

¢ The approach relies on high-quality data,toinform the panel, leading to reasonable
Cons estimates of net savings
e Sampling-based calculations of confidence and precision are not available

3.7 Deemed or Stipulated NF&Net-to-Gross Ratios

Deemed or stipulated NTG ratios are predetermined values and do not rely on a calculation-
based approach. Deemed valuesiare often based on previous NTG research that was conducted
using at least one of the other.methods described in this chapter.

NTG ratios are often stipulated when the expense of conducting NTG ratio analyses cannot be
justified or when thesuncertainty of the potential results is too great to warrant a study. A recent
review of 42 jurisdictions in the United States and Canada (which represented the-vast-majerity
efnearly all jurisdictions with ratepayer-funded energy-efficieneyEE programs) found that only
14% use a deemed-approach to NTG for C&I programs compared to 50% of the jurisdictions
using an@Cctive tesearch approach to developing estimates of net savings factors (Navigant;

2013). 20483y

% Approximately one third of the jurisdictions did not adjust gross savings for either free ridership or spillover;
however, many of those states conducted some NTG research to inform future program design. This reflects
policy decisions in each state. Several states that did not adjust gross savings for net savings factors at the time of
this study have changed or are contemplating changing to approaches that do estimate net savings. Pennsylvania
and Maryland fall into this category.
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Deemed or stipulated NTG ratios are typically either set by a regulatory agency or negotiated
between regulators and program administrators. These ratios may be determined at the portfolio
level (for example, Michigan and Arkansas)® or on a measure-by-measure basis (for example,
California and Vermont).™® Typically, evaluators base the ratios on NTG studies from past
evaluations and/or reviews of other similar programs in which aan NTG ratio was estimated. For
example, it is not unusual in a multiyear portfolio cycle to estimate aan NTG ratio for an initial
year (or possibly every other year), with deemed values used in the subsequent or intervening
years. This multiyear estimation of NTG ratios is a compromise between performing net savings
estimation studies every year and the use of deemed values based on that research for aseleeted
time period. Massachusetts has recently moved to this approach.'%*

In other cases, evaluators use historical data or other information from a wide range.of.sources to
develop a “weight of evidence” conclusion regardingabout the program’s influence(SEE Action;
2012b). As discussed earlier, one common approach for developing a stipulated‘value is to use a

panel of experts who have the relevant experience to make that judgment(Delphi panel).

WhHeAlthough using deemed or stipulated values is a relatively simpleiand low-cost approach,
there are a-rumberofseveral disadvantages. NTG values are variable.across time and space, and
strongly linked to program design/ and implementation-makiag. This makes deemed values or
assumptions potentially unreliable when transferred fromea program in one jurisdiction to a
similar program in another jurisdiction.’® NTG value$ based-on primary research efforts can
produce estimates that are based on program-specific'infarmation (NMR et-al;Group, Inc. and
Research Into Action 2010). As a result, these values provide useful information for the-future
prograrm design and implementation of programs'®*‘and may mitigate the risk to ratepayers from
utilities receiving performance incentive payments on savings not actually attributable to the
program (as well as the risk to ratepayers,of making performance incentive payments that are too
large). NTG values are also critical from a resource planning perspective and having better data
on the actual energy savings achieved from energy efficiency programs can help the planning

% Arkansas;: NTG deemed at 0.8—, http:Awww.apscservices.info/pdf/07/07-085-tf 286 _44.pdf; Michigan—:
NTG is deemed at 0.9 forall programs except pilot, education, and low-income programs, which are deemed at
1.0. http://efile.mpse’state.misus/efile/docs/17138/0009.pdf. Note that most low-income programs are not subject
to NTG analysis (that.s, are deemed at 1.0).

100 California—, httg:/Awww.energy.ca.gov/deer/: \Verment -

Efficiengy/ermentpdf; Vermont, see:
www.efficief@ywermont.com/docs/about_efficiency vermont/annual reports/2011 Gross to Net Report Efficie
ncyVermont. pdf

101 Npassachiusetts has been conducting extensive NTG research, but has moved to deemed/stipulated values for the
next 8zyear plan. Any NTG variances from the stipulated values have no effect on current cost recovery or
incentive payments. Yet the extensive program- and measure-level NTG research continues where appropriate,
and the state is benefiting from improved program designs without major controversy involving cost recovery and
incentives for current programs.

Another issue raised by a reviewer was that the use of deemed NTG values can remove the incentive for the
program administrator to reduce freeridershipfree ridership and maximize spillover and market effects to yield
greater net savings values.

103 For example, freeridershipfree ridership can inform decisions to discontinue incenting certain measures,
increase incentive amounts, or increase the efficiency level being incented.

102
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| process (Navigant Censuing,20132013a). Deemed or stipulated NTG values do not provide
these benefits.

The following example illustrates how one agency uses deemed savings for program planning.

Example 1: California Public Utilities Commission BEER-database-Database for Energy
Efficient Resources

The California Public Utilities Commission uses deemed savings (listed in its Database for
Energy Efficient Resources) for planning purposes and interim savings estimates for its
programs. These deemed savings are updated based on results of NTG studies. NTG-savings
values are presented for kWh-and-k\EkKilowatt-hours and kilowatts. (See Table 11{for pros‘and
cons of this approach.)

Table 11:. Deemed or Stipulated Approaches—Summary View of Pros and Cons

e This approach can reduce contentious after-implementation. adjustments to estimated

Pros program savings because agreed-upon net savings factors are,developed in advance of
program implementation
¢ An incorrect estimate can be deemed
e Itis not based on program-specific information
Cons ¢ The evaluator cannot assign sample-based statistical precision to the estimate

¢ Developing deemed savings net values at'the measure and technology levels can be time
consuming and expensive

e The process for developing deemed net savings can be contentious

3.8 Historical Tracing (op€ase'Study) Method

This method involves reconstrueting the events (such as the launch of a product or the passage of
legislation) that led to the outcome.of interest. An example of this is developing a “weight of
evidence” conclusion regardingabout the specific influence a program had on the outcome.

Historical tracing reliesion logical devices typically found in historical studies, journalism, and
legal arguments (Rosenberg et-al;and Hoefgen 2009). These include:

Compiling,.comparing, and weighing the merits of narratives of the same set of events
provided by individuals who have different points of view and interests in the outcome;

Compiling detailed chronological narratives of the events in question to validate
hypotheses regarding patterns of influence;

Positing a number of alternative causal hypotheses and examining their consistency with
the narrative fact pattern;

Assessing the consistency of the observed fact pattern with linkages predicted by the
program logic model;-and

Using information from a wide range of sources (including public and private documents,
personal interviews, and surveys) to inform historical tracing analyses.
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The historical tracing method traces chronologically a series of interrelated events either going
forward from the research point of interest to downstream outcomes, or working backward from
an outcome along a path that is expected to lead to precursor events. If all likely paths are
followed, forward tracing can capture a relatively comprehensive view of project or program
effects. Because the path leads from a program event, the connection to the event is assured.
Backward tracing usually focuses on a single outcome of importance and follows the trail back
through developments that seem to have been critical to reaching the identified outcome. These
developments may or may not link back to the research program of interest (see Ruegqg and

Jordan 2007).

Weiss (1997) suggests historical tracing is similar to theory-driven evaluation and £anhe wewed
as an alternative to classical experimental design. This approach suggests that if,the predicted
steps between an activity and an outcome can be confirmed in implementatiof, this mMatching of
the theory to the observed outcomes will lend a strong argument for causality. ¥ other words, if
the evaluation can show a series of microsteps that lead from inputs to outeemes, causal
attribution, for all practical purposes, is supported by this approach.

Scriven (2009) argues that some researchers have been entrancedy th@&yparagon of experimental
design—the RCT—and have generalized this into a virtual stahdard¥er good causal
investigation. This view can be contrasted to the way that “epidemiology. engineering, geology,
field biology, and many other sciences establish causal.e®mnclusions to the highest standards of
scientific (and legal) credibility” (p. 151).

This method is best suited to an attribution analysis of major events, such as adoption of new
building codes or policies. It is not typically applicable’to EE programs. However, various
elements of this approach may be used in the analysis of very large custom projects that
essentially require case study approaches.

WhHeBecause this method draws from multiple information sources, it is difficult or impossible
to determine the magnitude of the effects, so the evaluator cannot assign statistical precision to
the estimate (NMR et-al;Graup,. Inc. and Research Into Action 2010). However, as part of
making a persuasive case for attribution and providing evidence supporting a statistically derived
net savings estimate, this method can be very important. Statistics alone often aredo not
constitute a complete attribution assessment. They often require context using supporting logic to
enhance the validity of the'statistical estimates, as illustrated in the following example.

Example 1. Historical Tracing for a Residential New Construction Program

Keneipp€t al-. (2011) used historical tracing in conjunction with Delphi panels to develop
energy.savings for new homes: (see Table 12 for pros and cons of this approach). This study
used historical tracing spanning 14 years of regulatory documents to create timelines of the
residential new construction program presence and activities for Arizona Public Service
Company. Using-these-data;-theThe evaluators ereatedused these data to create an influence
diagram of market influences on specific building practices. This information was then shared
with two in-person Delphi panels of market experts who estimated the percentage of homes built
in 2010 using specific building practices. These Delphi panels also developed the counterfactual
scenarios used to show the net impact of the residential program on the percentage of homes that
were built to standards, but would not have met these standards in the absence of the program.
The Delphi outputs were then used to develop inputs for an engineering simulation model to
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calculate energy savings per home. This example illustrates how historical tracing can be used in
combination with other methods to develop actual quantitative net savings estimates from an EE

program.

Table 12:. Historical Tracing (or Case Study) Method—Summary View of Pros and Cons

Draws from multiple information sources
Can be used at a market level for upstream EE programs

Pros Can be useful for making a persuasive case for attribution and provide evidence to
support a statistically derived net savings estimate
It can be difficult to translate the influence factors into estimates of impacts without
Cons additional modeling

The evaluator cannot calculate sample-based statistical confidence and precision levels
for the estimate
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4 Conclusions and Recommendations

A central theme in this chapter is that all decisions have an implicit counterfactual scenario—
what would have happened if the decision had not been made. In the context of EE program
investments, net savings are the-savingsthose that are attributable to the program. In other words,
they would not have occurred if the program had not been offered. This chapter presents a
number of approaches for addressingassessing attribution and the net impacts resuting-fremof
EE programs. FheThis section discusses issues affecting the choice of a net savings approach
within an evaluation context.

4.1 A Layered Evaluation Approach

It is important that the selected approach be appropriate for the intended audience and taat-it
presentspresent analyses supported by evidence. A well-executed statistical.analysis wiltmay be
a central piece of the evaluation, but it still may not be persuasive to many decision--makers and
stakeholders on its own. All approaches should be supported by a narrative discussing why a
specific approach was taken, the appropriate interpretation of the findings, and the context for
identifying net savings- (see historical tracing above). The narrative andianalysis should also
recognize and indicate the uncertainty in net savings determination. Developing an appropriate
narrative often leads to the application of layered methods of ‘analyses.

Studies examining net savings from EE programs may.contain both sophisticated quantitative
analyses as well as intuitive analyses that show that*Savings that are attributable to the program
exist. A compelling part of the narrative can be.a'simple case study of one or two market
participants. A case study can show with a very high-degree of internal validity that net savings
were obtained, and/or provide examples of NTG factors including freeridershipfree ridership,
spillover, and market effects. An intuitive case study often is a useful first step in ana two-part

analysis framework to address estimates of'net savings.-A-framewerk-can-include-two-parts: For

example:

e Part 1: Establish the‘existence of the effect, possibly using a case study approach. This
can include establishing'the existence of savings that are attributable to the program. If
the focus of the'research is on estimating freeridershipfree ridership or spillover, the first
step can involve establishing the existence of these effects.*** Once existence of an effect
is established; the nextstep-invelves-determining-the-magnitude of the effect: needs to be
determined. This can be easier when the audience is convinced that the effect exists (i.e.,
the.effect’is Aen-zerenonzero), and the logic behind the attribution of the effect is set out.

e Part2:This involves the extrapolation of the findings of the case studies to the more
general participant population. Once the logic of the case studies is established, it is often
possible to define and apply a statistical model consistent with this logic, or to develop an
alternative approach to extrapolate the effect. This approach could include any of the
methods discussed in this chapter——survey methods, common practice baselines, market
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data analyses and comparisons, structured expert surveys, or historical tracing to examine
the influence of a program over time.

The framework above for analyzing net savings can be extended to three steps:

1. Perform an initial high internal validity case study to prove the existence of effects.

2. Establish an estimate range (using discussed methods}.—see footnote 52 above). In other
words, what-isdetermine a reasonable lower bound for the impacts and what-is-the highest
reasonable bound- from the evaluation analyses. This provides information ernabout'the
importance of the studied effect and whether it is a part of net savings or aan NTG factor

(Freeridershipfree ridership, spillover, or market effect).
3. Perform analyses using the methods presented in this chapter to develop the best estimate
of impacts within the established range.*®
4.2 Selecting the Primary Estimation Method

The selection of appropriate net savings anabysesanalysis methodswill depend in part on the
questions that need to be answered by a net savings study. Research guestionsissues that have
implications for the net savings approach include:

o Randem-controltrialsRCTs and quasi-experimental designs employing DiD and
regression methods along with RDD and RED designs (discussed in sectionSection 3.1 of
this chapter). These approaches wit-captureproduee estimates of net savings that address
freeridershipfree ridership and participant'spillover. Nonparticipant spillover is not
directly addressed but can be addressed through surveys of nonparticipants and market
effects studies with trade allies.

e Survey methods—Surveyresults can be used to adjust engineering based gross savings
estimates for freeridershipiree ridership and participant spillover (discussed in
sectionSection 3.2). Nonparticipant spillover can be addressed through surveys of
nonparticipants and market effects studies using trade allies.

e Broader-based methodssuch as market sales, structured judgment, and historical
tracing analyses can all be used to provide program-specific net savings estimates and
address spillover and market effects (discussed in seetionsSections 3.4, 3.6, and 3.8).

e« Common practice baseline methods can produce estimates by developing baselines on
a programbasis (discussed in sectienSection 3.3). This approach may not fully address
freeridershipfree ridership or participant spillover-as, because it does not account for self-
selection bias. Also, it does not directly address nonparticipant spillover. However, as
previously noted, nonparticipant spillover can be addressed through surveys of

105

In a survey setting, this approach can help the survey respondent consider first the behavior that might
result in lower, and then_the higher impacts that might have been achieved if the program had not existed. The
thought process developed by this three-step construct can help survey respondents produce better estimates of
their most likely behavior- by first thinking through a construct where the respondent is first asked about factors
that would result in a low-range value and then factors that would result in a high-range value.
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nonparticipants and market effects studies with trade allies. Common practice baseline
methods might be viewed as a compromise that balances out over- and under-
estimatedunderestimated NTG factors in the net savings estimate.

e Deemed or stipulated methods can be set at the program level (discussed in section
3-A-Section 3.7); however, the applicability from one jurisdiction to another should be
considered.

e Top-down analyses use aggregate data that represent the overall level of EE effort across
all programs, but cannot isolate the effects of a single program {discussed-in-section
3-5).0r measure (discussed in Section 3.5). Top-down models conceptually addrass all"of
the NTG factors—free ridership, spillover, and market effects.

How can estimates of net savings on a program basis be combined with information enrabout
program implementation effectiveness? Approaches that provide estimates of net savings but
also include elements that involve gathering information directly from participants,
nonparticipants, and trade allies can be useful for improving program,perfoermance. For example,
some programs are designed to minimize freeridershipfree ridership to improve overall resource
effectiveness while-other-programsand others focus on expanding the,magnitude of spillover and
market effects. For these programs, specific estimates of freeridershipfree ridership, spillover,
and market effects—particularly if they are provided overa longer time period (every twe2
years)—can be used to assess overall program effectiveness:

Can evaluators estimate aggregate net savings from a portfolio of programs? All-ef the
estimation approaches presented here, excepiithetop=down analyses, can produce program-

specific estimates that evaluators can aggregate.up to the portfolio level. Hewever-topTop-down
methods are designed to work with aggregate data, partlcularly at the reglonal level. Fop-down

Other factors that influence the Selection of appropriate methods will vary by program type,
delivery, sector, and maturity. /A-recent freeridershipfree ridership and spillover methodology
study for the Massachusetts Program Administrators describes the key elements evaluators
should consider when.choosing a method (Tetra Tech et al-;. 2011). This study addressed the
following factors:

e Auvailability.of market sales data with a meaningful comparison group. If market
sales data are available on the total sales of both efficient and standard equipment over
time, these data are available for the program area, and there is an appropriate
comparison area for the appropriate time period, total program effects may be estimated
based on these data.

The ideal strategy is to compare the magnitude of the change in sales of energy-
efficient equipment relative to the sales of standard equipment in the program area
and the comparison area. However, the program itsel-tends to produce systematic
differences between the program and eentrelcomparison areas. Therefore, where a
program has been operating for a long period of time, it is very difficult to find a
comparable comparison area.
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e Homogeneity of the measure and the consumers. Randem-controtirialsRCTs and
quasi-experimental designs work best when there are a large number of similar consumer
types and measures. Sinee-targeLarge custom programs are likely to have fewer projects,
itis-possible-thatso a few (or even one) very large project(s) can have a significant
influence on freeridershipfree ridership or spillover. Therefore, the evaluator should use
multiple approaches that allow for a greater focus on the consumers that drive the overall
impacts to confirm the findings for that program. Methods based on market data or
samples of consumers who are making similar purchase decisions may not apply te
programs with custom measures.

o Likelihood of substantial upstream effects unknown to end-use participants,'® If

there is a reasonable likelihood of substantial upstream effects that an end-use participant
would not know about, then conducting an evaluation by using participating end-user
surveys alone will tend to understate the effect of the program (even if eonsumers answer
accurately from their perspectiveperspectives). These situations require either
information for the market as a whole (if the market sales-based approach is viable) or a

comblnatlon of part|C|pant end -user and vendor surveys F%ex&mple,—th&pa%maﬂﬂg

e Cost/value trade-offstradeoffs. Some methodsithatprovide more credible results are
mere-coesthycostlier. This cost may be justified for< program components that are
important to the portfolio, but not for all components. Importance to the portfolio is
typically related to the level of spending.or savings associated with a program
component. However, a component’s importance can also depend on future program
plans or other “visibility” factors."The systematic assessment of the value of information
gained by net savings estimation approaches ass compared to the cost of the research is
needed to better balance the requests to meet confidence and precision levels for
estimates. A target of 90%.confidence at +10% precision simply may not be reasonable
for all but the largest programs in a portfolio. This systematic approach can examine the
impacts on ratepayers from incorrectly attributing savings to a program. If it is a small
program, the y4mpacts on ratepayers will be small as measured with 90% confidence and
15% or 20% precision using a one--tailed test. This can substantively reduce evaluation
costs withlittle impact on the overall equity tradeoffs between ratepayers and utilities.

o Data quality. Data quality is a critical factor for all methods. Typical examples of
potential limitations to good data quality are: (1) insufficient information in program
tracking databases;; (2) lack of clear definitions of what is contained in tracking systems
(that'is, a data dictionaryy};); (3) limitations on the availability of nonparticipant data
(including billing data};and); (4) insufficient number of years of available billing data for
participants; and (5) limitations on the availability of market sales data.

106 For example, the participating customer may not know that the program influence has changed what

options are available, lowered the price of the efficient options, and/or increased the sales staff’s knowledge and
interest in promoting the efficient option.
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4.3 Methods Applicable for Different Conditions

Table 13 lists methods that are suitable for programs with particular features-**" (based on Tetra
Tech et al. [2011]). Programs operate in a particular context and choosing the appropriate
evaluation methods requires balancing the advantages and disadvantages of each method. Thus,
this table does not list recommendations for a preferred method for a given situation. Rather, it
indicates which of the available methods are applicable to programs with specific features. The
scales (i.e., low to high) represented in the table for typical cost and complexity are meant to
provide an indication of applicability and cost or complexity relative to other methods in the
table.
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Table 13. Summary of methods-applicableMethods Applicable to differentconditionsDifferéats€enditions

Applicability
Measures'With _
. Measures Large Substantial Typical Cost Special
Net Savings Method Surveyed Group Custom | With Few, | Numbers of Upstream or Requirements
Measures Diverse Similar Inflience Complexity
Participants | Participants Invisible to
Consumers
Randomized-control Random
trials(RCTH-and None-None necessary, but assignment of
Cuocb = cnmonial could be conducted to help participants and
Design-using validate the baseline as an Poor Poor Good Poor Low controls er
Differences-in appropriate counterfactual matched
differences{DiD) scenario nonparticipant
RCTs using DiD comparison-group
Quasi-experimental None necessary but could be Matched
. D conducted to validate or Poor Poon Good Poor Low nonparticipant
design . .
develop better baselines comparison group
Regression models— . Need control
. Good if )
Billing data analyses . . . variables that
. . S there is a Good if there is a .
with control variables Participating consumers and ) . . influence energy
. . . Poor Poor valid valid comparison Low
and Linear Fixed comparison group consumers . use across
. comparison | group .
Effects Regression rou participants and
(LFER) group nonparticipants
Poor unless
combined with Counterfactual
Participating End-end users Good Good Good retailer or Medium baseline based on
Survey based— contractor survey responses
participants, surveys
nonparticipants, and Poor unless Nonparticipants
market actors Participating.and combined with mus‘t)be P
Neppartieipatingnonparticipating | Poor Poor Good retailer or Medium-High .
representative of
end- users contractor .
participants
surveys
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Applicability
Measures With _
. Measures Large Substantial Typical Cost Special
Net Savings Method Surveyed Group Custom | With Few, | Numbers of Upstream or Requirements
Measures Diverse Similar Influence Complexity
Participants | Participants Invisible to
Consumers
Retail store managers and Good Good Medium Good Medium
contractors
Survey based -
qualitative sales and .
Retail
Counterfactual cc?r:?rlazttzrr: managers and Poor Poor Good Good Low
Seenariocounterfactual
scenario
Structured expert . .
judgment Experts Depends on quality ofdnputimethods Low
Low if data
are available;
high Defi k
None Poor Poor Good Good '9 .Or ngt efined market
possible if segment
dat t b
Market sales data ata must be
. developed
(cross-sectional
studies) Manufacturer.s a.nd regional Pook Poor Good Good Low
buyers and distributors
Retail store managersand Good Good Medium Good Medium
contractors
Participating and
Common practice SNLj)rr\mlza;tlcmatmq enteuser Poor Poor Good Good Medium to Defined market
baseline sUiveyg - . . high segment
or
Mmarket sales data are used
Top-down methods for Requires data on aggregate energy consumption and Depends on Aggregate data
. S None . . . !
regional application information on EE effort (expenditures or related program the cost of available on
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Applicability
Measures With
' Measures Large Substantial Typical Cost Special
Net Savings Method Surveyed Group Custom | With Few, | Numbers of Upstream or Requirements

Measures Diverse Similar Influence Complexity

Participants | Participants Invisible to

Consumers
variable) for a large number of cross-sectional observations compiling the | geographic cross-
over a period of time- initial data sections
setdataset
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| 4.4 Planning Net Savings Evaluations——Issues te-beTo Be
Considered

| Evaluation planners mustshould consider a number of practical issues when planning a net
savings evaluation. These include the use of the information, maturity of the program, timing of
the study, frequency of net savings estimation, and whether to use multiple approaches. The

‘ following bullets summarize provide-direction-when-considering-these issues:

Use of the information. It is important to consider how the results of the net savings
evaluation will be used and the audience for which the evaluation is intended. This-can
include shareholder incentives, resource plans, program design, and environmental
targets (for example, carbon emissions), among other policy goals.*®

Maturity of the program. Almost all programs are assumed to have'some
freeridership-free ridership. The conventional wisdom is that as the program matures (all
else equal), freeridershipobserved free ridership will increase during the study period, but
so will spillover and market effects. As a result, it becomesimportant to test for-the
existenee-of spillover and market effects as a program matures.

Timing of data collection. To estimate freeridershipfree ridership, the timing-of the-data
eellection-should eceurbe collected as soon as possible‘after program participation. This

timely measurement minimizes recall bias (Baumgartner; 2013), provides apt feedback
on program design, and reduces the possibility that the key decision-maker or market
actor is no longer available. However, if the objective is to estimate spillover, the ideal
time to collect data is at least one-to-twb1-2.years after program participation, as this
allows sufficient time for spillover to oecur. Finally, if the objective is to estimate market
effects, then-regular data collection over a period of time is required.

Frequency of net savings estimation. The frequency of net savings or NTG analyses
depends on the use of the information. If it is a component of financial incentives for a
program administrator, evaluaters may need to conduct these studies more frequently.
Usually, there is no need to perform detailed net savings studies more than every other
year. But, it also dependston the methods used. A statistical analysis of a residential
behavioral program can be estimated every year-since, because persistence is an
important isSue and thestudy costs efthe-study-are low. Fhe-NortheastEnergy-Efficiency
PartnershipsNEEP recommends that net savings estimates be made every two-te-five2-5
years (Titus 8tak;and Michals 2008) as-there-arebecause a number of factors that-can
makecausSe estimates of net savings eanto change over time.

Triangulation of NTG approaches. Using data from multiple sources limits the effects
of self-report bias and measurement error (Baumgartner; 2013). Using an in-depth
methodology with multiple sources also allows evaluators to weight the value of

| 108

——For example, theregional-net-savingsresearch-project {NEEP+- (2012) showed that “compared to New

England and New York, states in the Mid-Atlantic more commonly use evaluated gross savings for utility
regulatory compliance and net savings for program planning and measurement of cost effectiveness. In contrast,
New England and New York are more likely to use evaluated net savings; in doing so, they apply NTG values
prospectively rather than retrospectively.”
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responses from different decision-makers (Megdal et al-;. 2009). Other data sources often
used are: (1) interviews with key decision-makers at the site; (2) project file reviews or
project analysis that looks at barriers to project installation, how the project addressed
those barriers, and documentation on the participant’s decision to go forward with the
project; and (3) market data collection, which might include analyses of market sales and
shipping data and surveys of market actors (GDS Associates, Inc. et al;. 2010; SEE
Action; 2012b).

Some evaluation issues are best addressed prior to rolling out a new or revisechEE
program. Program design personnel and evaluators should work together in advanee of
implementing a program design that includes random assignment to discuss'the'data
needed for evaluation that must be collected as part of program implementation.

4.5 Trends and Recommendations in Estimating Net Sawngs
| As discussed in the-preceding-sectionSection 4.4, the choice of approach fopestimating net
savings will vary depending on the questions asked, the characteristics of the program(s)

evaluated, and the ultimate use of the data. However, there are trends imnthe application of
methods:

The expanded use of informational and behavioral EE pregrams is leading to a greater
use of randem-contrel-trialsRCTs and quasi-experimental designs that employ some form
of randomization (RDD or RED) to help address self-selection.

The complexity of programs and the need for assessing market effects is leading to a
greater use of informed expert panels-and Delphi-types of analyses.

The need to examine trends in program performance over time and impacts on markets
over time is resulting in long-term planning for net savings and NTG factor analyses (for
example, regular studies canducted with panel data).

Net savings studies are inereasingly embedded in survey analyses that are also designed
to gather information @gabout program implementation effectiveness.

The value of information from net savings studies is being considered in a more
structured manner to help manage evaluation costs. Achieving 90% confidence and 10%
precisionamay be important for a very large EE program, but for a program that is one
tenth of the size of the largest program, precision levels are being generated that represent
only 1% of‘the large program. Also, one-tailed tests should be mere-cemmenty
considered, asbecause for some applications, it ismay be more important to attain a
threshold level of net savings with a certain level of confidence than it is that-a-pregram
may-exeeedto bound the net-savings target-byestimate both above and below using a
specific-ameunttwo-tailed test. A one-tailed targeted precision level still allows for the
calculation of the upper end to the confidence interval (Navigant-Violette and Rogers
(2012), and there is value to knowing if there was a high likelihood that the target was
exceeded by a given amount. The appropriate level of confidence and precision targets
are now often reviewed by beth-EE program administrators and regulators to provide fair
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attribution estimates that pretectminimize risks to beth-ratepayers and to utilities
receiving incentives.*® Navigant (2013a) discusses a loss function approach for assessing
the value of information from net savings studies; and information on sampling and the
tradeoffs between confidence and precision for EE evaluation can be found in Violette
and Rogers (2012) and Khawaja et al. (2013).

It has always been important to consider evaluation options priertebefore implementing an EE
program or portfolio of programs. However, the importance of planning the types of net savings
studies that are needed and the frequency of this measurement prior to program implementation
are becoming critically important. Net savings studies embedded in experimental designs,that are
established prior to consumers becoming program participants allow for:

e The consideration of randomized designs

e The development of the data platform for estimating consumption=-based'models
(including top-down models)

e The collection of information needed for well-run structured expert panel studies.
In conclusion, net savings methodologies continue to evolve and improve over time. No
enesingle methodology is appropriate for all programs or.measures, and a single methodology is
often not the best choice for estimating program or measure net savings. In the end, jurisdictions

should design evaluation plans to assess net savings-in conjunction with the key stakeholders
considering:

e The appropriate schedule for the evaluation effort over time, taking into account the
expected value of the information produced versus the cost of the research effort

e Program design and maturity

e The contribution of the program/to overall portfolio savings (past, current, planned)

e The evaluation budget, objectives, and value

e Observations and lessons learned from other jurisdictions.

Finally, adequately documenting the methods used and effectively communicating the results of

| any net savings study isare important. The beginning of this chapter presents a framework for

persuasive communication.
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| Appendix: Price Elasticity Studies as a Component of
Upstream Lighting Net Savings Studies

Studies of upstream changes in the price for residential lighting products have received attention
as a way to complement surveys with market actors, or even replace these surveys with
econometric models. The way in which price can be viewed as a driver of program savings and
the importance of other program components is discussed in Stryker and Gaffney (2013).

Price elasticity studies are currently being applied in several jurisdictions. To date, these.stuties
have focused on residential lighting products and, within that category, mostly on CFlsales. For
example, Cadmus (2612-and2012b, 2013) and KEMA (2010) tested several different methods for
estimating the increase in CFL sales resulting from a program-induced price reduction-€ue
tecaused by program activities (markdowns negotiated with retailers and ceupens).

Cadmus (20422012b) examined Efficiency Maine’s residential lighting program and Cadmus
(2013) examined Wisconsin’s Focus on Energy residential lightingprogram. Both studies used a
price elasticity approach. These two studies estimated expected bulb purchases (and associated
savings) at prices offered under the program and then the purchases that would have occurred at
original retail prices. The difference between these two valueswwas viewed as net savings in this
study.

Cadmus (2042-and2012b, 2013) used a single equation,regression model where the quantity of
CFLs purchased werewas a function of the price of CFLs and a select set of other independent
variables. The data used to estimate this equation included package and bulb sales for each
retailer, by model number and by week. The data-setdataset does not include information
enabout the eustomers-thatconsumers whe purchased the CFLs, but does contain information
enabout quantities of CFLs sold and-retailerprices. CustomerConsumer variables desirable in a
demand equation would include income and education, but often these variables are not available
in the retailers’ sales tracking systems:

| A regression was estimated relating quantities of CLFsCFLs sold by retailer to the price of CFLs
that week for each retailer. Other factors such as promotional events were considered in
determining consumer purchases. Programmatic factors such as labeling and information
dissemination arepervasive throughout the lighting programs and, while potentially important,
could not be addressed due to lack of variation across consumer purchases.

| These two studies showed an increase in the sales of SFLblubsCFELs as prices decreased due to
markdowns, negotiated with retailers and discount coupons provided to consumers. The second
stepof the approach involved estimating what the sales would have been at the higher prices that
wouldhave prevailed without the program (that is, the counterfactual scenario).

Considerable effort was made in these price elasticity studies to control for ether-factors other
than price that might also affect CFL sales-etherthan-price, but it is difficult to show that any
method is free of bias. In the case of the Efficiency Maine lighting program, there were three
components to the program. Two were linked to price (markdowns and coupons) and a third was
linked to overall participation in the Appliance Rebate Program, “with Appliance Rebate
Program participants electing to receive a free six-pack of CFL bulbs, via a check-off on the
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Appliance Rebate Program application form.” The third part of the program would have
provided CFLs at essentially no cost and it is not clear how this would have factored into the
analysis.

Cadmus (2042-and2012b, 2013) present several general caveats to the demand equation
approach used in the study. First, theyit acknowledged that “this estimation method has rarely
been used in upstream lighting program evaluations as such data generally have been
unavailable. As Efficiency Maine ... tracked these data and shared them for this evaluation,
Cadmus found such econometric demand estimation provided the best method for estimating the
program’s freeridership.” Second, Cadmus (2013) indicates that it “will continue to_leok«for
alternative methods to calculate net-to-gross,” and that “the model used for the ... 2012
evaluation does not account for spillover.”*

KEMA (2010) used price variables to estimate net savings in an upstream lighting study. This
study had the benefit of a sizeable data collection effort that included consumer surveys. As part
of the in-store consumer intercept research, brief interviews were conducted with shoppers who
had just made a lighting purchase (revealed preference) as well asi‘stated preference” surveys
with other consumers recruited randomly. Intercept surveys were conducted with 1,463
eustemercustomers across 378 stores.

KEMA (2010) used three primary types of methods for estimating net savings:

e Supplier and consumer self-report methods
e Econometric models
o Total sales (market-based) approach.

Among the econometric modelingefforts, four different-econometric models were used:

e Pricing (price formation madel)

e Conjoint Elasticityelasticity
o Revealed PreferenceRurchasepreference purchase

o Stated Prefergnce PurchaserElasticitypreference purchaser elasticity.

The first two econometric methods—price formation and the conjoint elasticity model—were
both needed to produce a net savings estimate. Revealed preference and stated preference models
can produce net savings directly. As a result, there were four econometric models, but only three
different-approaches for estimating net savings.

The price formation model estimates the percentage reduction in CFL prices that resulted from
program incentives. This is combined with the conjoint analysis, which estimated the

119 cadmus (2012) indicates that spillover is not addressed in this study; however, looking at the overall change in
sales in a market caused by price elasticity, has included spillover elements in other studies that use a similar
price elasticity approach.
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corresponding percentage increase in market share/sales that result from a price decrease. This
allowed the net savings to be calculated by combining the findings from the pricing study with
the conjoint demand elasticity study—in other words, the program induced reduction in prices

| from the pricing study multiplied by the estimate of change in sales due-tecaused by a lower
price from the conjoint study.

KEMA (2010) revealed a preference for store intercepts to survey customers that made actual
CFL purchases. These customers were asked to indicate how many CFLs they would have
bought compared to their actual purchases at double the price they actually paid. Response

| categories were: (1) the same amount, (2) fewer, erand (3) none. WhileAlthough still.based on
hypothetical, self-reported responses, the revealed preference respondents may be @ more reliable
sample because they just made an active purchase decision. However, revealed preference
respondents may be somewhat unlikely to indicate they would have paid more for what they just

| purchased. KEMA (2010) used a random survey of customers, including.customers thatwho did
not actually purchase a CFL. KEMA (2010) states that the magnitude.of the potential bias across
these two methods is unknown, “but it is likely that NTG ratio estimates from stated preference
respondents are biased downward and NTG ratio estimates from revealed preference respondents
are biased upward.”

The revealed preference model allowed KEMA to use theistore-intercept survey data to model
CFL purchase rates with and without program effects T hissmodel was based on a logistic
regression to model the probability of buying a CFL rather than an “equivalent” non-CFL as a
function of price, displays, customer characteristics, and bulb characteristics, by channel. The

| fitted models were evaluated under program-@andser=pregramnonprogram conditions. For each
channel, the difference between the probability‘of purchasing CFLs under the program condition

| and that under the rer-pregramnonprodram condition was the program-attributable CFL sales
share.

In summary, the price elasticity studies‘completed to date have been limited to residential
lighting programs. Cadmus (28%2-and2012b, 2013) developed a demand model specification
based on an examination of alternative specifications. KEMA (2010) developed several-different
approaches for examining the change in CFLs sold as a function of program-induced lower
prices. KEMA (2010) concluded that from the econometric approaches, the revealed preference
model was the preferred approach. It should be noted that these approaches focus on

| freeridershipftee.ridership and do not address spillover or longer term market effects-. Currently,
several evaluations are using the price-elasticity method to estimate net savings from residential
lighting: An‘expanded literature will likely provide additional confidence in this method for

addressing freeridershipfree ridership from upstream lighting programs, and possibly an
expansion of this method to other residential product programs.
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