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Forward 

The Department of Energy's Office of Utility Technologies Hydrogen Program supports a diverse portfolio 
of research and development (R&D), technology validation, and analysis and outreach. The R&D 
supported by the DOE Hydrogen Program focuses on near-term transitional strategies involving fossil 
fuels, and on the exploration of long-term, high-risk, renewable and sustainable concepts that have the 
potential to address future energy needs. While production of hydrogen has dominated the portfolio, 
storage is recognized as an important component of any system, including transportation, utility, and 
industrial applications. Efforts in the development of efficient end-use applications include hydrogen- 
fueled internal combustion engines, hydrogen burners, PEM fuel cells, and reversible fuel cells. In support 
of hydrogen systems, research is also conducted on safety and detection. 

Technology validation efforts include the upcoming results of the N 9 6  competitive solicitation issued 
to begin the integration of hydrogen "components" into hydrogen systems. Focused on industry as the 
prime mover, respondents were asked to propose hydrogen systems that had the potential to be 
commercially successful in a relatively modest period of time. From the 22 respondents, nine were 
selected for awards in Phase I, which is focused on the development of business and research plans. A 
sampling of the successful proposals includes the evaluation of a system consisting of photovoltaics and 
electrolysis for the production of hydrogen with metal hydride storage, for near-term and niche market 
applications; the evaluation of the commercial and technical feasibility of supercritical water gasification 
of biomass and wastes; the evaluation of small industrial fuel cell vehicles with on-board hydrogen 
storage; the evaluation of high-value niche markets such as remote fuel cell power systems; and the 
evaluation of a home garage filling station or hydrogen vehicle refueling appliance. Because of the timing 
of these awards, the results will be presented at the 1998 Annual Peer Review. 

Analysis and outreach are important components of the Hydrogen Program. Analysis provides 
programmatic guidance to individual projects and to the overall portfolio. Industry and public outreach 
are important to maintaining a strong stakeholder base, and to providing information on hydrogen energy 
systems. 

The Program has incorporated an evaluation process that includes the input of outside reviewers, an 
evaluation of the project "fit" into programmatic goals and objectives, and other measures such as 
international recognition, generation of intellectual property, industry interest, and publication history. 
For the 1997 Annual Peer Review, six specialized review teams were established to provide expert 
commentary on progress for the 36 research and 5 analysis projects receiving funding in N 9 7 .  Indicative 
of the growing interest in hydrogen energy, researchers were given an opportunity to submit their technical 
papers to the peer-reviewed technical journal Energy & Fuels, for their special edition on hydrogen. 

These hoceedings contain annual technical reports for 3 1 of the 4 1 projects reviewed at the 1997 Annual 
Peer Review, and serve as a reference on the status of hydrogen technologies support by the DOE 
Hydrogen Program. The special edition of Energy & Fuels will contain the remaining10 reports that were 
accepted for publication. The abstracts for these 10 reports are also included in these proceedings. 

Catherine E. Gregoire PadrB 
Hydrogen Program Manager 

National Renewable Energy Laboratory 
Golden, Colorado 
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HYDROGEN AND OXYGEN PRODUCTION IN MUTANT FUD26 OF 
C ~ O M O N A S  REllWAlPDTII 

E. Greenbaum, J. W. Lee, S. L. Blankinship, and C. V. Tevault 
Oak Ridge National Laboratory 

P. 0. Box 2008 
Oak Ridge, TN 3783 1-6 194 USA 

Abstract 

Absolute measurements of photosynthetic reactions and associated parameters in Chlamydomonar 
reinhardtii mutant Fud26 have been performed and compared with predictions of the 2-scheme. 
Whereas the stoichiometric ratio of PS I to PS 11 is 0.081: 1, the ratio of hydrogen to oxygen of 
individual single-turnover saturating flashes is approximately 1: 1. This ratio is too large to be 
explained by aUleaky" 2-scheme model proposed by Boichenko [Photo~yn. Res. 47,29 1-292 (1 996)] 
in which 10-20 PS IIs operating in parallel send their reducing equivalents to a single PS I. In 
addition, comparative measurements of oxygen evolution coupled to carbon dioxide reduction in 
mutant Fud.26 and wild-type C. reinhardtii 137c have been performed under light-limiting conditions. 
The rate of oxygen evolution in Fud26 was about 50% of the corresponding rate in wild-type. In 
order to account for these data with Boichenko's model, the antenna size of PS I in mutant Fud26 
would have to be 4-5 times greater than the comesponding PS II antenna size. However, this is not 
the case. The PS I antenna is = 150 Chl whereas that for PS II it is =320 Chl. The relative cross- 
sections for the hydrogen and oxygen photochemical reactions in mutant Fud26 are approximately 
equal. Comparative measurements ofP700 fiom thylakoid membranes with intact algae indicated that 
P700 in mutant Fud26 is not degraded during thylakoid preparation. We have observed 
photosynthetic reactions in mutant Fud26 conflict with the 2-scheme. In nature these reactions may 
not occur at all or they may operate with varying amplitude simultaneously with the 2-scheme. 

Introduction 

It has recently been reported (Greenbaum et al., 1995; Lee et al., 1996) that mutants of the green 
alga ChZamydomonas reznhurdtii that lack detectable levels of the Photosystem I (PS I) reaction 
center are capable of sustained simultaneous photoevolution of H, and O,, C 4  reduction and 
photoautrophic growth. The data indicated that under some circumstances PS 11 alone is sufficient 



to generate reductant capable of driving hydrogen evolution and CO, fixation, not of course that the 
Z-scheme is universally wrong. Although the absence of PS I in mutants B4 and F8 for the data 
reported in the references was confirmed by physical, biochemical and genetic techniques, subsequent 
analyses in our own laboratories as well as those of colleagues to whom we have sent the mutants 
indicate that there is variability in the PS I content of the cultures depending on growth conditions. 
While some strains retain undetectable levels of P700, others contain variable (0-20%) amounts of 
wild-type P700. This property of mutants B4 and F8 has been communicated to the journals in which 
the results were initially published (Greenbaum et al, 1997). The fact that mutants B4 and F8 can 
synthesize fluctuating levels of PS I naturally makes one skeptical of the interpretation advanced in 
the above references that PS II can generate reductant that can drive hydrogen evolution and carbon 
dioxide fixation. 

In his analysis ofthis work, Boichenko (1996) postulated a "leaky" model ofthe Z-scheme, illustrated 
schematically inFig. 1. According to this model, under continuous high-intensity light PS I turns over 
with sufficient rapidity to accommodate reductant generated by multiple PS IIs thereby preserving 
a key requirement of the Z-scheme: Only PS I is capable of generating low-potential reductant that 
can be used for hydrogen evolution or carbon dioxide fixation. Based on comparative rates of 
photosynthesis withwild-type Chlirydomonasreinhardtii and known properties ofPS I antenna size 
we felt that our earlier results were not consistent with this model even if PS I were present, but 
undetectable. Additional data confirming this point are now presented on the basis of direct 
measurement of absolute single-turnover saturating flash yields of hydrogen and oxygen production 
in mutant Fud26 as well as photosynthesis measurements under light-limiting conditions (0, evolution 
with CO, as electron acceptor). 

Materials and Methods 

Algae and Growth Conditions 

Fud26, obtained fiom L. Mets, is an acetate-requiring mutant deficient in CP I that was isolated after 
5-fluorodeoxyuridine mutagenesis and metronidazole selection, as first described by Bennoun et al. 
(1 978). The mutation was shown by Girard-Bascou, (Girard-Bascou, 1987; Girard-Bascou et al., 
1987) to affect the psaB gene. This mutation is a 4 base pair deletion near the 3' end of the psaB 
gene. The resulting fhme shift results in production of a truncated protein. For the experiments 
reported in this work, the mutant was grown on an acetate-containing minimal medium in 125 ml 
flasks on rotary shakers. Ceiling illumination fiom cool-white fluorescent lamps at 20 pE/m2/sec was 
used as the light source. Cultures of wild-type C. reinhardtii 137c were similarly grown for 
comparative measurements. The algae were subjected to two-hours dark respiration to deplete 
carbon reserves and minimize dark hydrogen production prior to light-driven hydrogen production 
measurements. 

Hydrogen and Oxygen Measurement 

The apparatus used for absolute measurement of single-turnover saturating hydrogen and oxygen 
flash yields is illustrated schematically in Fig. 2. The apparatus is comprised of a rapid flow system 
in which the electrolytic calibration cell, photoreaction chamber, connecting tubing, drying chamber 



and sensor are connected in series. The sensor is an Ametek Model BT 11 high-temperature 
zirconium oxide fuel cell that can be used to measure either hydrogen or oxygen. The sensing 
element is a 21-0, ceramic membrane that operates as a reversible oxygen electrode at 735 C. The 
membrane, whose interior and exterior sulfaces are coated with a thin film of platinum, is specifically 
permeable to 02- ions. The reference side of the membrane is exposed to oxygen in room air. The 
sample side was connected to a UHP helium carrier flow and served the dual function of establishing 
anaerobiosis in the flow system and transporting photoproduced gas &om either the calibration or 
photoreaction cell to the high temperature electrode. A combination concentric feed-through, 
delivery tube, vent, and O-ring seal at the base of the sensor transported the helium carrier (plus 
hydrogen or oxygen) to the interior of the closed end tubular ZrO, chamber and vented it to the 
atmosphere. 

Calibration 

Calibration of the apparatus was achieved with the in-line electrolysis cell indicated in Fig. 2. The 
calibration cell contained two electrodes, cathode and anode, only one of which was in the flow 
stream--depending on the polarity of the Keithley Model 220 Programmable Current Source that was 
connected to the electrodes. The other electrode was in a side a m  separated fkom the flow stream 
by a fine fiit disc that prevented gas produced by this electrode from entering the flow stream. The 
electrodes were ionically connected by a 1 rnM KOH solution. This apparatus can be used for 
measurement of absolute bursts of hydrogen or oxygen fkom algae. Typically, calibration pulses of 
25, 50, 75, and 100 pA x 1 sec of hydrogen or oxygen were injected into the flow stream. In situ 
calibration curves were constructed for each experiment by integrating the area under each peak and 
converting it to an absolute amount hydrogen or oqgen using Faraday's Law of Electrochemical 
Equivalence. Deflections for hydrogen and oxygen are in opposite directions. When hydrogen enters 
the cell, it is burned with molecular oxygen at the inner electrode surface and decreases the oxygen 
partial pressure, causing an increase in cell voltage. Correspondingly, when oxygen enters the cell 
it increases the oxygen partial pressure causing a decrease in cell voltage. The cell has a Nernstian 
response that is proportional to the logarithm of the ratio of partial pressures of oxygen on either side 
of the ceramic membrane. The variation in response to each pulse based on repeated calibration 
injections was less than 10%. The response time of the apparatus to detect and resolve a single 
burst is about 10 seconds. The time depends on the flow rate of the helium carrier and the forward 
void volume of the flow system. 

Light Sources, "Double Hitting" and Optical Paths 

Single-turnover saturating flashes were achieved with a bank of eight concentric GenRad Model 1539 
xenon stroboscopic flash lamps placed adjacent to the photoreaction chamber containing the algae 
as indicated in Fig. 2. The chamber was wrapped with several layers of yellow cellulose acetate film 
that attenuated most of the UV light. The lamps were triggered with a variable digital delay 
generator, Berkeley Nucleonics Model 7010. A group of four alternating lamps was connected to 
the prompt output of the 7010 whereas the second group of four was connected to the delayed 
output. The Model 1539 has three settings, high, medium, and low. It was determined 
experimentally that four lamps on high setting (see Fig. 5b) gave ~ 9 5 %  saturation. The 
concentrations of chlorophyll used for the flash experiments were typically 10-1 5 pg chVml in a 20 



rnl volume. The rapid flow caused high turbulence in the algal suspension creating efficient optical 
paths for penetration of the reaction volume. The time profile of the flashes were measured with an 
EG&G Lite-Mike Model 560B which has a rise time of 5 ns and a fall time of 20 ns. Times profiles 
of the flashes were recorded with a Hewlett-Packard Model 54501A digitizing oscilloscope with a 
100 MHz bandwidth. As explained in fbrther detail in the Results and Discussion section, "double 
hitting" i.e., multiple turnovers of the hydrogen producing reactions within the flash envelope, cannot 
account for the measured absolute hydrogen yields and hydrogen to oxygen ratios. This was 
demonstrated by control experiments that deliberately broadened the flash envelope yet produced a 
null effect on hydrogen yield as the envelope was systematically broadened starting fiom the intrinsic 
3 psec fbll width at half maximum (FWHMj and incrementally introducing delays between the first 
and second groups of flash lamps. 

Results and Discussion 

Single-Turnover Hydrogen and Oxygen Flash Yields 

Mutant Fud26 has a measured (Melis unpublished) ratio of PS 1:PS 11 = 0.08: 1. For pulsed light- 
driven H2 or 0, production in which the photochemistries of PS I and PS 11 are isolated, the leaky 
Z-scheme model of Fig. 1 predicts a single-turnover flash yield ratio of H2:02=0. 16: 1 whereas the 
measured value, indicated in Fig. 3, is approximately 1. Eight such experiments with mutant Fud26 
were performed of which Fig. 3 is representative. The ratio calculation is based on the Joliot (Joliot 
et al. 1969) measurement of oxygen oscillations of periodicity four and the (Kok et al., 1970) model 
of oqgen evolution in which each PS 11 reaction center acts as an independent unit in the oxidation 
of water. According to this model oxygen evolution is a four-step process in which each S-state 
precursor is more oxidized than its predecessor by one oxidizing equivalent. Upon accumulation of 
four equivalents, state S, releases molecular oxygen on the timescale of 1 ms and resets the cycle. 
The damped oscillations and individual oxygen flash yields beyond flash number 10 in Fig. 3 are 
interpreted as the number of PS I1 reaction centers that are in state S, at the time of the flash. 
Therefore, 02/flash = ?4 x PS I1 where PS 11 is the total amount of fbnctional Photosystem I1 in the 
sample and 02/flash is the total amount of oxygen produced per flash . It has been shown 
(Greenbaum, 1977) that the hydrogen analog of the classic Joliot oxygen flash experiment has a 
qualitatively different response pattern. As can be seen from the hydrogen data of Fig. 3, there are 
no hydrogen oscillations; the first flash is at the steady-state yield. Therefore, according to the Z- 
scheme, H2/flash = ?h x PS I. It follows that H2:02/flash = 2 x (PS 1:PS Il). This relationship is valid 
because the photochemistries of PS I and PS II for the experiments in Fig. 3 have been isolated and 
operate independently of each other. The hydrogen flash yields were done under anaerobic conditions 
with flashes spaced at 30 sec intervals; the intermediate S-states klly deactivate under these 
conditions. No oxygen is evolved per flash. The oxygen flash yields were done under the same 
anaerobic conditions in the presence of the oxidant and electron acceptor p-benzoquinone. As 
previously shown (Greenbaum and Mauzerall1977) the presence of chemical oxidants enhances and 
activates the S-states. They also totally inhibit hydrogenase. Therefore, the experiments on the H2:0, 
ratio taken in combination with the measurement of the PS 1:PS 11 ratio provide a direct test of the 
model of Fig. 1. It can be seen in Fig. 3 that the measured ratio is H2:02 = 1. This value is not 
necessarily mechanistically significant and is lower than would be expected if all reductant generated 
by PS I1 through water oxidation were expressed as molecular hydrogen. However, the reducing 
conditions required for the Hz measurement may result in lower quantum yields due to closed PS I1 
traps. 



In order to attribute these results to multiple turnovers of PS I within the flash profile, thereby 
preserving the model of Fig. 1, the hydrogen evolution reaction would have to turnover about 6 times 
within the flash envelope. Control experiments using double flash delayed techniques indicated that 
the measured ratio of H2 to 0, is not an artefact of multiple H, turnovers within the flash envelope. 
This was demonstrated by deliberately broadening the flash envelope and observing a null effect as 
the delay of the second flash spanned the envelope of the first. The technique is illustrated in Fig. 4. 
Fig. 4a illustrates the time profile of 8 stroboscopic flash lamps triggered simultaneously. The full 
width at halfmaximum for this group of lamps is 3 psec. Figure 4b illustrates the variable delay, At, 
that can be introduced between the two groups of flashes. For example, in Fig. 4b, At = 6 psec. The 
delay of the second flash with respect to the first can be varied at will. These experiments gave no 
indication of rapid multiple turnovers of hydrogen production occurring within the envelope of the 
flash lamp. 

Although the samples of PS I-deficient mutants I34 and F8 used in previous work contained no 
detectable PS I, it is now known, as stated above, that these mutants may synthesize small amounts 
of PS I under some circumstances. However, as the data of Fig. 3 with mutant Fud26 clearly 
illustrate, the presence of detectable levels of PS I in this strain is not sufficient to account for the 
measured hydrogen flash yields if one assumes that only electrons from PS I can drive this reduction. 
Mutants B4 and F8 do not work well in this rapid flow apparatus, they tend to grow in clumps and 
are propelled out of the photoreaction chamber. These properties also make them unsuitable for 
studies with the bare platinum electrode technique. 

Photosynthesis a ~ d  Antenna Size Measurements 

A similar conclusion may be drawn from the data of Fig. 5. In Fig. 5a comparative measurements of 
rates 0, evolution coupled to CO, reduction for wild-type ChZmydomonasreinhmdtiz (grown under 
cool-white fluorescent lamps, PS 1:PS IF0.7: 1) and mutant Fud26 (PS 1:PS II=0.08: 1) are presented. 
It can be seen in Fig. 5a that under light-limiting conditions the rate of 4 evolution in mutant Fud26 
is approximately 50% that of 13 7c. In principle, the lealq version of the 2-scheme illustrated in Fig. 
1 could account for this data if it is assumed that the antenna size of PS I in Fud26 is about 4.5 times 
that of its associated PS II. However, it is not. The PS I antenna is = 150 Chls whereas that of PS 
II is ~ 3 2 0  Chls. Put another way, the antenna size of PS I in mutant Fud26 is too small by a factor 
of 9 to explain the data with the model of Fig. 1. 

In Fig. 5b, pulsed light saturation curves of 0, and H, are presented. Following the logic of the Z- 
scheme, that only PS I that can photoevolve H2 and correspondingly that only PS 11 can photoevolve 
0 ,  the data of Fig. 5b provide a measurement of the relative antenna sizes of the photochemical 
hydrogen and oxygen reactions. Multiple experiments of this type indicated that the shapes of the 
pulsed light saturation curves can vary in overlap between *15-20%. But the antenna size of H, 
photoproduction is certainly not 4.5 times that of 4 photoproduction. 

An ad hoc explanation for the Fud26 data is that P700 is really present at levels much greater than 
the PS 1:PS 11 = 0.08: ratio suggests because of a hypothesized instability of P700 in Fud26 
thylakoids that is absent in wild-type thylakoids. However, this hypothesis can be excluded because 



P700 in whole cells of Fud26 had a relative value of 14.2% of P700 in intact wild-type 
Chlmydomonas (Owens et al. unpublished). In wild-type the measured ratio is PS 1:PS I1 = 0.7. 
Therefore, normalizing the PS I content in Fud26 to the PS II content of wild-type we get the value 
PS 1:PS II = 0.142 x 0.7 = 9.9%. This compares favorably with the 8.1% value that is obtained when 
PS I in Fud26 is normalized to its own PS 11 content. It can therefore be assumed that measurement 
of P7OO in Fud26 thylakoids is not problematical. 

The data indicate that an alternate photosynthetic pathway exits in which a small amount of PS I is 
necessary for CO, fixation, but not always in the role assigned to it by the 2-scheme. That is, some 
of the photoreductant generated by PS 11 may be used for H, production or CO, reduction without 
passing through PS I. As the data of Figs. 3 and 5 clearly illustrate, there is simply not enough PS 
I available to do the job. In addition to its Z-scheme role, PS I may provide ATP by cyclic electron 
flow (required for CO, fixation but not H, photoproduction) with a substantial fiaction of the 
reducing equivalents generated directly by PS II in mutant Fud26. In the natural plant environment 
this mode of photosynthesis, "PS I1 photosynthesis," may not occur at all or it may operate with 
varying amplitude simultaneously with the 2-scheme. 
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Abstract 

Photosynthetic hydrogen evolution by green algae is catalyzed by a reversible hydrogenase enzyme 
that is extremely sensitive to inactivation by 0 ,  a by-product of photosynthetic water oxidation. 
Oxygen sensitivity has been one of the major barriers to the development of a commercial algal Hz- 
production system. The objective of our project is to generate 0,-tolerant, H2-producing mutants 
fiom the green alga C h w d o m o m  reznhardtii to be used in a photobiological water-splitting, H2- 
producing system that is cost effective, renewable, scalable and non-polluting. 

We have developed two approaches to obtain desired C. reinhardtii mutants, based either on the Hz- 
producing or H,-uptake activity of the enzyme. The first approach depends on the ability of algal 
cells to produce H, in competition with a drug that, when reduced, releases toxic products. H2- 
production selective pressure is applied in the presence of increasing 4 stress to enrich for 0,- 
tolerant organisms. The second approach requires that algal cells grow, using H, as a source of 
electrons for CO, fixation. Addition of 4 during the H,-uptake selects for 0,-tolerant organisms. 

Our previous work consisted of developing an assay for simultaneous measurement of H, and 0, 
production, as well as establishing a reliable way of measuring 0, tolerance by different algal strains 
based on estimating an 4 I,, for H, evolution. In addition, we investigated the conditions required 
for application of Hz-production selective pressure. The efficacy of this selection was demonstrated 
by the isolation of a variant @5) out of the parental cw15 (cell wall-less) population with an 
increased 0, I,, for Hz evolution. Finally, several laboratory-scale photobioreactors were built and 
tested using a mutant of Anobaena variabilis that lacks Hz-uptake activity, as a model system that 
would mimic an 0,-tolerant algal strain. We were able to demonstrate H, production efficiencies of 
1 2 %  and continuous Hz-production capability for 8 months using the cyanobacterial mutant. 

Current accomplishments include: (a) application of H2-production selective pressure to a 



mutagenized D5 population, with the resulting isolation of a new mutant (IM6) that exhibits a 470% 
increase in 0, I, for H2 evolution compared to the cw15 parental population; (b) optimization of the 
H2-uptake selective pressure approach and isolation of a mixed population of cells with a 50% higher 
0, I,, for H2 evolution than the wild-type (WT) population; (c) development of a screen to rapidly 
idenw H2-producing mutants (survivors fiom the above selection pressures) on agar plates; and (d) 
operation of a photobioreactor containing the above-mentioned A. variabilis mutant in a continuous 
H,-producing mode for over 18 months. Preliminary results on experiments that may lead to the 
cloning of the C. reinhardtii hydrogenase gene were also reported at the 1997 Hydrogen Program 
Review meeting and will not be discussed here. 



Introduction 

Photobiological hydrogen-production represents a potentially cost-effective system for renewable, 
non-polluting energy production. Green algae, for example, can photoproduce H, directly &om water 
using the reversible hydrogenase enzyme. Hydrogenase-catalyzed hydrogen photoproduction, though 
potentially very efficient, has two major R&D challenges that currently limit commercial applications. 
The first is the low light saturation level of algal photosynthesis and the second is the inherent 0, 
sensitivity of the algal hydrogenase enzyme. NREL has focused on the second problem, while other 
laboratories have been addressing the first. 

We have developed two types of selective pressures to isolate mutants from the green alga 
C h ~ d o r n o n a s  reinhrdiii that produce H, in the presence of 0,. The two selective pressures are 
based on the reversible reactions catalyzed by the hydrogenase enzyme, i.e., H2-production and H2- 
uptake activities. H2-production selective pressure depends on the competitive relationship between 
metronidazole and hydrogenase for electrons from photosynthetically-reduced ferredoxin (Fig. 1 A). 
The procedure consists of a short (20-min) aerobic treatment of suspended algal cells with 
metronidazole in the light in the absence of CO,. Under these conditions, wild-type (WT) cells will 
generate a reduced intermediate of metronidazote that produces toxic 0, species that will kill the cell. 
However, if the cell has an alternative pathway for electron flow fkom ferredoxin (i-e., to an 0,- 
tolerant hydrogenase), it will survive. We have demonstrated that the number of survivors following 
a selective treatment depends on the metronidazole concentration, light intensity, state of activity of 
the hydrogenase (induced vs. non-induced), and the amount of added 4 (Ghirardi et al., 1997). We 
also demonstrated the efficacy of the selective treatment by isolating a variant (which we call D5) of 
the cw15 (cell wall-less) parental population with a 330% higher 0, I, for H2 evolution. However, 
the selection pressure is not very specific, and yields a large number of antenna and electron transport 
mutants with reduced rates of photosynthetic electron transport. 

The second selective pressure that we are using is based on the H2-uptake activity of the hydrogenase 
and was first examined by McBride et al. (1977) It involves incubating a suspension of algal cells 
under low light in the presence of H2, C 4 ,  and DCMU (to block 4 evolution). Under these 
conditions, algal cells must use IE, as the sole source of reductant to fix C02 and grow (Fig. 1B). 
Addition of 4 to the system selects for cells containing an 0,-tolerant hydrogenase since they should 
survive the pressure. The application of H2-uptake (or photoreductive) pressure to C. reinhardti 
cells yielded mutants that were able to evolve H, under higher 0, concentrations. However, the 
mutants were also able to consume H, in the dark, in the presence of higher concentrations of 0, 
(McBride et d., 1977) which may not be a desirable characteristic in a commercial photobioreactor. 
Despite this problem, the H2-uptake selection has an important advantage over the Hz-production 
selective pressure. Namely, it should not select for any other types of mutants as is the case with the 
Hz-production pressure. For this reason, we have applied both types of selection approaches to 
populations of C. reznhardtii, and analyzed the characteristics of the survivors, in order to devise the 
best technique (or combination of techniques) to obtain competent, l l ly 0,-tolerant, EX2-producing 
mutants. 



Results and Discussion 

Basic Microbiology 

We encountered several basic microbiological questions during our work this past year. These 
questions were related to the physiological H2 evolution pathways in C. reinhardtii, to the ability of 
the cells to metabolize glucose, and to the sensitivity of the cell wall-less cw15 strain to mutagens. 
By providing answers to these questions, we were able to improve on the H2-uptake selection 
approach, and to establish basic parameters for the subsequent mutagenesis work described below. 

There are two possible pathways for hydrogen evolution in C. reinhardtii, depending on whether the 
cells are grown in the absence or presence of acetate. In the first case, all reductants for H2 evolution 
originate fiom light-induced H20 oxidation, and the reaction is totally sensitive to DCMU, an 
inhibitor of Photosystem 11 (PSII) activity. Exogenous acetate and perhaps other internally stored 
molecules may feed electrons to the photosynthetic electron transport chain at the level of 
plastoquinone, an intermediate between the two photosystems, PSI and PSII. In this instance, one 
should be able to detect light-induced H2 evolution that is not inhibited by DCMU, but that is 
sensitive to the cytochrome bdf complex-inhibitor DBMIB (Maione & Gibbs, 1986). Table 1 shows 
that, indeed, 20% of the H2 photoevolved by C. reinhardtii is insensitive to DCMU and must 
originate fiom the fermentation of storage material accumulated by the cells during growth, even 
when the cells are grown photoautotrophically. These results have a direct bearing on photoreductive 
selection, and they are the reason why we introduced a dark'aerobic starvation step in our protocol, 
in order to ensure that the cells were depleted of all storage materials before imposition of the 
selective pressure (see below). 

Table 1. Effect of electron transport inhibitors on algal hydrogen photoproduction. 
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In order to anaerobically induce the reversible hydrogenase, we incubate algal cells for 4 hs in 
phosphate buffer and store them overnight at 4 "C, in the presence of an 0,-scavenging system that 
consists of glucose, catalase, and glucose oxidase (Ghirardi et al., 1997). Chlanzydomom 
reinhardtii is not thought to metabolize exogenously-added glucose (Harris, 1989). However, we 
needed to be sure that this information was reliable and that the algal cells were not fermenting 
glucose during the anaerobic induction period (thus storing reductants that could contribute to PSI- 
mediated Ht evolution). Algal cells were grown three ways: photoautotrophically (minimal salt 
medium), or photoheterotropbically in the presence of either 15 mM sodium acetate or 5 mM added 
glucose. Table 2 shows the effect of the photosynthetic inhibitor DCMU on cell growth, estimated 
from turbidimetric assays. It is clear that treatment with DCMU inhibits all (or nearly all) 
photoautotrophic growth due to inhibition of H,O oxidation (column 2). Addition of acetate to the 
growth medium (column 3) supported higher rates of growth, which were only partially inhibited by 
DCMU, indicating that acetate is taken up and metabolized by the organism. Substitution of glucose 
for acetate (coumn 4), on the other hand, resulted in lower rates of growth that were completely 
inhibited by DCMU. This confirms that exogenous glucose cannot support algal growth. 

Table 2. Effect of DCMU and organic substrates on the growth of wild type C. reinhurdtii cells in 
the light for four days. Growth was measured by the turbidimetric assay of the culture OD at 750 
nm (iitial OD = 0.05). Minimal salts, mnmal salts plus 15 m M  sodium acetate, or minimal salts plus 
5 mM glucose were used in the growth media. Values in parentheses are % of no DCMU controls. 
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The third item that we investigated was the sensitivity of algae to a mutagen. The application of 
selective pressures to isolate Ortolerant mutants of C. reinhwdii requires pre-treatment of algal cells 
with a mutagen in order to induce random mutations. We have chosen nitrosoguanidine as our 
mutagen due to its ability to induce single-point mutations in algae (McBride et d., 1977; Harris, 
1989). Figure 2A is a titration of the killing ability of nitrosoguanidine during a 45-min incubation 
in the dark. From the plotted curves it is possible to calculate an LD, for the WT and the D5 variant 
of cw15. These values are approximately 8 and 1 pg/ml. It is interesting to note that the lack of a 
cell wall in the D5 variant increases its sensitivity to nitrosoguanidine. Figure 2B is a semi- 
logarithmic plot of the effect of 1 pg/ml nitrosoguanidine as a finction of time of incubation, using 
the DS variant. The results show that an incubation of about 30-40 rnin will kill 50% of the D5 cells. 
We subsequently used a 30-min treatment with 1 pg1m.l nitrosoguanidine to mutagenize cell wall-less 



and WT algae before application of the selective pressures. 

Hz-Production Selective Pressure 

Our protocol for isolation of 0,-tolerant, H2-producing mutants of C. reinhardtii calls for the 
application of the H2-production selective pressure under increasing concentrations of 0, in order to 
select for organisms with increasingly higher tolerance to 0,. Last year we successfblly isolated the 
D5 variant of C. reinhardtii with higher 0, I,, for H, evolution by application of the H2-production 
pressure to a parental population of the cw15 strain exposed to 2.8% 0,. We have sebsequently 
mutagenized suspensions of D5 cells with nitrosoguanidine (30-min treatment in the dark with 1 
pg/ml nitrosoguanidiie, which should kill about 50% of the algal cells; see Fig. 2), incubated them 
in the light for 2 days to allow chromosome segregation and mutation expression, and treated the 
populations with 58 mM metronidazole (this time under 5% 03 in the light for 20 min as described 
previously (Ghirardi et al., 1997). The suspended cells were then washed with buffer and plated on 
minimal agar. Survivors were isolated after 3 weeks of photoautotrophic growth, transferred to 
liquid medium, anaerobically induced, and tested for 0, sensitivity of H, evolution. Figure 3 shows 
that one of the surviving mutants, IM6, had an 0, I,, that was 40% higher than that of the parental 
D5 (Seibert et al., in press). Overall, we increased the 0, tolerance of the initial cw15 population by 
almost 470% with two applications of the selective pressure, and confirmed the suitability of the 
selection procedure for isolating more tolerant mutants. However, we are currently limited by the 
amount of time that it takes to screen each survivor for tolerance to 0, and by the non-specificity of 
the selective procedure. This issue will be addressed in more detail below. 

Hz-Uptake Selective Pressure 

H2-uptake selective pressure of McBride et al. (1977) was optimized. The procedure involves a 
number of steps: (a) mutagenesis for 30 min as described above; @) growth in the light for 2-4 days 
to allow chromosome segregation and expression of the mutations; (c) dark aerobic stanration to 
deplete internal storage reserves; and (d) application of the selective pressure in the presence of 0, 
for 5-7 days to eliminate WT organisms. 

After optimization, the selective pressure was applied to a population of mutagenized WT cells. 
Mutagenesis was done with 1 pg/ml nitrosoguanidiie for 30 rnin, which yielded a 70% survival rate. 
The mutagenized population was then placed under photoreductive selection pressure at 10% 0,. 
The survivors from the selective pressure were not plated but pooled together and assayed for 0, 
sensitivity of H, evolution. Figure 4 shows that the 0, I,, of the mixed survivor population increased 
by about 50% over that of the parental WT strain, confirming the efficacy of the selective pressure. 
However, as was the case with the survivors fiom H2-production selective pressure, the assay for 0, 
sensitivity is very time-consuming and has been the limiting factor in the identification of better 
mutants. 

Screening 

As mentioned above, our progress has been limited by the lack of a fast screen for H2-producing 
mutants. Dave Benson at NREL has developed a very sensitive chemochromic film as part of a H, 



sensor system for transportation vehicles (Benson et al., 1996) under the DOE Hydrogen Program. 
We worked in collaboration with Dave Benson's group to adapt this W03 film for detection of Hz- 
production by single algal colonies on agar plates. Preliminary results indicate that the film is 
sensitive to a few nanomoles ofH2. In order to use the film to detect H, evolution by algal colonies, 
we placed the chemochromic film on top of the plated algal colonies. The algal colonies were first 
covered by a piece of filter paper to avoid adsorption of the cells onto the film. The system was 
illuminated fiom the bottom for about 3 min with incandescent light to initiate Hz evolution. Figure 
5 presents our initial results. The first panel (A) shows an agar plate containing algal colonies 
covered with filter paper and the chemochromic f h ,  a grid is superimposed onto the Hz-sensing film. 
Panel B shows the same system during an illumination period which causes the colonies to produce 
H,. Panel C shows the chemochromic film (afker removal from the algae-containing plate) marked 
with purple spots that correspond to areas sensitized by H2 from the individual colonies. Finally, 
panel D shows the reversibility of the chromic response when the film is exposed to air for about 5 
min, proving that H2 in firct was detected. Future experiments will optimize the system for use in the 
presence of 4 so that 02-tolerant, Hz-producing mutants can be identifed rapidly. 

Conclusions and Future Work 

We have made substantial progress over the past year, particularly with respect to optimizing the 
photoreductive selective procedure and development of a rapid screen for mutants that produce H2 
at high rates. Although improved mutants were isolated this year, we expect to significantly 
accelerate the generation and selection of mutants during the next year and to combine the two 
selective pressures to yield more desirable mutants. 

Finally, we are also initiating a collaboration with Professor Anastasios Melis at the University of 
California, Berkeley, to develop molecular biological tools for the isolation of 0,-tolerant mutants. 
The approach will involve cloning the hydrogenase gene in C. reinhardii and, using site-directed 
rnutagenesis, will attempt to improve the tolerance of the enzyme to 4. This concept has been 
applied to the uptake hydrogenase of the nitrogen-fixing bacterium Azorobacfer vinelandii by 
McTavish et al. (1995), who showed that substitution of a cysteine by a serine in the non-catalytic 
subunit of this enzyme decreased the 0, sensitivity of the protein. 
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FIGURE LEGENDS 

FIGURE 1. Selective pressures used to isolate 0,-tolerant, Hz-producing mutants of C. reinhardtiz. 
A. H,-production selection is based on survival following a short treatment with metronidazole 
(MNZ) in the presence of controlled concentrations of 4 (to inhibit wild-type hydrogenase) and in 
the absence of CO,. B. &-uptake selection requires algal growth in the presence of DCMU (an 
inhibitor of O2 evolution), H2 as a source of reductant, and C4. Oxygen is added to inhibit wild-type 
hydrog enase activity. 

FIGURE 2. Effect of nitrosoguanidine on the number of viable C. reinhardtiz cells following 
treatment with the mutagen. A. Survivors (%) as a fbnction of nitrosoguarddine concentration. Both 
WT (open circles) and the cell wall-less D5 variant (closed circles) were treated with different 
concentrations of the mutagen for 45 min in the dark. After washing, cell suspensions were plated 
and the number of sunriving colonies was determined. B. Semilogarithmic plot of the number of 
survivors (cells/ml) following treatments with 1 pg/ml nitrosoguanidiie as a finction of incubation 
time. 

FIGURE 3. Oxygen titration of the rates of El2 evolution by cw15 (open circles), the D5 variant 
(closed circles) and the IM6 mutant (asterisks). The 0, I,, for each organism is estimated by the 
concentration of added 0, that lowers the rate of H, evolution to half of the value measured in the 
absence of added 4 ( V ,  Y-axis intercept). 

IFTGURE 4. Oxygen titration of the rates of HZ evolution by s u ~ v o r s  fiom the HZ-uptake selective 
pressure (PRSI). The dotted curve represents the data for the control, WT cells. 

FIGURE 5. Screen for H,-producing algal colonies. (A) Agar plate containing individual algal 
colonies, covered first with a piece of filter paper and then a chemochromic film (a grid was placed 
over the &detecting film to allow for easy identification of the individual colonies). (B) The system 
was illuminated from the bottom to induce algal H, evolution. (C) The chemochromic film was 
removed from the plate containing the algal colonies and placed on a white background in order to 
allow for easy observation of the purple spots on the film, which correspond to areas exposed to HZ. 
Note differences in intensity between different areas on the grid. (D) The sensitized film was exposed 
to air for 5 min and the spots disappeared, indicating that H2 was detected in (C). 
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Abstract 

The goal of this project is to generate hydrogen from water using solar energy and marine 
microalgae under sustainable conditions. This project has two major objectives: (1) Design an 
appropriate sustainable bioreactor system that can employ the Mitsui-Miami strains and other 
tropical marine microbes for the efficient production of hydrogen; and (2) Maintain the 
International Marine Biotechnology Culture Collection, part of which is composed of the Mitsui- 
Miami collection, for benefit of the DOE Hydrogen Program. 

Our approach is based on a two-stage process that uses a single organism for producing hydrogen 
gas. Stage 1 is the growth of the microbe; stage 2 is the generation of the hydrogen gas. The 
system is also amenable to a single-stage indirect system whereby hydrogen can be produced in the 
same bioreactor configuration. The integration of biology with reactor engineering will provide 
important insight into the workings of the outdoor system and provide critical feed-back to 
improvements that need to be made in particular strains through either physiological optimization or 
through genetic engineering. 

The project involves collaboration with Mario R. Tredici, University of Florence, and John R. 
Benemann, University of Califoxnia, Berkeley, and is part of the International Energy Agency's 
biohy drogen program. 

Introduction 

Over the past twenty years, advances have been made in the elucidation of the complex 
physiological, biochemical, and genetic processes underlying the hydrogen evolution capabilities 



of microalgae and bacteria. In the area of engineering research and system integration, however, 
little progress has been made. In fact, no hydrogen-evolving process that showed promise has 
been demonstrated in the field for any length of time let alone commercialized. Additionally, even 
those processes that have shown promise in laboratory settings have not been evaluated for 
performance, at most being in continuous operation for only a few days. Importantly, the solar 
conversion efficiencies of these systems at best were below 3%. 

Objective 

The overall goal of Hawaii's biohydrogen program is to generate hydrogen from water using solar 
energy and marine microalgae under sustainable conditions. Specific bioprocess engineering 
objectives include the design, construction, testing and validation of a sustainable bioreactor 
system. Specific objectives relating to biology include examining and optimizing key physiological 
parameters of the cyanobacteria that are critical for sustained operations. Another objective is to 
utilize the Mitsui-Miami culture collection of hydrogen-producing micr00rganisms, now part of the 
International Marine Biotechnology Culture Collection, IMBCC. 

The effort is a 3-year project. Several areas of research and tasks need to be pursued. These 
include: (1) sustainable bioreactor system design; (2) hydrogen-producing microbes for the 
bioprocess; (3) genetic characterization and strain improvement; and (4) maintenance of IMBCC. 
The realization of the envisioned process will require the joint development of both the hardware, 
namely reliable and inexpensive bioreactors, and system "software," namely the cyanobacterial 
strains that are able to grow and produce hydrogen effectively. 

Approach 

Our approach for a sustainable bioreactor system is based primarily on a two-stage process that 
uses but one single organisms for producing hydrogen gas. Stage 1 is the growth of the microbe; 
stage 2 is the generation of the hydrogen gas. The overall process entails several steps: (1) the 
growth of cyanobacteria in open bioreactors @ends) to accumulate carbohydrates using solar 
energy; (2) the concentration of the algal biomass followed by the anaerobic adaptation in the dark 
to tum on the biochemical machinery that is able to produce hydrogen; (3) the generation of 
hydrogen from the stored carbohydrates in the adapted cyanobacteria with solar energy (the second 
light-dependent step); and (4) the recycling of the carbohydrate-depleted algae to the initial growth 
bioreactors (ponds). 

Our proposed system is also amenable to a single-stage indirect process whereby hydrogen can be 
produced in the same bioreactor configuration. 

Cyanobacteria, like other algae, induce a hydrogen-evolving system under dark anaerobic 
conditions, and subsequently can generate hydrogen in the light. Cyanobacteria can accumulate 
large quantities of carbohydrates when limited for nitrogen. The ability to grow cyanobacteria in 
large-scale (> 10 ha) has already been demonstrated (Cyanotech Corporation). This project will 
initially utilize the IMBCC as the primary source of cyanobacteria that should be suitable for the 
process. Strains will be screened for key characteristics such as carbohydrate accumulation (total, 
productivity), dark-anaerobic hydrogenase induction (rate, maximal), and light-driven hydrogen 
evolution (effects of light, extent of utilization of stored carbohydrates, inhibition by oxygen). 

Stage 1 involves producing dense cultures of fdarnentous, non-heterocystous cyanobacteria and 
optimizing biomass through innovative tubular photobioreactors, work that is being done in 
collaboration with M. Tredici, University of Florence (Tredici and Materassi, 1992). Stage 2 
entails manipulating the cells to induce the enzyme systems that enable light-driven hydrogen 
production. The approach for Year 1 is to focus on the outdoor photobioreactor and production of 
high-density mass culture of Arthrospira sp. (formerly Spirulina) and another species (Oscillatoria 



sp.). Physiological studies will be initiated after establishing the basic operating parameters of the 
bioreactor. 

Technical GoaIs 

Technical goals include designing, constructing, and testing tubular photobioreactors that offer 
superior operational chaxacteristics yet are inexpensive to construct and operate for hydrogen 
production. Technical goals include understanding and manipulating the physiological and genetic 
parameters of the microalgae to optimize the system (both bioreactors and biological components). 
The prime near-term technical g d  is to test the tubular bioreacto~s with a few microalgae strains 
and to compare productivities. 

' 
Major Barriers to Meeting Technical Goals 

Major banien are: (1) understanding in sufficient detail the physiological aspects of the microalgae 
for sustained mass culturing; (2) developing proper protocols for adapting the selected microalgae 
for continuous hydrogen production; (3) regulatory constraints imposed on the use of the Mtsui- 
Miami cultures for outdoor experimentation by the State of Hawaii; and (4) integrating the biology 
with the engineering. 

Past Results 

This project, with its emphasis on photobioreactor systems and the two-stage biophotolysis 
process is a new project. A previous project, under the guidance of other personnel, focused on 
the transfer of the Mitsui-Miami culture collection and characterization of strains. Based on the 
directives of the 1996 DOE review panel, the culture collection work has been reduced to a 
minimum needed for maintaining and distributing strains (Zaborshy and Baker, 1996). A 
publication from previous DOE support to Hawaii personnel has appeared (Gubili and Borthakur, 
1996). 

Current Year Accomplishments and Status 

This project was initiated in late F e b w  1997 with the design and construction of the prototype 
photobioreactors at the Kewalo Basin site in Honolulu. The operational characteristics of the 
tubular photobioreactors in Hawaii are being tested with Aahrospira sp. (Spirulina) to develop 
protocols for high-density, high-productivity cultures under local conditions of light and 
temperature and to compare these with prior experience in Italy. The development and 
implementation of an automated monitoring system that records ambient light, culture temperature, 
dissolved oxygen concentmtion, and pH was achieved. Figures 1-3 present features of the tubular 
photobioreactor and prehmaq data of its performance. 

Figures 1-3 

Further improvements in bioreactor design and operations are in progress. Investigations of 
relationships among daily incident light, culture dilution regime, and culture density and rate of 
biomass production have been initiated. 

The project was initiated a few months ago and it is premature to conduct an economic evaluation 
or systems analysis. However, a preliminary analysis of the two-stage biophotolysis process has 
been carried out by Benemann (Benemann, 1995), concluding that if certain research goals can be 
met (e.g., overcoming light saturation to achieve high photosynthetic efficiency), the overall cost 
of hydrogen production would be below $lS/MMBTU. A key issue is the cost of the 
photobioreactors, both capital and operating. This project will develop detailed information to 
permit a more detailed cost analysis. The need for stand-alone energy systems in Hawaii coupled 



with favorable environmental conditions suggest that this is the most likely location for the 
development and application of such systems. 

Plans for Future Work 

Major actions for Year 1 include the following: (A) establish an outdoor bioreactor operation 
consisting of innovative sustainable photobioreactors for algal cultivation and hydrogen 
production. Specific subtasks include: (1) Complete the outdoor bioreactor, including hardware, 
sensors, data logging and feedback controls (pH, p02, temperature), and dilution system; (2) 
Maximize culture productivities and solar conversion efficiencies, and carry-out experiments with 
nitrogen limitation of cultures; and (3) establish the outdoor bioreactor subsystem suitable for 
hydrogen production (e.g., glass tubular reactor) and test for H2 handling and containment. The 
biological aspects of the work (B) are to demonstrate in the laboratory the individual components 
of the two-stage bioprocess using filamentous marine cyanobacteria. Specific subtasks include: (1) 
Nitrogen limitation of cyanobacteria cultures, carbohydrate accumulation and productivity effects; 
(2) Hydrogenase induction of nitrogen-limited cultures and dark anaerobic hydrogen production 
and fermentation activities; and (3) Hydrogen evolution in the light by anaerobically adapted 
cultures. Additionally, IMBCC cultures will be maintained and distributed. 

This project, being funded by DOE, is part of an International Energy Agency @A) project on 
biological hydrogen production. The project is also a part of a general U.S.-Japan understanding 
that fosters binational cooperative research in biological hydrogen production. DOE is providing 
funding for the transfer of the Mitsui-Miami collection, the establishment of a scientific base of the 
IMBCC collection, and for the dissemination of the Mitsui-Miami strains to other qualified 
researchers at national laboratories and industry. Funding from Japan is being used in two ways. 
Funding from the Research Institute of Innovative Technology for the Earth (RITE) is being used 
to evaluate photosynthetic bacteria in the Mitsui-Miami collection for active hydrogen production. 
Funding from Marine Biotechnology Institute, Co., Ltd. is used for database improvements. 

Interest in the tubular photobioreactors and the culture collection is evident. During the past few 
months, discussions have been held with various firms. 
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Figure Legends 

Figure 1. Tredici-design tubular photobioreactor at Kewalo Basin, Honolulu, Hawaii. 

Figure 2. Close-up view of tubular photobioreactor showing sparging gas bubbles for effective 
internal gas exchange. 

Figure 3. Time course of Arthrospira sp. biomass in the tubular photobioreactor during constant 
daily medium renewal. 







Biological H, from Syngas and from H,O 
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summary 

'The two stand-alone obpctives of the research are to economically produce neat H, in the near term 
from biomass ( t h e d y  gasified to syngas) and in the mid term fkom H20  using cyanobacteria or 
algae with an oxygen-tolerant bac tern hydrogenase. 

Photosynthetic bacteria have four di&nnt terminal enzymes that mediate their H2 
mtabolisms--nitrogenase, uptake hydrogenase, fermentative hydrogenase, and carbon monoxide- 
linked hydrogenase. Each has been microbiologically and biochemically examined for their potential 
to specifically generate H2 in large-scale processes. Based on measurements of maximal activities, 
stabilities, energy requirements, equilibria, and partial pressures of the H2 producing reactions, the 
CO-linked hydrogenase is easily the m a  suited for practical applications. The enzym mdiates H2 
production fkom CO at rates up to 1.5 mmol-miril-g cell dry weight-' at near ambient temperature and 
pressure. At biological temperatures, equilibrium for the CO shift into H2 lies far towards H2 
production Less than 0.1 ppm of CO remains after a 20% CO gas phase is acted upon by bacteria. 
The necessary contact time between CO and bacteria is a p p m ~ t e l y  ten seconds. Similar biological 
activities are observed with thermally generated fuel gases. The product gas can be directly used in 
fuel cells. New bacterial isolates fkom nature and mutant strains are being selected to further improve 
the novel technology. Oxygen-resistant enzymes identified in some bacterial strains could lead to a 
more general, second generation technology mediating the solar production of neat H2 from H, 0. 

Presently, mass transfer of gaseous CO h i t s  the bacterial production of H2 from fuel gases. New 
bioreactor designs have sigruficantly enhanced shift rates. Vapor-phase and bubble-train bioreactors 
employing immobilized or suspended bacteria are being scaled up. A User Facility has been 
established for the safe engineering scale up and validation of solar or dark technologies for the 
Hydrogen Program The first system to be tested at the site will integrate fuel gas generators with 
biological shift reactors and a PEM fuel celL 



Introduction: An economic process for producing hydrogen, whether biologically or chemically 
based, would ideally be (1) H20 derived, (2) solar driven, (3) highly efficient, (4) durable, (5) 
insensitive to hydrogen partial pressure, and (6) inexpensive to build and operate. A complete system 
fulfilling all of these goals is not currently available. Of the biological options, systems employing 
intact cells of photosynthetic bacteria are the most advanced. Unlike cyanobacteria or algae, 
however, photosynthetic bacteria do not oxidize water and therefore do not directly fulfill criterion 
(1). They do, however, evolve H, from biomass (previously photosynthetically generated from H,O 
and 0. These bacteria employ several different enzymatic mechanisms that may have cormrcial 
potential for possible near term applications of H, production from biomass. One mechanism that 
incorporates thermal and biological processes appears particularly promising: thermally generated 
fuel gases derived from biomass can be sufficiently conditioned by bacterial catalysts in a one-step 
process that they may be directly injected into platinum-electrode, hydrogen fuel cells. 

A complete system of sustained hydrogen production based on the direct photooxidation of water 
is more difficult to achieve. Oxygen production is inherent in the oxidation of water, and the 
hydrogen-evolving enzymes of cyanobacteria and algae are usually rapidly inactivated by oxygen. 
A number of newly isolated photosynthetic bacterial strains contain an 0,-resistant, evolving 
hydrogenase enzyme. This hydrogenase has been partially purified fiom two strains of bacteria, 
where it is found tightly bound to membrane fractions. The enzymes require an additional electron 
mediator for H, production. Genetic transfer and expression of the oxygen-resistant, bacterial 
hydrogenase enzyme and cofactor in a cyanobacterial or algal host could provide a method for the 
linkage of photoreduced ferredoxin to an evolving hydrogenase, even in the simultaneous presence 
of photoevolved oxygen. This type of genetic construct could grow naturally when CQ was present, 
but would concomitantly photoevolve H, and 0, from water in the absence of CO,. Creation of a 
recombinant microbe to fulfill all of the ideal criteria listed above is considered an early mid-term 
goaL 

A ~ ~ r o a c h :  The two stand-alone objectives of the research are to economically produce H, in the 
near term from biomass (thermally gasified to syngas) using ambient temperature bacteria as catalysts 
and in the mid term from H20 using cyanobacteria or algae with an oxygen-tolerant bacterial 
hydrogenase. 

Past Results: Photosynthetic bacteria have four different terminal enzymes that mediate their H, 
rnetabolisms-nitrogenase, uptake hydrogenase, fermentative hydrogenase, and carbon rnonoxide- 
linked hydrogenase. Each has been microbiologically and biochemically examined for their potential 
to specifically generate H, in large-scale processes. 

Of the intact cell metabolisms of phototrophs that evolve hydrogen, the nitrogenase-mediated 
reactions have been the most studied. Nearly all isolates of photosynthetic bacteria have a 
nitrogenase enzyme complex (Weaver et aL 1975), which, in the absence of ammonium ion or 
dinitrogen gas and in the presence of oxidizable organic materials, functions to reduce protons and 
evolve hydrogen. A large variety of soluble organic acids, alcohols, and sugars can be nearly totally 
photoconverted into H, and CO, by this metabolism Rates of 131 prnol H, evolved/min.g cell dry 
weight have been obtained in saturating light. Hydrogen evolution is largely light dependent (Schultz 
et aL 1985) and strongly exergonic. The hydrolysis of about 4 ATP (largely synthesized in light) is 



required to generate each H, and can drive the gas production to equilibrium pressures in excess of 
100 atmospheres. Radiant energy conversion efficiencies (ignoring the chemical energy of the organic 
substrate) are about 5.3% for the m a  active strains of photosynthetic bacteria. The best outdoor, 
solar-driven efficiency is 3.4%. Cultures grown on glutamate as the nitrogen source produced H, at 
linear rates for 7-10 days before ni f  strains began to dominate the cultures. Experiments with 
weekly feedings of N2 maintained the nif wild-type genotype dominant and active H, production 
could be observed for more than 30 days. Even with the assumption that the best strains and 
conditions could be maintained, the maximum solar conversion efilciencies that could be expected 
are probably less than lo%, however, due to the large energy expenditure of the bacteria in 
performing this H2-evolving mtabolism Non-sterile, solar-driven cultures (200-300 liter scale) were 
susceptible to contamination by subte-reducing and mthanogenic bacteria growing on the evolved 
H2 plus CO,. Limiting the available fixed nitrogen, including that present in stdimented 
photosynthetic bacteria, is necessary to h i t  H2S and CH, evolution by the contarninants. Algal 
growth is sirnjlarly inhibited by this method and also by the strongly reducing conditions. An in-house 
cost analysis of the process has been performed (Htrlevich and Karpuk). First year costs for H2 
production, clean-up, and compression are estimated at $24.40 per lo6 Btu at 5% solar energy 
conversion and $15.70 per 106 Btu at 10% conversion efficiency. 

Many strains of photosynthetic bacteria also produce hydrogen b r n  organic substrates by way of a 
femntative hydrogenase enzyme when grown in intermittent or low, continuous light (Schultz and 
Weaver 1982). High, continuous light represses synthesis of the enzyme. The enzym does not 
require ATP. It can mediate hydrogen production at rates more than 3-fold those of nitrogenase, or 
about 440 p o l  Hdmin-g cells. However, it equilibrates at low partial pressures of about 0.1 
atmospheres of Hz. The active rates of hydrogen production can thus only be maintained by sparging 
with inert gas, by vacuuming, or by scavenging with a hydrogen-consuming process. Sparging or 
vacuurnhg are considered prohibitively expensive, although closed-loop, sparged systems connected 
to fuel cells may be effective. Methanogenic bacteria strongly contarninate non-sterile cultures. In 
fact, methanogenic bacteria naturally scavenge the H2 to such low levels that they are extremely 
effective in maintaining the H, partial pressure considerably below the equilibrium pressure, which 
functions to 'pull" the conversion of organic materials into H2 and CO, and then into CH,. This 
apparently natural process is the basis for an NREL patent on solar-enhanced anaerobic digestion 
(Weaver, 1990). 

A unique type of hydrogen producing activity was found in a strain of photosynthetic bacteria by 
Uffen (1976) that functioned only in darkness to shift CO (and H20) into H2 (and Cod. We have 
isolated more than 400 strains of photosynthetic bacteria fkom local sites that perform this shift 
reaction in darkness, as does the Uffen strain, but will also quantitatively assimilate CO into new cell 
mass in light, unlike the Uffen strain, which makes them easy to grow. We have tested many of our 
strains for CO shift activity and growth with crude (water-scrubbed only) synthesis gas (primarily CO 
and H& generated fkom thermally gasified wood chips. In light, the novel photosynthetic bacteria 
assimilate the CO and H2 components and a portion of the trace gases. In darkness, all of the isolates 
respond similarly by shifting the CO component of synthesis gas into additional H,, thereby leaving 
a product gas highly enriched in H2 (with CO, and trace pyrolysis gases). No inhibitory effects of 
synthesis gas on long-term photosynthetic growth were noted. At ambient temperature and pressure 
conditions and starting fiom 200,000 ppm of CO in the gas phase, less than 0. l ppm of CO remained 



at equilibrium. The product gas could be fed directly into a phosphoric acid fuel cell with generation 
of electrical power. No harmful effects to the fuel cell were noted. 

Bacterial catalyzed rates as high as 1.5 mmol H, produced fiom CO per min per g cell dry weight 
were obtained from vigorously agitated cultures at low cell density. Less actively stirred cells at more 
normal cell densities (2-6 g cells per liter) exhibit H2 production rates of 10-100 pmol per  mi^^ per g 
cells, reflecting a limiting mass transfer of CO into solution. Gas pressures (10% CO) of more than 
12 atmospheres strongly increased shift rates but were still limiting. 

Bacterial cultures grown in light with 20% CO in the gas phase are probably not maximally induced 
for CO shift activity. The specific activity for CO shift activity increased by a factor of six when light- 
grown cultures were incubated in darkness in a Paar cell at seven atmospheres of 20% CO gas 
pressure. This indicates that increased availability of CO to the cells causes a further derepression 
of shift activity enzymes. Cultures can be adapted easily to two atmospheres of 100% CO, but do 
not adapt to seven atmospheres of 100% CO. Inert gas at similar pressures had no effect. The 
capability of running syngas shift reactors at a few atmospheres of pressure is being incorporated into 
new reactor designs. 

A variety of bioreactor designs that show enhanced mass transport of CO (at near ambient pressure) 
were built and tested. Hollow-fiber reactors (0.5 m2 surface area) with bacterial cells immobilized 
on the outer fiber surfaces evolved H2 at rates of about 0.3-0.7 mmol-min-'-g cdw". One such reactor 
produced H, from CO (10% in N,) continuously over a 15 month period with only occasional 
changes of medium No detectable levels of CO remained in the effluent gas stream. 

Current Results: Due to limiting mass transfer of CO during assay conditions, it has been dil3kult 
to compare bacterial shift activities between the more than 450 wild-type and mutant strains that we 
have isolated to-date. A new assay was developed that is independent of mass transfer. Bubbles of 
CO were added to suspensions of the bacterial strains in syringes and agitated vigorously. At time 
zero the bubble was expelled from the syringe and liquid samples of the bacterial suspension were 
injected at precise time intervals into an anaerobic solution of reduced hemoglobin. The hemoglobin 
rapidly quenches further shift activity by binding the remaining CO in solution to form 
carboxyhemoglobin, which has a distinctive spectral absorbance that can be readily quantitated fiom 
difference spectra. All of the bacterial strains exhibit a linear uptake of CO fiom solution until the 
dissolved CO approaches the K,  value (the CO concentration at which shift rates are one-half 
maximal). Different strains tested have K, values of 3-8 pM. At normal cell densities in solution, CO 
concentrations drop to the & value in 3-5 seconds. CO concentrations drop to 0.2nM (the assay limit 
of resolution) in 6-8 seconds. This value of CO in solution is equivalent to about 200 ppm of CO in 
an equilibrated gas phase. Kinetic rates for the further shift of remaining CO below 200 ppm and the 
time necessary to generate a conditioned gas with less than 10 ppm residual CO are currently 
unknown; however, FTIR analysis after long-term contact with a bacterial suspension indicate the 
conditioned gas contains less than 0.1 ppm CO. 

CO shift rates are strongly dependent upon ambient temperature. An increase from 30°C to 45°C 
causes a 2.5-fold increase in shift rate. To take further advantage of this response, twenty-four 
different hot springs sites with temperatures ranging from 45-70°C were sampled for biological shift 



activity. About twelve of the enrichmnt culhnes fiom these sites show such activity. As yet, none 
of the bacterial strains are in pure culture but prelimhiq i n m m  are that shift rates are enhanced. 
The higher temperature tolerance m y  be of additional value in requkhg less cooling of 

themwchemically generated fuel gases. The negative impacts that higher temperatures have on gas 
solubility and equilibrium conditions remain to be determined* 

A mutant strain of photosynthetic bacteria was selected by growing a culture on CO in light in the 
presence of 5% 4 . Strain CBS-2 responds to the imposed culturing conditions by synthesizing 
340% of the hydrogenase activity of its parent. The isolated hydrogenase &om this strain exhibits 
a half-life of seventeen horns stimd in full air. This is  especially striking when compared to a two 
minute half-life of some other hydrogenases under s h b r  conditions. Attempts to couple this 
hydrogenase to photoreductants generated during oxygenic photosynthesis are being pursued. Of 
particular importance, the 0,-resistant hydrogenase exhibits no oxy-hydrogenase activity in the 
presence of H, and Op 

Investigations into bioreactor designs that promote mass transfer of gaseous substrates have 
narrowed to primarily two types. For bacteria in suspension, a bubble-train design essentially acts as 
a compact version of a bubble tower. Bubbles of CO are injected into the base of a vertical, helically 
wound tubing bioreactor containing a continuously circulated bacterial suspension. The contact time 
of the babbles with the aqueous suspension is dependent upon the aqueous pumping speed which 
controls the bubble rise time. Shift rates up to 0.7 rnmol min" .g cdw were obtained. The reactor 
is suitable for use in a pressuriztd mode that could lead to further enhancement of shift rates. 
However, s&ty concerns have precluded its operation in this mode to-date. 

Vapor phase bioreactors have been constructed using immobilized bacteria on high-surface-area solid 
supports. Most promising is a low cost, low energy input bioreactor made by immobilizing bacteria 
on the 30 Frn diameter fibers of a horizontal, inverted nylon carpet. The nylon fibers extend 
downward and partially contact an aqueous reservoir of medium which wicks water and minerals to 
the innnobiked bacteria in contact with the gas phase. A CO-containing gas phase easily passes 
through the carpet nap betwcen the carpet base and the reservoir and is rapidly shifted into H, by the 
bacteria. A 10% CO stream can be totally shifted within 30 cm of transit through the bioreactor. 
Specific activities are diflicult to ascertain however, due to the unknown densities of bacterial cells. 

The reservoir of vapor phase bioreactors confers another advantage. The optimum pH for the shift 
reaction is 8.5 to 9.0. Up to 90% of the CO, product of the shift reaction partitions into the reservoir 
as bicarbonate ion, leaving the effluent gas highly enriched in H,. Relatively undiluted by CO,, the 
energy content of the product gas is increased nearly 30%. Build up of carbonic acid in the reservoir 
soon inhibits bacterial activity as does titration with alkali which leads to inhibitory ionic strength. 
However, the CO, can be vented separately from the bioreactor by occasional pumping of the 
resemoir through an external loop and gas stripping the CO, to air before returning the aqueous phase 
to the bioreactor. 

In order to safely scale-up the shift reactors and validate the incipient technology with real fuel gases 
over prolonged periods, the Outdoor Photobiology Test Area is being constructed. A 10' x 20' 
prefabricated building has been added to the OPTA site that will contain a small biomass gasifier as 



well as a steam reformer to generate fuel gases on a continuous basis. Coupled with bioreactors, the 
completely automated system will provide a H, gas stream suitable for fuel cell injection at 1- 14 liters 
per minute. Designed as a User Facility for the Hydrogen Program, the OPTA site can maintain 
temperature control for up to 3,000 liters of microbial culture year round. Three separate solar- 
driven or dark experiments can be controlled and monitored simultaneously. Although the site was 
vandalized earlier in the year, it will be ready for some applications by the end of summer, 1997. 

Future Work: Further mutant selections should result in signiiicantly increased specific activities 
in the CO shift reaction. Thermophiles will also be selected. Strains with a lower K, for CO will be 
sought. Necessary cofactors for the 0, - tolerant hydrogenase will be characterized. The Outdoor 
Photobiology Test Area will be re-established with both a propane steam reformer and a small 
downdraft biomass gasifier to generate fuel gases at the rate of 1-14 liters per minute. Scaled-up shift 
bioreactors will operate continuously on the fuel gases and long-term operation will be automated 
and monitored. 

Economic Evaluation/Svstems Analvsis: Analyses are being performed on a separate task in the 
Hydrogen Program. The bacterial shift reaction is being examined as a possible low cost, single-step 
gas conditioning process for crude syngas. The projected cost of hydrogen is $17/GJ using a base 
case of purchased biomass at $46/ton and thermal gasification with biological shift (15% ROI). If 
biomass is purchased at $2Uton, the price of pure H, drops to $13.5/GJ, well within c m n t  market 
prices. A 10-fold increase in specific shift activity (from 1.5 mmol-min-lag cdw") will decrease the 
cost by $4.70/GJ. If further gas purification is not needed to remove the remaining CO,, the selling 
price is further reduced another $3.80/GJ. For many gas uses, such as in PEM or phosphoric acid 
fuel cells, it is only necessary that the gas stream be fke of CO and H2S, while not necessarily totally 
fke of CO,. In these applications the cost of further gas purification can be discounted. 

Proiected Goals: The equilibrium constant of the CO shift reaction at room temperature is 
suf16ciently large to generate a bacterially conditioned syngas stream with sub-ppm concentrations 
of CO remaining. Assuming there is no appreciable sulfide present as well, the gas stream is clean 
enough (with or without CO, diminishment) to be directly injected into phosphoric acid or PEM fuel 
cells. This would efkctively eliminate the costs (see Economics) for pressure-swing absorption (or 
similar gas clean-up process) to yield neat H, for fuel cell use. Our near-term goal will be for this 
type of fuel cell application. 

A genetic construct containing an 0,-tolerant hydrogenase would create an inexpensive 
photobiological catalyst that would switch in the absence of CO, from a growth mode to a H,- 
producing mode at nearly maximal solar conversion efficiency. The successful construction and 
testing of such an oxygenic phototroph is our mid-term goal to photobiologically produce H, from 
H20 in a single-stage bioreactor. 

Maior Barriers: The long-term effects on bacteria of trace components in syngas have not been 
examined and may necessitate more frequent change-out of bacteria. Mass transfer of CO to the 
bacteria remains rate limiting and needs to be enhanced. Genetic enhancement can easily match any 
large increase in mass transfer rates. There are a few more unknowns in the photobiological process 
to produce H, hmH,O. The 0,-tolerant hydrogenase must be genetically transferred and expressed 



in a biophotolytic host and shown to be active in hkhg to photoreductants. This has been 
demonstrated in mixed extracts, however. 
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Abstract 

The fuel cell represents a key element in efforts to demonstrate and implement hydrogen 
be1 for electric power generation. The central objective of this project is to develop and 
demonstrate a 4 kW, hydrogen-fueled polymer electrolyte fuel cell ( PEFC) stack, based 
on non-machined stainless steel hardware and on membrane/electrode assemblies ( MEAs) 
of low catalyst loadings. This is to be accomplished by working jointly with a fuel cell 
stack manufacturer ( H Power), based on a CRADA. Specific performance goals are 57% 
energy conversion efficiency hydrogen-to- electricity P C )  at a power density of 0.6 
kW/liter. The cost goal is 600 $kW, based on present materials costs. This stack should 
thus demonstrate the basic features of manufacturability, overall low cost and high energy 
conversion efficiency. 

Central achievements in this project during the last 12 months have been: 

(1) 2000 hours of continuous testing of a 100 cm2 cell, based on 3 16 stainless steel 
screens1 sheets as gas flow fields/bipolar plates, was successfully completed. There was no 
significant rise in the high frequency resistance of the cell after 2000 hours of continuous 
operation.( 2) Tests with similar stainless steel hardware repeated successfully at H Power 
under ambient pressure conditions. (3) A "cait~idge" concept was introduced and 
implemented for effective stack fabrication. Individual cell components are adhered together 
between metal foil plates, resulting in bonded cartridges of, e.g., four cells each, and the 
stack is designed to be assembled by combining such units with removable cooling plates. 
This enables quick and easy stack assembly and makes it possible to remove and replace 
problem cells. (4) A short stack of four cells based on stainless steel hardware has 
exhibited performance close to that of a single cell. (5) Extensive corrosion testing has been 
implemented to evaluate realistically the viability of stainless steel based hardware for long- 
term stable stack operation. 

Future work is to focus on implementation of non-machined metal hardware for fabrication 
and demonstration of a 4 kW stack operating on hydrogen and air. The 4 kW stack is 
scheduled to be demonstrated by April 1998. The location/ type of demonstration is to be 
coordinated with the Hydrogen Program office. Because an ambient pressure stack is to be 
demonstrated fmt , according to newly defined programmatic requirements, a novel mode 
of stack humidification developed by us recently will be implemented, based on liquid 
water supply to the cell through the anode backing. This will allow optimized ambient 
pressure operation of the stack. Some modifications of the stainless steel hardware will be 
,required to accommodate ambient pressure operation. 



Background 

The high efficiency combined with very low environmental emissions and modular 
construction have fostered continued interest for the last thirty years in fuel cell technology 
for utility, customer-side-of-the-meter and transportation applications. Among the family of 
fuel cell technologies, polymer electrolyte (PEM) fuel cells have some uniquely attractive 
features, including a combination of high power density and high chemical-to-electric 
energy conversion efficiency, fast and easy start-up, high reliability and highly durable and 
benign materials of construction. Nevertheless, the application of PEM fuel cell technology 
for utility and lor stand alone applications was judged in the past to be too expensive for 
any terrestrial applications and, also, to be too sensitive to low levels of carbon monoxide 
in reformed carbonaceous ( most likely natural gas ) fuel feed streams. Both of these 
barriers for implementation of PEM fuel cells in utility andlor stand alone applications have 
been significantly lowered in the last few years but a remaining important b e e r  has been 
the need for a PEM fuel cell stack technology which is (a) of lower intrinsic cost, and (b) 
lends itself easily to large scale manufacturing. 

To express the requirements from a viable stack technology in specific terms, the lowering 
of the cost means primarily lowering of intrinsic materials costs, including catalyst, 
membrane and stack hardware materials. The latter include primarily the flow fieldfbipolar 
plate. The "rnanufacturability" of the stack is improved as the complexity of the forming 
processes, particularly forming of the bipolar platelflow field, is minimized. Typically, 
minimization of the complexity in such forming processes is achieved when machining is 
completely eliminated, replacing it by processes based , e.g., on stamping and punching 
for metal hardware, or on molding for carbon based composites. Although machining is 
understood to be unsatisfactory for large scale and low cost manufacturing, present day 
fuel cell stack technology is still based on machined graphite plates as the bipolar platelflow 
field combination. To achieve the central target of our project, the demonstration of low 
cost PEM fuel cell stack technology of clear rnanufacturability advantages, we have focused 
on the following elements: 

(a) Demonstrate at LANL the fabrication and quality of larger scale membranelelectrode 
assemblies ( M&Es) based on low catalyst loadings. Such M&Es have been developed 
previously at LANL but demonstrated only in smaller cells of several cm2 in area, 

(b) Develop and demonstrate at LANL innovative stack technologies based on non- 
machined stainless steel components, that would best satisfy the combined requirements of 
low cost materials and manufacturability. 

(c) Have such M&Es and cell hardware be tested, evaluated and, possibly, further scaled 
up at H Power, our CRADA partner. 

These tasks are to culminate in a demonstration of a 4-5 kW prototype stack with the 
combined properties of low cost and rnanufacturability ( now scheduled 4/98 in the 
context of a PUV) . 



Progress This Year 

(1) 2000 hours of continuous testing of a 100 em2 cell, based on 316 
stainless steel screens/ foils successfully completed. 

Figures 1 describes schematically the construction of "picture framed" membranelelectrode 
(M&E) with carbon paper backings, and Figure 2 describes schematically the assembly of a 
single cell with a pair of course and fme stainless steel screens on each side of the framed 
M&E. The combination of two screens has been required to achieve effective gas 
distribution, provided by the course screen, and appropriate screedcarbon paper 
contact, provided by the fine screen. Automated fabrication of catalyzed membranes of 
larger areas with ultra-low Pt loadings was previously developed by us as part of this 
project, employing a computer controlled X-Y recorder ( reported in last year's Annual 
Technical Review Proceedings ). 

SS Screen and Foil Hardware: 
Assembly of a Picture Frame MEA 
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FIGURE 1 
As shown in Figure 2, the structure of the cell developed by us is very simple and based 
on inexpensive off-the-shelf 3 16 stainless steel screens and foils. 



SS Screen and Foil Hardware: 
Unit Cell Corn ponents 
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FIGURE 2 

Continuous testing of such a cell for 2000 hours was completed during this year, 
addressing the most important concern regarding such simple, metal hardware-based cells, 
i.e., long term stability of the stainless steel hardware in terms of any development of 
resistive surface films and any leaching of metal ions that could "poison" the ionomeric 
membrane. The most effective probing of these two potential failure modes is based on 
measurements of the high frequency resistance of the cell during the life test. Failure of the 
stainless steel hardware, associated with either excessive growth of oxide films or leaching 
of metal ions which foul the membrane, will be reflected by an increase in the ohmic ( high 
frequency) resistance of the cell. To measure separately losses associated with the metal 
hardware on each side of the cell, special probes were connected to the individual parts 
shown in figure 2. Figure 3 thus shows resistances associated with each side of the cell, as 
well total cell resistance, as function of time during the life test. Figure 3 shows that the 
resistance of the cell has not increased at all during 2000 hours of continuous testing. 
( Lowering of resistant seen around 800 hours into the life test was caused by stronger 
"torquing" across the cell at that point in the test ). Such lack of any increase in cell 
resistance serves as very good indication that, at least at single cell level, 3 16 stainless steel 
seems to exhibit high degree of material's stability on either anode or cathode side of the 
fuel cell constructed according to the scheme shown in Figure 2. We believe that this 
stability is enabled in large part by this type of cell structure, that does not involve any 
direct contact between metal and membrane electrolyte. 



Life Test with 31 6 SS Hardware: 
Hardware Contribution to Cell Resistance 
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FIGURE 3 

Figure 4 shows the 100 cm2 cell performance ( polarization curves) as function of time 
over the 2000 hours life test. This is the same cell for which resistance measurements are 
shown in figure 3. Figure 4 shows good, stable performance up to 1650 hours for this 
hydrogen/air cell, particularly in the relevant voltage domain for stationary power 
generation ( V> 0.7V), followed by some drop in performance indicated toward the end 
of 2000 hours test. Since the resistance has been found stable through the duration of the 
2000 hours test ( Figure 3)' the drop in performance must be the result of lowering in 
performance of one of the electrodes. We traced the problem to excessive accumulation 
with time of liquid water in the cathode flow field. To repair this problem, a better design 
of the cathode fine screen is required, that would minimize excessive collection of liquid 
water next to the hydrophobic carbon paper backing leading to loss of backing 
hydrophobicity with time. Experiments with fine screens of flatter profiles have shown 
good promise in overcoming this excessive water accumulation problem in the cathode. 

As fmal comment re. figure 4, we note that the good performance obtained for our 100 
cm2 cell which employs a non-machined, highly simple flow field based on a metal screen, 
is direct indication of the high efficiency of such flow fields in distributing reactant gases 
along electrode areas of substantial size. We reported last year on analysis of the flow 
pattern along a screen-based flow field with diagonally opposed inlet and outlet , 
concluding that, in spite of it's simplicity, it exhibits similar impedances to gas flow for all 
different paths between inlet and outlet, thus ensuring uniform gas distribution and uniform 
current density. 



Life Test with 316 SS Hardware: 
Polarization Cu rves 
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FIGURE 4 

Operation conditions for the cell: Nafionm 112 membrane, 0.14 mgWcm2, 
= 313 atrn, Tell = 80°C. 

(2) Successful Test of a Short Stack based on stainless steel hardware 

Following the encouraging results of life testing of our single cell with 3 16 stainless steel 
hardware, we advanced to putting together a short stack and testing it. Figure 5 shows the 
overall stack structure adapted based on constructing cartridges of cells of the type shown 
in figure 2. 

As shown in figure 6, the short stack test results have shown that the single cell 
performance could be repeated in a 4 cell stack within the relevant voltage domain 
, demonstrating viability of the stainless steel hardware and of the concept of cartridges of 
cells separated by cooling plates which employ similar stainless steel screens. The slight 
drop in performance at higher current density is again indicating the significance of 
effective water management in the cathode. As noted above, we do have strategies for 
further improvements in cathode water management. Also, this problem may have different 
solutions as we move to ambient pressure stack configurations. 



SS Screen and Foil Hardware: 
Stack of Cartridges plus Cooling Plates 
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FIGURE 5 

(3) In-Cell and External Corrosion Testing of 316 Stainless steel 

The most rigorous way for addressing the issue of long-term immunity of stainless steel 
hardware in the PEM fuel cell, is based on testing of metal ion release within the operating 
ceWstack, or outside the cell under conditions which mimic those in an operating cell. 
External testing can also be attempted under conditions of "accelerated corrosion testing ", 
that hopefully mimic within short testing times the extent of very long term corrosion in an 
operating stack. For testing of metal ion release within the operating cell, water samples 
were collected from test station humidifier lines ( electrode inlets) and from electrode outlet 
streams for the single cell ( 2000 hours test) and for the 4 cell stack, and were analyzed for 
chloride ion and the metals in 3 16 stainless steel. In general, the water from the operating 
cell contained < 0.5 ppm chloride and 20 ppb or less of Mn, Cr, Mo, and Mg. Nickel was 
present at about 0.2 ppm and iron at 4.04 ppm. Water collected from the anode and 
cathode outlets of a 4-cell stack had a lower Ni concentration (about 0.035 ppm) compared 
to inlet water, but showed somewhat elevated levels of Fe. The cathode outlet water also 
had a somewhat elevated Cr concentration. These results are summarized in Table 1. The 
decrease in Ni and Mn concentration in the water passing through the operating fuel cell 
may indicate slow uptake of metal ions from inlet water over time. This can be prevented 
by incorporating an in-line demineraher to clean the water upstream the cell of any ionic 
contaminants. Overall, very low leaching levels were detected in the water exhausting 
single cells, and slightly higher in water exhausting a stack ( Table 1). 



SS Screen and Foil Hardware: 
Single and Multi-Cell Performances 
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FIGURE 6 

In attempted "accelerated corrosion tests", samples of 316 stainless steel (1 sq. in., 0.010" 
thick) were immersed for approximately 250 hours in 0.010 M H2S04, with or without 10 
ppm chloride added, and sparged with either air or hydrogen. Solution temperatures were 
initially maintained at 60°C, then increased to 80°C. At 250 hours, the solutions were 
analyzed for chloride ion and for metal ions. Chloride ion concentrations did not change 
between initial and final solutions, and in general, metal ion concentrations were elevated in 
the final solutions. Solutions exposed to hydrogen had higher levels of metal 
concentrations than those exposed to air. These findings are summarized in Table 2. 

On visual inspection, samples exposed to air appeared as bright and shiny as before 
immersion, whereas the samples exposed to hydrogen had some surface discoloration. 
This discoloration was determined by EDS to be associated with slight variations in the 
properies of the thin passive fdm. It is not clear that these immersion test conditions are 
representative -- particularly the very low pH ( =2) may be highly exaggerated vs. realistic 
expectations in an operating stack, causing the apparent marginal flaw in passivity of this 
alloy in contact with hydrogen. 



Table I. Water Sample Analyses 

Water samples were collected from operating cells and from humidifier lines. The samples were analyzed by 
ICP - MS (Mn, Ni, Cr, Mo, Mg), ICP - ES (Fe), and IC (Cl). 

Table 11. Aggressive Immersion Testing 

Sample 

Cathode outlet 
H20 from 2000 

hr. cell 
Cathode inlet 
H20 from test 

station 
Cathode outlet 

H20 from 4-cell 

stack 
Anode inlet H20 

from test station 

Anode outlet 
H20 fiom &el1 

stack - 

M n  
(Ppm) 

< 0.005 

0.017 
- + 0.005 

0.012 
- +0.005 

o.O1 
- + 0.005 

0.009 
- + 0.005 

Ni 
@pm) 

0.01 1 
+ 0.005 

0.190 
+ 0.030 

0.035 
+0.009 

0.220 
+ 0.030 

0.034 
+ 0.005 

Sample 

A: 
initial 

A: final 
(air) 

A: final 
(H2) 

B:initid 

B: final 
(air) 

B: final 
(H2) 

i 

Cr 
(Ppm) 

< 0.005 

< 0.005 

0.050 
k0.020 

<O.Oo5 

0.007 
t 0.005 

M n  
@pm) 

c 0.005 

0.027 
+ 0.005 

0.900 
0.100 

~ 0 . 0 0 5  

0.025 
~ 0 . 0 0 5  

1.600 
4 0.300 

Fe 
( P P ~ )  

c 0.040 

< 0.040 

0.740 
k.0.07 

< 0.040 

0.180 
+ 0.04 

M o  
Wpm) 

c 0.005 

< 0.005 

0.007 
+0.005 

- + 0.005 
O'Oo6 

0.008 
+ 0.005 

C1 
@pm) 

< 0.5 

< 0.5 

3 
40.51 

< 0.5 

< 0.5 

N i  
(PP) 

< 0.005 

0.100 
+ 0.010 

7.600 
+ 0.300 

~0 .005  

0.080 
+0.010 

13.00 
+ 1.000 

M g  
@pm) 

0.029 
- + 0.010 

0.014 
- + 0.006 

0.007 
kO.005 

+0.005 
0*012 

0.023 
+ 0.007 

Cr 
(ppm) 

< 0.005 

0.105 
+ 0.006 

10.300 

+ 0.500 - 
~ 0 . 0 0 5  

0.098 
+0.007 

M o  
@pm) 

< 0.005 

0.020 
+ 0.010 

1.000 
+ 0.300 - 

~ 0 . 0 0 5  

0.020 
k0.010 

18.000 
f 1.000 

Mg 
( P P ~ )  

+ 0.007 - 

0.044 
+ 0.006 

0.110 
& 0.010 

~ 0 . 0 0 5  

0.034 
40.005 

2.800 
& 0.500 19 + 

% wt. 
loss 

NA 

O.O1 

0.4 

NA 

0.02 

Fe 
( P P ~ )  

< 

0.790 
2 0.079 

41.0 
+ 4.1 

~0.04 

OS7 

C I 
(PP) 

4.0 
+ 0.5 - 

4.2 
~ 0 . 5  

4.1 
+ 0.5 

+O.g - 

Some 
discoloration 

Corr 
rate 
(P 
yr.) 

NA 

0.6 

NA 

0.7 

71.0 
- + 7.1 

Surface of 
316 ss 

Shiny 

Same as 
initial 

Significant 
discoloration 

Shiny 

Same as 
initial 

8.4 
+ 0.8 

0.590 1 8.4 
+0.059 kO.8 



Samples of 316 SS (1 sq. in., 0.010" thick) were immersed for approximately 250 hrs. in the solutions 
listed below while sparged with either air or hydrogen. Solution temperatures were initially maintained at 
60"C, then increased to 80'C. Solution A: 0.010 M H2S04, Solution B: 0.010 M H2SO4 + 10 ppm 

NaC1. The solution samples were analyzed by ICP-MS (Mn, Ni, Cr, Mo, Mg), ICP - ES (Fe), and IC (Cl). 

In conclusion, while overall the level of metal ion leaching has been found low-to-very low 
in these tests, indications of higher levels of metal ion release from the stack vs. the single 
cell and of higher apparent vulnerability of samples in contact with hydrogen when the 
acidity becomes significant , call for further testing to clarify their exact significance. 
Having a stack based on stainless steel hardware corrosion-immune to the degree required 
for stable long-term operation, seems achievable from the results shown in figure 3 and 
from our initial corrosion tests. This target will, however, remain a significant challenge in 
the final design and fabrication of such ultra-simple, low cost stacks. 

Future Plans 

(1) Future work is to focus on implementation of metal hardware for fabrication and 
demonstration of a 4 kW stack operating on hydrogen and air. The 4 kW stack is scheduled 
to be demonstrated April 1998. The location/ type of demonstration is to be coordinated 
with the Hydrogen Program office. For the ambient pressure stack to be demonstrated on 
April '98, we will apply a novel mode of stack humidification developed by us recently, 
based on liquid water supply to the cell through the anode backing. This will allow 
effective operation of the stack at ambient pressure. 

(2) Following completion of fabrication and demonstration of the 4 kW metal hardware 
stack, we plan to pursue a 10 kW ambient pressure, metal hardware stack, to be fabricated 
and demonstrated first in a small "neighborhood vehicle". 

(3) We plan to continue comprehensive testing of stainless steel alloy passivity under fuel 
cell operation conditions, and optimize the design and the exact type of alloys chosen 
according to such tests. 
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Regenerative fuel cell (RFC) systems produce power and electrolytically regenerate their 
reactants using stacks of electrochemical cells. Energy storage systems with extremely high 
specific energy (A00 Wh/kg) have been designed that use lightweight pressure vessels to 
contain the gases generated by reversible (unitized) regenerative fuel cells W C s ) .  
Rognss is reported on the development, integration, and operation of rechargeable energy 
storage systems with such high specific energy. A primary fuel cell tea rig with a single 
cell (46 cm2 active area) has been modified and operated reversibly as a URFC (for up to 
2010 cycles on a single cell). This URFC uses bifunctional electrodes (oxidation and 
reduction electrodes reverse roles when switching from charge to discharge, as with a 
rechargeable battery) and cathode feed electrolysis (water is fed frmn the hydrogen side of 
the cell). Lightweight pressure vessels with performance factors (burst pressure * internal 
volume / tank weight) >SO km (2.0 million inches) have been designed, and a vessel with 
performance factor of 40 km (1.6 million inches) was fabricated. These vessels use 
lightweight bladder liners that act as inflatable mandrels for composite overwrap and 
provide the permeation barrier for gas storage. Bladders are fabricated using materials that 
are compatible with humidified, electrolyzed gases, and are desigmd to be compatible with 
elevated temperatures that occur during fast fills or epoxy curing cycles. RFC systems are 
considered that use hydrogen/oxygen, hydrogen/air, or hydrogen/halogen chemistries. 
Hydrogen/halogen URFCs are capable of higher round-nip efficiency than ' 

hydrogen/oxygen URFCs, but are significantly heavier. Therefore, hydrogenbalogen 
URFCs are advantageous for stationary applications, whereas hydrogen/oxygen URFCs 
are advantageous for mobile applications. Safety aspects of halogens may prohibit their use 
in densely populated mas and some commercial applications, so these niches can also 
benefit frmn hydrogen/oxygen URFCs. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 
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Abstract 

This paper describes the Schatz Energy Research Center (SEW) progress on the Palm Desert 
Renewable Hydrogen Transportation System Project for the period of July 1996 through June 
1997. The project began in March 1996. 

The goal of the Palm Desert Project is to develop a clean and sustainable transportation system for 
a community. The project demonstrates the practical utility of hydrogen as a transportation fuel 
and the proton exchange membrane.(PEM) fuel cell as a vehicle power system. This system is 
being developed for the City of Palm Desert in Southern California, as the air quality in this area is 
very polluted, mostly from motor vehicles. The project includes designing and building 4 fuel cell 
powered vehicles, a solar hydrogen generating and refueling station, and a fuel cell vehicle 
diagnostic center. 

Over this last year, SERC has built 3 fuel cell powered personal utility vehicles and delivered them 
to the City of Palm Desert. The hydrogen refueling station is being designed and it is anticipated 
that construction will begin in the fall of 1997. The vehicles are currently being refueled at a 
temporary refueling station. The diagnostic center is being designed and maintenance procedures 
as well as computer diagnostic programs for the fuel cell vehicles are being developed. 

The vehicles are being driven daily by city employees. The cart drivers are pleased with the 
performance of the vehicles, and it is very exciting that fuel cell powered vehicle technology is on 
the street and performing well. 



Rationale 

The main objectives for this project are to develop a clean transportation system for the City of Palm Desert 
in Southern California and to further research on proton exchange membrane (PEM) fuel cell and 
hydrogen technologies, in order to promote a clean and sustainable energy future. Some of the 
background societal conditions which led up to this project are: 

Smoggy air lowers the quality of life of the over 75% of Americans who live in large cities. A 1996 
study using Harvard and American Cancer Society research and linking deaths to air pollution showed 
that the Riverside-San Bernardino region topped the nation in the death rate per capita blamed on 
particulates. The study linked 17% of cardiopulmonary deaths in the greater Los Angeles area to 
pollution. This number exceeds the number of people who died from auto accidents. 

In the near future, zero emission vehicles (ZEVs) will be required in California, Massachusetts 
and New York. The research and development on fuel cell technology and its integration into 
user ready, street safe vehicles will aid in producing ZEVs to meet these mandates. 

In order for this technology to be integrated into our society, people must overcome their fear 
of hydrogen and learn its benefits. A complete hydrogen fuel cell powered transportation 
system operating in a community will go far to dispel these fears and educate citizens. 

Development of a clean, sustainable transportation system would eliminate criteria pollutants, 
decrease reliance on imported petroleum, and improve public health. 

History of the Schatz Energy Research Center 

Schatz Energy Research Center began the three year, $3.9M Palm Desert Renewable Hydrogen 
Transportation System Project in January of 1996. During the years of 1990 to 1995, SERC built, 
and continues to operate, an automatic solar hydrogen-fuel cell energy system which powers an air 
compressor at the Humboldt State University Telonicher Marine Laboratory. In addition, SERC 
developed a fully equipped fuel cell laboratory and production facility and built its first fuel cells, 
as well as a prototype fuel cell powered PUV. The prototype PUV was completed on schedule and 
debuted on November 5,1995 at the Palm Desert Golf Cart Parade. The cart performs well and 
meets our initial goals. 

Technical Goals 

The outcome of this project will be a complete, operating model transportation system based on 
hydrogen and fuel cell powered vehicles. This is the first time that solar derived hydrogen will be 
produced and used in fuel cells to power motor vehicles. The project provides the opportunity to 
collect data to help understand how differences in system components can affect overall 
performance, thus gaining information directly relevant to the nation's future transportation 
system. Success will also result in new materials and manufacturing techniques for fuel cell power 
systems that will help commercialize the technology. 

In order to achieve the overall goal, the following specific objectives will be met. They are: 

Design and construct 3 personal utility vehicles (PWs) and 1 neighborhood electric vehicle 
(NEW and deliver them to the City of Palm Desert. These fuel cell powered vehicles will be 



driven around the City for normal day-to-day activities and their performance will be 
recorded and evaluated. 

Design and construct a solar hydrogen refueling station in the City. The facility will use 
photovoltaic electrolysis to produce the hydrogen which will be compressed and stored. Fuel 
dispensing to the vehicles will occur at a refueling island and be convenient and safe. 

Equip a fuel cell vehicle maintenance facility at the City's corporation yard. This facility will 
have diagnostic capability; personnel will be trained to maintain and service the vehicles. 

Barriers to Technical Goals 

Technical and societal baniers have surfaced during the course of the development of this 
technology. These include: 

Permitting - In order to comply with the Field Act , plans for the solar hydrogen generating and 
refueling station must be reviewed by the Office of the State Architect. A building permit will be 
required as well, meaning the station will have to meet building, electric, plumbing and fire codes. 

Insurance - SERC P W s  are covered under the Humboldt State University general policy , even 
though they use an unconventional power source. Currently the battery-powered NEV is insured 
with a conventional insurance agent. Car insurance will be difficult to obtain once the vehicle is 
retrofitted with a fuel cell, since no data exists for the insurance industry to calculate risk. This issue 
will dictate whether or not the NEV may be legally driven. Liability insurance issues have also 
delayed the approval process for the refueling station, although these are largely resolved now. 
Frequent visits to Palm Desert to meet with both City and College of the Desert officials and 
personnel have been successful in creating an amicable resolution to these issues. 

Availability of appropriate and certified system components - Many of the components SERC will be 
using for the NEV and solar hydrogen station will be integrated in such systems for the first time. 
Although some are off-the-shelf items, others will have to be custom-made and extensively tested. 
Certification is another issue; finding components certified for hydrogen use is sometimes difficult, 
costly, and/or time consuming. 

Current Year Accomplishment/Status 

During the past year SERC has designed and built a three fuel cell powered PWs,  all of which 
have been delivered to the City of Palm Desert. This process involved: 

designing, building, and testing a 5.0 kW proton exchange membrane (PEM) fuel cell as a 
power plant for the PUVs. 

designing, building and testing peripherals including the air delivery, fuel storage and 
delivery, refueling, water circulation, cooling, and electrical systems. 

devising and implementing a control algorithm for the fuel cell power plant in the PUVs. 

designing and building a test bench in which running conditions in the PUVs could be 
simulated and the fuel cell and its peripheral systems tested. 

installing an onboard computer and associated input/output electronics into the P W s  and 
debugging. 

assembling and road testing the PUVs. 



Along with designing and building the PWs,  SERC has: 

designed and installed a temporary hydrogen refueling station at the College of the Desert 
(COD). The station is operated by COD personnel who have been trained by SERC and it 
will seye until the solar hydrogen refueling station is open. 

secured a site for the solar hydrogen refueling station on the COD campus. This has been a 
lengthy process which involved COD and City officials and their attorneys. 

begun the design of the solar hydrogen generating and refueling station and initiated the 
permitting process. This has included completion of a PV system simulation and sizing of 
the array, a hazards analysis, a site plan, a floor plan of the generation building, preliminary 
landscaping plan and architectural rough sketches. 

begun testing several types of electrode and membrane materials in order to increase the 
power density of the fuel cell. So far this year, SERC has seen a 50% improvement in fuel 
cell performance. 

acquired, instrumented and tested an NEV, begun the design of a fuel cell power system 
appropriate to the NEV, and initiated fuel cell testing necessary to determine the configuration 
of the NEV stack. 

coordinated activities with Sandia National Laboratory to develop an on-board metal 
hydride storage system for a PUV. 

Design and Performance of the Personal Utility Vehicles (PUVs) 

Initially, we determined what design criteria were important for the fuel cell vehicle. These criteria 
defined the technologies we would need to develop a successful design. Listed below in Table 1 
are the P W  design criteria and the associated resultant technologies. 

( interlocks 
Sufficient voltaae for PUV traction bus 1 64 cell stack 

Table 1: PUV Design Criteria and Resultant Technologies 

C 
Sufficient pow& for hill climbing 1 300 sq crn active area 
Low parasrtrc load I Low pressure operation, use of high efficiency 

Design Criteria 
tstablished cart with efficient motor and motor 
controller 
Sufficient power for quick acceleration 

Convenient and simple operation 

Diagnostic capability 

Safety 

Resultant Technology 
U - G O  Golf Cart 

Parallel hybrid design with 20 amp-hr, Pb acid 
battery 
On-board computer with straightforward 
operational algorithm and start-up sequence 
Numerous on-board transducers and lap-top 
readout capability 
Inherently safe design and numerous safety 

The original, battery powered E-Z-GO cart was instrumented and tested to determine the necessary 
operational criteria. Next, the subsystems were designed and tested. :The subsystems include the 
cooling, gas storage and delivery, air delivery, and electrical systems. All the components were 

Sufficient cooling capacity 
tthcient operation 

blower, optimum 5-1 0% parasitic had 
Water cooling with large heat exchange area 
0.71 volts/cell Q cruisina. 57% stack efficiencv 



assembled on a prototype bench which was fitted with a programmable load to mimic driving 
cycles. Numerous tests were performed to optimize the operational algorithm and wring out bugs. 
The vehicles were then gutted, structural changes made and a custom, fiberglass cover was crafted 
to cover the gas storage area. Then the fuel cell and subsystems, including the on-board computer 
and transducers were installed in the PWs.  

P W  1 was completed and delivered to Palm Desert in September of 1996 and P W s  2&3 were 
completed and delivered in May of 1997. They were all road tested and final adjustments made 
before being shipped. Some improvements in the design were made on P W s  2&3, as compared 
to PUV 1. The improvements to P W s  2 & 3 include an in-house designed excess flow device for 
improved safety, an internal data collection system within the control computer, improved graphite 
and lower platinum loading on the fuel cell, a refined dashboard user interface to facilitate ease of 
use, and attractive wooden flatbeds were added for improved user utility. Table 2 outlines the 
operating specifications for PUV 2 &3. Note that the P W s  have a gasoline use equivalency of 
approximately 120 miles per gallon, which is equivalent to 0.30 kwh of hydrogen per mile. 

Table 1: Personal Utility Vehicle (PUV) 2 & 3 Specifications 

Hydrogen energy consumption 
Mileage (gasoline energy equivalent) 
Fuel cell system weight 

1 2 minutes I 

Proton txchange Membrane 
4.8 kW (6.4 hp) 

t-ue 

0.30 kWWmile 
120 mPg 
0 Ibs 

I raction bus voltage 
tlectric motor size 
Hybrid battery size 
Grulslng speed 
Fuel cell net power at cruising speed 
Hydrogen tank volume 
Hydrogen gas storage pressure 
Ranae 

When the P W s  were being road tested before delivery, performance data were recorded. Figure 1 
shows the operating characteristics of the fuel cell power system in P W  2 in a 70 second interval, 
starting from standstill and accelerating. Figure 2 shows the same information, but highlights the 
first ten seconds of the test. The plots show the power out of the fuel cell, the power to or from 
the batteries, and the power to the traction bus, which in turn runs the motor controller. At idle, 
the power to the traction bus is zero and the fuel cell produces the power to charge the battery. 
During acceleration, the battery does most of the work for 1.5 seconds, at which time the power 
output of the fuel cell begins to steadily increase. Battery and fuel cell power output are equal at 3 
seconds. By 6 seconds after startup, the fuel cell is providing all the power to run the motor, 
charge the battery and meet the parasitic load. Note on Figure 1 that the battery is back to full 
charge by 70 seconds. 

Number of cells I 64 

36 volts (nominal) 
1 .b kW (9.0 hp) 
1 9 amp-hrs 
15 mph 

1 1.8 liters 
2900* PSlg 
15 m~les 

Figure 3 shows the line of best fit for the parasitic load as a function of the fuel cell power. The 
parasitic load is the load from all the subsystems. Note that the best fit line falls at approximately 
9% at the cruising power of 2.2 kW. This low parasitic load is one of the original design criteria 
and is important to optimize the net efficiency of the system. 

t-ue ce power 
ce 

Figure 4 shows the speed (mph) of PUV 2 as compared to the original E-Z-GO golf cart, over a - 

period of one minute. Within just 5 seconds, the fuel cell adapted PUV begins achieving greater 

type 



speed than the original golf cart and by 20 seconds it is operating at 15 mph compared to the 12 
mph at which the battery powered golf cart operates. Greater speed is attained in the PUV because 
the traction bus operates at a higher voltage. The fuel cell acts as a generator, keeping the batteries 
charged, which in turn allows the vehicle to operate at the higher voltage. 

Conclusions 

The first year and a half of this project have been very productive. Advancements have been made 
in PEM fuel cell technology and three fuel cell powered vehicles are operating on the road. They 
are being driven successfully, not by specialized technicians, but by regular people in their daily 
lives. The attention which we paid to vehicle performance, safety and ease of user interface have 
proven to be important criteria to the successful adaptation of this technology. 

The whole demonstration transportation system in the City of Palm Desert, with the four hydrogen 
powered vehicles and the solar hydrogen refueling station will be an inspiration to other cities, 
especially cities suffering from automobile induced air pollution. This demonstration site and the 
advancement of the hydrogen fuel cell technology, will assist people in the future by both 
alleviating their fears about hydrogen, and illustrating to them the potential of hydrogen as a clean, 
renewable energy source. 

Plans for Future Work 

In the coming year SERC intends to: 

complete the design of a fuel cell powered NEV. This will include completing design comparisons 
for the NEV and a decision on the power system, documenting the electrical system, and determining 
which components will be needed and testing them. 

acquire components for and build, test, and deliver a fuel cell powered NEV. 

monitor, maintain and operate all vehicles and begin the process of technology transfer to an 
employee in Palm Desert. / 

complete the design and permitting of the solar hydrogen .generating and refueling facility. We have 
been in contact with the architect, and are in the process of drawing up plans for the station with it's 
necessary equipment in place, as well as, designing the landscaping for the grounds to meet COD 
specifications. 

acquire components for and build, test, and deliver the solar hydrogen generating and refueling 
facility. 

continue the design of a fuel cell service and diagnostic center. 

Status of Economic Evaluation 

This is a research and demonstration project. Economic evaluation of our prototype vehicles and 
solar hydrogen generating system is not applicable. 

Articles about the project have appeared in: 

Popular Science (September 1996, October 1996) 



Motorland Magazine -a publication of the American Automobile Association (Nov/Dec 1996) 

A video about the project has appeared on: 

Understanding Cars, The Learning Channel, May, 1997 

Peter LRhman and Charles Chamberlin made the following presentations in 1996 and early 1997: 

Lehman, P. A,, "Palm Desert Renewable Hydrogen Transportation System", DOE Hydrogen 
Technical Review Meeting, Washington, D.C., May 1997. 

Lehman, P. A., "The Palm Desert Project," Meeting at the City of Palm Springs to discuss clean 
transportation in the Coachella Valley, April 1997. 

Lehman, P.A., "Fuel Cell Powered Electric Vehicles", Monthly Meeting of the HSU Society of 
Sigma Xi, April 1997. 

Lehman, P. A., "The Palm Desert Project:' 8th Annual National Hydrogen Association Meeting, 
Alexandria, VA, March 1997. 

Lehman, P.A., "Fuel Cell Powered Electric Vehicles," Monthly Meeting of the Northern 
California American Chemical Society, February 1997 

Lehman, P.A., "Fuel Cell Basics," South Coast Air Quality Management District, February 
1997 

Lehman, P.A., "Recent Progress in the Palm Desert Project," World Car Conference, 
Riverside, CA, January 1997. Also session chairman for "Fuel Cells and Infrastructure I 
and 11." 

Lehman, P.A., "Design and Performance of SERC's Prototype Fuel Cell Powered Vehicle," 
Commercializing Fuel Cell Vehicles Conference, Chicago, September 1996. 

Lehman, P.A. and Chamberlin, C.E., "Design and Performance of SERC's Prototype Fuel 
Cell Powered Vehicle," Fuel Cell Seminar, Orlando, November 1996. 

Lehman, P.A., "The Palm Desert Project," DOE Annual Review Meeting, Miami Beach, 
May 1996. 

Chamberlin, C.E. and Lehman, P.A., "Design and Performance of SERC's Prototype Fuel 
Cell Vehicle," 7th Annual National Hydrogen Association Meeting, Alexandria, VA; April, 
1996. 

Lehman, P.A., "Design and Performance of SERC's Fuel Cell Powered Vehicle," World 
. Car Conference, Riverside, CA, January 1996. 

SERC personnel also gave lectures, talks, and tours in our facilities on campus, to university 
students, emeritus faculty, business people, and community organizations. Two of our staff were 
well received at two seperate high schools career fairs where they spoke on our work at the Center 
and the engineering profession in general. 
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Abstract 

IFC has designed a hydrogen fueled version of its standard PC25 " C fuel cell power plant. The 
standard PC25 " C is a 200 kW, natural gas fueled phosphoric acid fuel cell power plant that is com- 
mercially available. The p r o w  to accomplish the fuel change involved deleting the natural gas 
processing elements, designing a new fuel pretreatment subsystem, modifying the water and thermal 
management subsystem, developing a hydrogen burner to combust any unconsumed hydrogen, and 
rnodifjmg the control system. Additionally, the required modifications to the manufacturing and 
assembly procedures necessary to allow the hydrogen fueled power plant to be manufactured in con- 
junction with the on-going production of the standard PC25 " C power plants was identified. This 
work establishes for the DOE the design and manufacturing plan for the first commercially available 
200 kW hydrogen fueled fuel cell power plant. 



Introduction 

IFC has designed an optimized 200 kW PAFC hydrogen fueled power plant for commercial produc- 
tion. The basis for this program is IFC's commercially available natural gas fueled PC25 " C power 
plant and an existing demonstration hydrogen power plant for a European customer. To meet the 
program goals, IFC developed a hydrogen fuel specification, designed an optimized power plant to 
operate on the specified fuel, identified an improved manufacturing process for the new power plant, 
and as cost share activity developed cell stack improvements. 

Hydrogen Fuel Specification 

A survey of available hydrogen fuels was conducted to provide a basis for the fuel specification. The 
available sources were found to be commercial pressurized hydrogen gas, commercial liquefied hy- 
drogen, hydrogen gas from electrolysis, and hydrogen rich gas by-product from the Chlor-Alkali 
and Petroleum Industries. Table 1 is the summary of the hydrogen fuel sources and their composi- 
tions. 

Table 1. Summary of Hydrogen Fuel Sources 



Except for the hydrogen rich gas fiom the Petroleum Industry, all the other sources of hydrogen fbel 
were at least 98% hydrogen on a dry basis. The hydrogen rich gas by-product from the Chlor-Alkali 
Industry, which includes hydrogen from both chlorine and chlorate production, has unacceptably 
high levels of oxygen and depending on the type of cell used has high levels of chlorine, ammonia, 
salts, or mercury. The wide range of possible contaminants fiom the Chlor-Alkali gas made it im- 
possible to establish one gas clean up system for all the Chlor-Alkali off-gases. 

The Petroleum Industry hydrogen rich fbel is being addressed separately. This hydrogen rich gas 
by-product contains substantial amounts of heavy hydrocarbons. These hydrocarbons represent 
50% of the heating value of the gas even though they only represent a mole fraction of 15%. Two 
methods of using such a hydrogen rich gas sources are being examined. The first is using activated 
carbon beds to remove the heavy hydrocarbons prior to the hydrogen power plant. The other method 
being evaluated is using this gas in a natural gas PC25 " C with a modified reformer matched to the 
petroleum by-product gas. The methods will be compared based on the estimated design and devel- 
opment costs of each system. A final recommendation on the approach to be used for the Petroleum 
Industry gas will be made once the evaluation of the two methods is completed. 

Hydrogen Power Plant Specification 

The hydrogen power plant design was based on the hydrogen fuels identified in Task 1. The results 
of this effort yielded an improvement of 2% in the electrical efficiency above the existing hydrogen 
power plant design. For this program, cell testing and stack modeling were done to establish flow 
conditions that would allow for.tbe power piant to be over 44% electrically efficient. The stack cool- 
ing flows were changed which optimized steam production and reduced the number of components. 
A hydrogen burner was placed in the anode exhaust stream, which allowed for the removal of the 
acid scrubber and cupola from the demonstration design. The manufacturing procedures were re- 
viewed and modifications were made to the design that optimize the build sequence and time to pro- 
duce the power plant. 

The following options currently available on the natural gas power plant were incorporated into this 
design. This power plant, unlike the existing hydrogen power plant, can be operated either grid con- 
nected or grid independent. There are two possible high grade heat options available for this power 
plant. The first one uses the hot water in the cooling loop to provide the customer with up to 300,000 
BTUIhr of 250' F thermal energy. The second option, exclusive to the hydrogen power plant, in- 
cludes the first option plus takes advantage of excess steam that can be produced by the stack. This 
second option allows for over 400,000 BTU/hr of high grade heat at 250' F to be removed from the 
power plant. This unit is a 60 Hz unit. 

Cell Stack Improvements 

IFC's cost share on this program was in the area of cell stack improvements. Two specific repeat 
parts, the separator plates and the coolers, were improved in this program. Several production trial 
lots were run to optimize production and improve the separator performance. The separator plate 
design that was selected had improved (reduced) permeability and a higher yield. This separator 
plate design has now been incorporated into the production bill of material. The development work 
on the coolers examined going to a molded cooler. Molding the cooler plates, will improve the 
manufacturing process. Also, methods of increasing the cooler heat transfer were examined. At the 



completion of the cost share activity, the molded coolers had passed the initial testing and were being 
prepared to be tested in a full area substack. If the subsequent testing is successful, molded coolers 
will be incorporated into the production bill of material in 1998. 

Conclusion 

The hydrogen power plant design increased the electrical efficiency of the power plant to over 44% 
for this design as compared to 40% for natural gas and 42% for the existing hydrogen power plant. 
Delivery of high grade heat was determined to be feasible and two options were identified. The num- 
ber of components was reduced and the manufacturing process was optimized. At the conclusion of 
this program there will be a hydrogen power plant design that can be produced at a commercial scale 
and this power plant will be compatible with renewable hydrogen fuel sources. 
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Abstract 

Through a Cooperative Research and Development Agreement (CRADA) Oak Ridge National 
Laboratory and DCH Technology, Inc. are partners in the development of a low cost hydrogen 
sensor for personnel and equipment safety applications in areas where hydrogen is produced, 
stored, or transported. The CRADA objective is to verify the performance, manufacturability, 
and reliability of a very low cost thick film sensor based on ORNL-patented technology. Our 
initial tasks under this program were to study existing sensor performance data, identify tests and 
evaluations to complete our characterization, and conduct post-exposure tests to determine what 
effects hydrogen exposure and elevated temperatures have on sensor materials. Additionally, 
fabrication methods were evaluated to understand any limitations of the sensor materials or 
fabrication techniques. 



Introduction 

Hydrogen sensors are needed in many industrial, military, and commercial environments for the 
protection of personnel and equipment. Examples include hydrogen furnaces, battery charging 
systems, submarines, aerospace vehicles, and nuclear reactors. Further, inexpensive and reliable 
sensors for leak detection, lower explosive limit detection, and concentration monitors would be 
enabling instrumentation for U.S. Department of Energy Hydrogen Program sponsored research 
to develop hydrogen based energy and fuel technologies. Some of the sensor requirements 
include reliability, low cost, small size, selectivity for hydrogen, resistance to poisoning, and 
operation in various combinations of atmospheres and temperatures. Of the commercially 
available hydrogen sensors, none can address all of the above requirements because of lack of 
selectivity, size, cost, or other operational constraints. Presently, some hydrogen leak problems 
are addressed by a general-purpose instrument, such as a gas chromatograph (GC), configured as 
a lower explosive level &EL) sensor because it distinguishes hydrogen from other substances; 
however, the GC requires a large equipment package that occupies valuable space and 
maintenance costs can be expensive. Igniter systems in containment areas of nuclear reactors 
have similar shortcomings and their size and limited distribution make them ineffective for the 
detection of hydrogen "pockets" that can be widely scattered. 

Researchers at Oak Ridge National Laboratory (ORNL) have designed a solid-state hydrogen 
sensor using thick film technology (Lauf et al. 1994, Hoffheins et al. 1995). The sensor 
mechanism is based upon the changes in electrical resistivity of palladium metal corresponding 
to the amount of absorbed hydrogen. When the surface of palladium or a palladium alloy is 
exposed to gaseous hydrogen, hydrogen molecules will dissociate and diffuse into the metal, 
ultimately reaching an equilibrium concentration that is a well-characterized function of the 
temperature and hydrogen partial pressure (Lewis 1967). The concentration of hydrogen in the 
palladium can be measured through several physical effects, e.g., volumetric expansion, 
resistivity, potentiometric effects and researchers elsewhere have documented various hydrogen 
sensing techniques based upon the palladium-hydrogen relationship (Michaels et al. 1964, 
Lundstrom 198 1/82, Lundstrom 198 1/82, Lechuga 1991, Shaver 1969, Godwin 1975, Butler 
1984, Hughes 1992). The ORNL sensor is most similar to a primitive detector developed at 
Bendix Corp. in 1964 (Michaels 1964). An additional similarity between the ORNL and Bendix 
sensors is that they both achieve some temperature compensation by measuring the difference in 
resistance between "exposed" and "passivated" palladium resistors. 

Sensor Design and Construction 

Using photolithography methods, we originally designed and constructed a thin film sensor 
consisting of four palladium serpentine patterns or legs connected as a Wheatstone bridge. Three 
of the palladium legs were passivated with SO2, Mg2O5, or other insulating and hydrogen 
impermeable materials. This passivation layer provided temperature compensation for palladium 
so that resistance changes measured by the Wheatstone bridge reflected only the change due to 
hydrogen absorption. 



Initial tests successfully demonstrated the thin-film sensor's response to hydrogen gas in argon 
and air under ambient temperature and pressure and, in a separate test, while immersed in 
dielectric oil at temperatures between 25 and 90°C (Hoffkins et al. 1993). 

We concluded that adapting the design for thick-film fabrication would achieve several 
improvements. Effective passivations, difficult to achieve with thin films, can .be made more 
impermeable using glass-based, thick-film compositions. Glass frit, an important component of 
most thick-film compositions, is formulated to provide maximum adhesion, chemical resistance, 
and stability over a wide range of operating conditions. Another possible advantage might be that 
thick film metallizations would have greater total surface area, increasing sensitivity and/or 
decreasing response time, although this might be accompanied by more complex surface 
chemishy. A thick-film sensor is also inherently simpler, more rugged, and much less expensive 
to manufacture in quantity. These ideas were incorporated in our thick film hydrogen sensor 
design patented in 1995 (Hoffheins 1995). The palladium resistor material used in fabricating 
sensor samples was developed and patented by DuPont Electronics (Felten 1994) as a result of a 
collaborative effort. 

A thick-film sensor was designed and constructed, Figure 1. The sensor is an electronic circuit 
based principally upon three thick film components: 1) a conductor layer, which joins the 
palladium segments and provides connection points for power and signal circuitry, 2) the 
palladium resistor layer, composed of the four serpentine palladium segments, and 3) the 
passivation layer, which forms a hydrogen-impexmeably barrier over two of the palladium 
segments. Each layer is separately printed and fired onto a ceramic substrate. With the 
development of the palladium composition, all of the sensor materials are off-the-shelf 
components. Tests were conducted to demonstrate responsiveness to concentrations of hydrogen 
from 0.5% to 4%. Under a project funded by the Electric Power Research Institute, we tested the 
sensor at elevated temperatures to 2W°C, relative humidity to 100%, and at hydrogen 
concentrations up to 30% hydrogen in air. 

Summary of Previous Results 

Sensor testing was conducted at two separate facilities at ORNL, the Harsh Environment Test 
Bed (HETB) and the Metrology Research and Development Laboratory (MRDL). Preliminary 
testing has characterized performance characteristics such as sensitivity, time response, reliability 
and repeatability, and sensitivity to environmental conditions such as extreme temperatures and 
high humidity/ steam exposure. 

Theoretically, the diffusion of hydrogen into a thin layer of palladium occurs on the order of 
milliseconds; in laboratory tests, however, the test setup can prevent direct observation of the 
actual response time of the sensor. Typical response times for the sensor range between 
20-30 seconds and recovery times are of the same magnitude. These numbers include.the time 
constant of the test bed, which ranged between 2 and 7 seconds, depending upon the facility used 
for the test. In addition, there is a modest trend of slightly faster response at higher temperatures, 
as one would expect from kinetic theory. 



Linearity 

The sensor features predictable linearity over a wide range of use (1 %-30% hydrogen). Figure 2 
illustrates the sensor response to gradually stepped concentrations of hydrogen to 17% in air and 
the corresponding linear fit. Figure 3 shows the sensor response for a range of hydrogen 
concentrations to 30% in a nitrogen atmosphere at 91 "C. Questions remain regarding linearity of 
response at the low end (<I%), as well as upper limit of operation. As specifications are 
developed for DOE Hydrogen Program-related applications, we will be able to tailor our 
investigations for limits of detection appropriately. 

Stability 

The sensor output remains very consistent in low hydrogen atmospheres (~3%). We have 
observed a baseline shifting after cycling the sensor in higher concentrations. This may be related 
to some permanent alteration in the structure of the palladium metallization at the higher 
concentrations, which may be improved by further materials study. 

Temperature Effects 

As temperature increases, the amount of hydrogen dissolved in Pd at a given hydrogen partial 
pressure decreases. We have noted a corresponding decrease in sensor output for higher 
temperatures. Output curves for each temperature profile are linear and will therefore pennit 
active temperature compensation to be incorporated into the mature device. 

Humidity Effects 

Experimental data indicate that, over a multi-month, power-on dwell time, moisture adsorbing to 
the sensor surface was detrimental to the sensor speed, slowing response by up to lox. We have 
proposed covering the active palladium legs with Teflon or other hydrogen-permeable materials 
to exclude moisture and other possible contaminants. However, the positive effects of filtering 
coverings (such as sol gels) on response time must be investigated. 

Post-Exposure Analysis 

Several of the thick film sensors were analyzed microscopically to better understand high 
temperature and high concentration effects. Of primary concern is the long term durability of the 
palladium metallization. Most thick film compositions are developed to be stable or 'passive" 
under all operating conditions. Here we require a material to be "active" repeatably and reliably. 
As stated earlier, palladium metallization undergoes a volumetric expansion as hydrogen is 
absorbed. At higher concentrations, this can be irreversible. We observed this effect in several of 
the sensors that were exposed to high hydrogen concentrations. 

Palladium Conductor 

One sensor was exposed to a range of hydrogen gas concentrations from 0.5% to 30% hydrogen, 
first with nitrogen as a matrix gas and then with air as the matrix. The test temperatures were 



20°C, lW°C, and 200°C. At each temperature level, the sensor was exposed to the range of H2 
concentrations between 0.58 and 30%. This sensor failed after multiple exposures to the higher 
concentrations of hydrogen. The palladium layers actually peeled up and came off of the 
substrate, Figure 4. This was attributed to the volumetric expansion that palladium undergoes 
when the partial pressure of hydrogen is sufficiently high. It could be that repetitive swelling and 
shrinkage caused by cyclic exposures to hydrogen could cause degradation of the palladium 
traces and eventual sensor failure. 

Figure 5 is a SEM photograph of the palladium metallization that has not been exposed to 
hydrogen. Note that the layer is porous, but relatively uniform with apparently good electrical 
continuity throughout and good adhesion to the substrate. 

The palladium metallization in Figure 6 was cycled through hydrogen many times, including 
concentrations up to 30%. The sensor never failed and the metallization appears to have 
maintained its porosity. However, it has also developed cracks and eroded somewhat. The effect 
is more prevalent at the edges of the deposition. 

Figure 7 depicts palladium metallization of a sensor that was cycled through several exposures to 
hydrogen (up to 30%) and finally failed. The surface appears rough and irregular, with fissures 
along the edges of the deposition and obvious voids where material has flaked off. Also, the 
deposition does not appear to be fully in contact with the substrate at the edges of the 
metallization. Sections of the metallization have broken away from the substrate. 

Electrical Connections 

Electrical connections to the sensor were made in a variety of ways, including with various 
solders and with conductive epoxies. Any of these connections would be adequate for a 
temperature range not exceeding 100°C; however, some of the testing did expose the sensors to 
temperatures of 200°C and most laboratory solder joints failed, as expected, during the initial 
temperature excursion or later during other high temperature tests. 

Glass Passivation 

Some sensors were fabricated with one layer of the passivating glass material. When these 
sensors were exposed to concentrations of hydrogen at 4% and above, hydrogen was able to 
penetrate the glass layer. We suspect that a single glass layer does not provide adequate 
impermeability to hydrogen. Also, we know that fabrication conditions must be controlled to 
prevent the formation of gas bubbles that break during firing, leaving small holes in the glass that 
allow hydrogen to migrate between the reference palladium legs and the atmosphere. Later tests 
with additional layers of glass (two or more) prevented the entry of hydrogen. 

Evaluation of Cross Sensitivity 

We recently exposed these sensors to carbon monoxide (CO), methane (Ca), and propane 
(CpHs). Many gas sensors are not selective for hydrogen and have cross sensitivity to organics 
and other reducing gases. Because the underlying principle of this sensor is based upon a 



selective absorption of only hydrogen, we do not expect it to be influenced by the presence of 
other gases. However, it is reasonable to expect that some of these gases would be commonly or 
occasionally present in the application areas envisioned for these sensors and we would want to 
prove conclusively that these gases have little or no effect on the sensor performance. Figures 8 
and 9 demonstrate that separate exposures to CO, C&, and C3H8 provoked little or no sensor 
response. A future test will be to compare sensor responses to hydrogen alone to responses to 
mixes of these gases with HZ to ensure these gases have no poisoning effect on response. 

Discussion of Results 

In general, current evaluation of the palladium based thick film sensor indicates several favorable 
results. Optimizing materials for reliable sensor operation appears to be the most critical issue at 
this point. 

The sensor itself is rugged and mechanically stable, and is inherently well suited to a large range 
of environmental conditions. Normal temperature and humidity variations in buildings, out of 
doors, or in environmental enclosures containing heat-producing electronic equipment do not 
appear to be a barrier to operation or commercialization of the sensor. 

Repeated cycling of the hydrogen sensor between lower and higher hydrogen concentrations 
(30%) and possibly at elevated temperatures adversely affects the structure of the metallization 
and compromises its adhesion to the sensor substrate, sometimes leading to catastrophic failure. 
Although many end use applications would not experience high levels of hydrogen, nevertheless, 
it will be important to also understand the effects of repeated cycling of lower concentrations 
over a period of time. We know that other palladium alloys can likely extend the operation of the 
sensor into higher hydrogen concentration levels and provide protection against structural 
degradation. Also, the palladium composition can be altered to ensure a more durable structure. 

We are actively working with DuPont Electronics to develop a new sensor paste that has 
improved adhesion and long term performance. This process will be iterative. We will test for 
longevity with repeated cycling at high and low concentrations, and then make recommendations 
for additional improvements. These tests will also help to determine the ultimate lifetime of the 
sensor for particular environments. 

Factors that influence the passivation effectiveness will continue to be evaluated. It is 
conceivable that other passivation materials will be more impermeable than the selected material 
or that multiple layers may be essential for reliable sensor operation. From the standpoint of 
fabrication, it would be more economical to only require one passivation layer. 

The sensor performs reliably over a wide range of temperatures (ambient to 200°C); however, the 
existing electrical connection scheme (solder) usually fails around 200°C. This is typical for most 
solders. We are experimenting with conductive epoxies, but believe that wire-bonding 
attachments are probably the most promising long term approach. 



Conclusions 

In general, we determined that the sensor performs well under tested regimes of elevated 
temperature, humidity and has a linear response to concentration. Our tests indicate that the 
sensor output is repeatable and reliable for concentrations of hydrogen from 1% to 30% in air. At 
the same time, we observed that improvements to sensor materials and packaging could be made 
but should be tailored for the intended use. For example, the sensor metallization does fatigue 
after repeated cycling through high concentrations of hydrogen, nevertheless, many applications 
envisioned for the sensor would never experience frequent high concentration cycling. of 
hydrogen. Also, we have experienced connector failure during exposure to high temperatures 
(2W°C); however, some of the application areas may not require a more rugged (and potentially 
more expensive) package design. 

The current method of using thick film techniques for sensor manufacture takes advantage of a 
mature and relatively inexpensive technique for quantities in the 100s of units. The relatively 
high processing temperatures (500 to 1000°C) renders a device able to survive wider thermal 
ranges than commercially available sensors. The sensor mechanism is selective for hydrogen, 
although more definitive studies of cross-sensitivity of the sensor are planned. The sensor 
fabrication is compatible with many sensor and detector packaging schemes, and promises an 
inexpensive and effective method for a wide variety of hydrogen sensing applications. 

The reported results are very encouraging. We believe we are well on the path toward providing 
enabling technology for the hydrogen economy through the development of a reliable, affordable 
hydrogen sensor for safety, control, and distributed monitoring. The sensor perfonns well under 
a variety of environmental conditions. Sensor fabrication methods involve mature practices, 
inexpensive set-up, and the use of off-the-shelf products. The sensor design can be easily 
reconfigured and packaged for many types of applications, including those requiring portable and 
battery-operated devices. 
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Figure Captions 

Figure 1. The ORNL Thick-film Hydrogen Sensor (22x) 

Figure 2. Linearity of Sensor Response Under Gradual Accumulation Conditions 

Figure 3. Sensor Output for a Range of Hydrogen Concentrations 
Stability 

Figure 4. SEM Photo of Palladium Metallization at 140x 

Figure 5. SEM Photo of Palladium Metallization that was not Exposed to 
Hydrogen (220x) 

Figure 6. SEM Photo of Palladium Metallization (light areas) Cycled through Many 
Exposures to Hydrogen 

Figure 7. SEM Photo of Palladium Metallization Cycled Numerous Times with 
Hydrogen and High Temperatures (220x) 

Figure 8. Separate Exposures to Hydrogen (first) and Carbon Monoxide indicate 
Little Sensitivity to Carbon Monoxide. 

Figure 9. Separate Exposures to Hydrogen (left), Propane (center), and Methane 
(right), Indicate Little or no Sensitivity to Propane or Methane. 
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Abstract 

A cost-effdve detector for hydrogen gas leaks will be needed in many hydrogen-heled technologies of the 
fitwe. In particular, the hydrogen-fueled automobile may require hydrogen leak sensors in several locations 
and their cost could be prohibitive if conventional sensor technology is used. This project is directed at the 
development of low-cost fiber-optic (FO) hydrogen gas detectors that could provide adequate sensitivity, 
response speeds and reliability in an automobile application. The FO sensor relies upon a reversible chemical 
reaction between gaseous hydrogen in air and a thin film of tungsten oxide. We have studied the kinetics of 
this hydrogen reaction with the sensor coating systematically. Different design concepts have been evaluated. 
The initial sensor design consisted of a thin tungsten oxide film coating on the flat end of a polymer or glass 
optical fiber. A very thin overcoating of palladium catalyzes the reaction between the hydrogen and the 
tungsten oxide and reflects a light beam back along the optical fiber to a light intensity monitor. When the 
hydrogem reacts with the coating, the tungsten oxide becomes optically absorptive and afienuates the reflected 
light. The sensitivity and response speed of this sensor were studied over a range of temperahuts and found 
to be too slow for the intended application. A faster sensor design was invented that relies upon the resonant 
absorption of light at a beveled facet on the end of the optical fiber. The resonance occurs when the incident 
light strikes the metal coated facet at an angle just above the critical angle for total internal reflection. The 
evanescent wave stimulates resonant absorption of the light at certain wavelengths by free electrons in the 
metal to produce a so-called surface-plasmons (SP). An overcoat of thin tungsten oxide on top of the metal 
film is designed to provide an optical wave-guide for light at the surface plasmon resonance. The two layer 
coating produces a coupled resonance at the SP wavelength that is very sensitive to the optical constants of 
the tungsten oxide. When hydrogen reacts with the tungsten oxide the resonance frequency shifts and this 
shift is detected in the spectrum of the reflected light beam. The intensity of the total reflected light beam is 
used to produce an internal reference signal for comparison to the intensity of the narrow wavelength 
resonance. The ratio of these two signals cancels out the signal noise that is due to variation in the intensity 
of the light source and in the transmittance of the optical fiber. A patent application is in process and a small 
business partner has formed a CRADA with NREL to develop a commercial detector based upon this design 



The Concept 

A cost-effectve hydrogen gas detector is needed wherever a hydrogen leak can pose a safety hazard. Since 
hydrogen is not toxic, the purpose of the detector is to provide warning, activate safety shut-off valves, switch 
on ventilation fans, etc. before a hydrogen concentration approaches the lower deflagration limit, about 4% 
in air. A high sensitivity is probably not needed, so long as the sensors can be located where hydrogen 
accumulation will occur. 

A fiber-optic (FO) hydrogen gas detector has some potential advantages over conventional detectors that use 
hydrogen-sensitive semiconductor or metal film resistors. The FO detector can be deployed over distances 
without electrical wiring. Since the hydrogen sensor signal is communicated optically, it is not susceptible to 
electromagnetic interference (EMI) and does not extend an electrical energy source to the site of the potential 
hydrogen leak where an electrical fault could cause ignition. The absence of EM1 may be particularly 
important in hydrogen fuel-cell powered vehicles with large electric traction motors. In cost-sensitive 
applications such as hydrogen-fueled automobiles, the probable lower costs of a FO hydrogen detector may 
be important. The initial cost of optical fibers may be less than copper wires and the cost burden during 
recycling of the vehicle may be less with optical fibers than with copper wires. This last feature is of growing 
importance as the automobile industry becomes financially responsible for the vehicle from "cradle to graven. 
Removing copper wiring from a vehicle chassis before remelting the steel scrap is a sipificant wst, partially 
avoided if glass or polymer optical fiber is used instead of copper wiring. If the copper is not removed, the 
quality and value of the scrap steel is reduced. 

The FO sensors we have studied consist of a thin film coating on the end of the fiber. This coating reacts 
reversibly with hydrogen gas in air and undergoes a change in its optical properties. A light beam fiom a 
central source reflects from the coating and returns to a centrally located light detector. Changes in the 
character of the reflected optical beam signal the presence of hydrogen gas at the sensor end of the optical 
fiber. An electrical signal from the light detector is processed and used to activate appropriate safety 
measures. A central light source may be used for several FO sensors, but each individual sensor will require 
two dedicated light detectors to monitor its hydrogen-response signal and its hydrogen-insensitive reference 
signal. 

Approach 

Three different designs for a FO sensor were explored and a new, improved design was invented. Initially, we 
evaluated the design of Ito (Ito 1984). This sensor consists of a thin film of amorphous tungsten oxide 
applied to the polished, flat end of the fiber plus a thin reflective overlay of palladium. When the coating is 
exposed to hydrogen gas, some of the hydrogen adsorbs and reacts with the palladium to form a solid solution 
of hydrogen in palladium (or a palladium hydride at higher concentrations), some of the atomic hydrogen 
diffuses through the palladium and reacts with the tungsten oxide. An insertion compound, nominally 
H,W03-,., is formed with x varying, depending upon the concentration of the hydrogen in the air. For best 
sensitivity, the tungsten oxide should be substoichiometric, e.g., y>O (Zhang 1996 and Bechinger 1997). The 
hydrogen insertion is accompanied by the introduction of reduced valence states, W+' in the H,WOW 
Optical excitation of electrons trapped near these point defects as so-called polarons cause a broad absorption 
band between about 400 and 1300 nm. Consequently, light in this wavelength range is attenuated when 
reflected fiom the coating if the sensor is exposed to hydrogen gas. When hydrogen gas is removed, the 
inserted hydrogen leaves the H,WO,, spontaneously through the palladium film and is oxidized to water in 
the air. The intensity of the reflected light beam is the signal used to monitor the hydrogen sensor. 



A potentidly faster, simpler detector design was also examined briefly. This design makes use of the thin 
palladium film alone as the hydrogen sensor coating (Butler 1991). The reaction with the hydrogen changes 
the optical reflectance of the palladium film enough to make a suitably sensitive sensor. However, much of 
the change in reflectance is due to expansion of the palladium as it forms a hydride. This expansion distorts 
the film into an "orange peal" texture that is not very reproducible and eventually causes the film to flake off 
the optical fiber. Note that the thicknesses of the palladium films used in the Ito and other designs to be 
described below are small enough that these chemical expansion stresses do not cause disruption of the f i k .  

Another configuration using a palladium film was also considered. This design is more sensitive and uses a 
h e r  film that is less susceptible to flaking. In this design the palladium is placed on the face of a glass 
prism and the light beam is directed through the prism so as to reflect internally back into the prism and h m  
the palladium film back to a detector (Sadowski 1994). At any wavelength there is a certain angle (somewhat 
larger than the critical angle for total internal reflection at the glass-air interface) at which the electric field of 
the incident light wave excites a resonance response in the free-electron cloud of the metal. The resonant- 
excited electrons form a so-called surface plasmon (SP) (Sambles 1991). At this resonance condition, the 
energy of the p-polarized portion of the light beam is transfed to the metal and dissipated as heat or re- 
radiated into the air. Whenever the electrical characteristics of the metal are changed, as for example by 
absorption of hydrogen, the conditions for this resonance change. The shift in the resonance condition can be 
deteded quite sensitively in a number of ways. Unfortunately, this configuration is vey sensitive to adsorbed 
gases and is not very selective. It detects any adsorbed gas including carbon dioxide and even helium about 
as well as hydrogen. 

A generic problem with the FO sensors was also discovered. Whenever the optical fiber is bent or subjected 
to a si@cant temperature gradient, its light transmission decreases. Whenever the comectors connecting 
the optical fiber to the light source or to the sensor head are shocked, their light transmission may change. 
These spurious changes in light transmission could superimpose a severe noise background upon thc 
hydrogen detector, particularly in a moving vehicle. 

A I~RV detector design was invented that also uses a SP resonance effect, but with a configuration that is less 
sensitive to adsorbed gases. In this new configuration, the resonance condition is affected by the bulk optical 
p r o m  changes in a tungsten oxide film overlying a thin metal film. The thin metal film is chosen to create 
the coupling condition between the light beam and the dielectric tungsten oxide film. The tungsten oxide film 
thickness is chosen so that a so-called "guided wave" is produced at the critical SP resonance wavelength of 
the light (Raether 1988). The guided wave propagates along the tungsten oxide film, reflecting many times 
fiom both surfaces before being dissipated. In its many traverses of the tungsten oxide film, it interacts with 
the full thickness of the film many times. Consequently, the resonance condition of this sensor design is 
dominated by the bulk properties of the thin tungsten oxide film and is most strongly affected by changes in it 
as, for example, when it reacts with hydrogen gas. 

In our new sensor design, we use two reflected light detectors, one which detects the SP wavelengths and the 
other which detects all of the reflected light. This second reflected light detector s w e s  as a reference beam 
which is not significantly affected by the presence of hydrogen, but is affected by any changes in the 
transmission of the optical fiber and connectors in exactly the same way as is the reflected light beam that 
canies the hydrogen signal. By taking the ratio of the two light detector signals, we canccl out the noisy, 
changing fiber transmission and preserve a signal that changes only in response to the presence of hydrogen. 

An NREL patent on this design is pending and a small business CRADA partner is planning to develop 
commercial hydrogen detectors based on this design for various applications. 



Experiments 

Measurements of the sensitivity and speed of sensor coatings were made in an ultra-high vacuum system used 
to provide precise pressures of mixed gases. The gas pressure is measured with cold-cathode ion-gages and 
capacitance manometers that are calibrated against a built-in spinning-rotor gage. A differentially pumped 
residual gas analyzer with controllable pressure-drop orifice allows mass-spectrometric analysis of gases over 
a very wide range of pressures. Hydrogen is provided on demand from an electrolytic hydrogen generator. 
Other gases are supplied from compressed cylinders. Gases are mixed in a separate chamber before 
admission to the sample. 

The sample chamber (Fig. 1) is a stainless-steel vacuum six-way cross with a small sapphire window through 
which light &om a fiber-optic source is coupled. In all of the experiments , monochromatic light fkom a laser 
diode (850 nm) was passed through a polymer optical fiber and through the sapphire window into the vacuum 
chamber where it interacted with the sensor coating and then reflected back through the same window, along 
the same fiber to a beam splitter where it was directed to a photodiode light detector. The intensity of the 
reflected light (typically tens of microwatts) was detected by a photodiode and recorded on a PC through an 
RS232 connection. Sensor coatings were usually applied to microscope slide glass and monitored optically 
through the glass. Samples were placed with the glass substrate in contact with the sapphire window. The 
leg of the cross containing the sample was equipped with an external cooling coil and electrical heater with 
which the temperature of the sample could be controlled at any set temperature between about 0 and 100 C. 

Experiments with the new SP resonance sensor coatings were initially conducted with an optical benchtop 
setup shown schematically in Fig.2. The coatings were applied to one face of a right angle glass prism. A 
helium-neon laser provided the light source and the resonance was scanned by rotating the prism or the 
incident light beam to sweep through the critical incidence angle at the internal surface of the coating. 

Results 

The kinetics of the sensor film reaction with hydrogen gas and its recovery rate in vacuum and in oxygen were 
studied systematically at three temperatures: 25,52 and 82 C. Figure 3 shows a typical record of several 
cycles of reflected light signal during exposure of the sensor film to hydrogen, vacuum and oxygen. Results 
h m  a sensor film were reproducible and showed no degradation over a period of several months in the test 
apparatus. The structure of the sensor coatings reported in this section was: borosilicate glass; WO, (170 
nm)/Pd (20 nm). 

Figure 4 shows a typical response signal as a bct ion of time after exposure to hydrogen. Figure 5 shows a 
similar recovery curve in vacuum and figure 6 shows recovery in oxygen (after a short period in vacuum while 
the hydrogen was removed, before admitting oxygen). All of these response and recovery curves were found 
to fit a double exponential time hction. Figure 7 shows a typical response curve and its fit to a double 
exponential curve. One fast and one slow time constant could be extracted fiom the curves by fitting. The 
slow response time constant was found to exhibit a temperature dependence characteristic of a thermally 
activated process with an activation energy of 0.77 eV per atom (Fig. 8a). The fast time constant, while more 
diilicult to extract accurately, also appears to show an activation energy of about 0.8 eVIatom too (curve b). 
In the figure, data are shown for response to hydrogen at three pressures, 7.6 ton, 15.2 torr and 30.4 torr 
(30.4 torr corresponds to 4% of one atmosphere, the lower deflagration limit for hydrogen in air). Notice that 
the hydrogen detection time constants were independent of hydrogen pressure over this range. The recovery 
curves also exhibit two time constants, but one is so dominant that it is difficult to extract an accurate 
estimate of the second, faster time constant (Fig. 9 ). 



The Ito sensor design produces a reliable signal only with a significant change in the optical absorption ofthe 
hmgsten oxide. Our measurements of the kinetics of the hydrogen reaction clearly indicates that the kinetics 
of such a change would be characterized by the slower time constant and would be too slow for the Ito design 
to be used in a safety-critical hydrogen leak detector. Consequently, we have investigated the use of a much 
more sensitive design that can produce a signal from the earliest (and fastest) part of the hydrogen/W03 
reaction. 

The new sensor design is shown schematically in Figure 10. The sensor coating is applied to a faceted end of 
an optical fiber. Angled facets are at 45 degrees to the fiber axis so that a double reflection fiom these facets 
mtms the light down the fiber. The coating consists of a thin reflective metal layer covered by a thin layer of 
amorphous tungsten oxide. The metal and its thickness are chosen to produce a d a c e  plasmon (SP) 
resonance at a 45 degree incidence angle for a suitable wavelength of light. In order to get a sharp resonance, 
the maal must be highly conductive and silver or gold are p r e f d .  The thickness of the tungsten oxide is 
s e l d  to create a "waveguidetf effect for this wavelength of light. This is a resonance condition itself in 
which the light is multiply reflected witbin the tungsten oxide film. In effect, this two-lsya coating acts as a 
pair of coupled resonators at the SP resonance wavelength. No resonance occurs at the uncoated facet which 
completely reflects the light from the facing facet back down the fiber or completely reflects the light striking 
it fiom the light source onto the facing facet because of the total internal reflection condition at the glasdair 
in-ce. 

The shift in the resonance wavelength is converted into an amplitude signal by using a narrow bandpass filter 
between the fiber and the photodiode light detector. The passband of the filter is selwted to transmit the light 
&om the portion of the spectrum containing tbc SP resonance in the absence of hydrogen. Because of the 
resonance absorption in the coating, the signal intensity is low. Whenever hydrogen is present, the 
wavelength of the SP resonance shifts and more light get through the filter causing an innease in the 
photodiode current. A second detector is diltered. It monitors the intensity of the entire reflected light 
spectrum and serves as a reference beam detector. If the transmittance of the optical fiber or its connectors 
change over time, both photodiode signals will be affected in the same way. A new signal, the ratio of the 
hydrogen-sensitive to the reference signals, is produced with an analog divide circuit so that the new signal 
cancels our changes in the fiber transmittance, but retains the hydrogen response. 

Figure 11 shows the expected shift in SF guided-wave resonance for a typical sensor coating assuming that 
the real part of the optical dielectric constant of the tungsten oxide is increased by 1 % upon reaction with 
hydrogen. In this case the coating consists of 52 nrn of gold plus 229.5 nrn of tungsten oxide on a glass 
substrate. The angle of incidence is 45 degrees. The resonance shown here is the s-polarized portion of the 
beam which participates only because of the guided wave geometry. A p-polarizad resonance also occurs at 
660 ma The calculation was made with the thin film optical modeling code from the Thin Film Center, Inc. 
(Macleod 1995). 

Discussion 

The double time constant may be due to two different kinds of sites for hydrogen in the Kwo3. This 
hypothesis has been used by one of us to explain the observed rate of bleaching in photochromically colored 
tungsten oxide (Bechinger 1994a). The faster time constant was associated with sites that are more readily 
accessible to diffusing hydrogen because they are on the pore srnfaces in the nano-porous WO, thin film, 
whereas the slower time constant was associated with sites on the interior of the nanocrystals of the WO,. 
We also found that the transport of the hydrogen through the W03 is not a thermally activated process, but is 
more characteristic of a phonon-assisted tunnelling process with a TIN temperature dependence (Bechinger 
1994b). This unusual process is likely to be due to hydrogen migration by OH-ion exchange between 
adjacent surface hydrosylated sites on the interior pore surfaces of the WQ film as fust suggested by 



Arnoldussen (Amoldussen 198 1). 
The hydrogen pressure independence that we have observed in the hydrogen reaction with the sensor films is 
consistent with a set of reactions in which the hydrogen activity at the palladidtungsten oxide interface is 
nearly constant. Such a condition may be explained by a hydrogen surface adsorbate saturated condition at 
the palladiumhydrogen interface and the formation of a palladium alpha-phase hydrogen solid-solution with 
(nearly) constant hydrogen activity. 

At 25 C and hydrogen pressure above 15 tom, we have observed a small, anomolously fast response is 
superimposed upon the double exponential response. This may be an additional optical reflectance change in 
the palladium film itself as it undergoes a transformation from solid-solution (alpha-phase) to hydride (beta-) 
phase at these relatively high hydrogen concentrations (Fukai 1993). 

A separate, detailed technical publication of these results will be prepared for publication later this year. 

A small company, Amerisen, Inc. of Brookfield, Wisconsin has entered into a CRADA with NREL to 
develop a commercial fiber-optic hydrogen leak detector using the new design concepts . 

Conclusions 

Simple sensor designs have been studied over a range of temperatures to determine their sensitivity, speed 
and durability. While they are more than adequately sensitive for detecting hydrogen gas leaks in air, they 
were either too slow or unreliable. With a detection time constant of more than 30 seconds at room 
temperature and a recovery time constant of more than 30 minutes, the Ito sensor design (reflectance of a 
WOJPd coating) would probably not qualify as a critical safety device. The lack of selectivity would make 
the Sadowski sensor design (simple SP resonance in Pd film) unsuitable for a safety-critical application 
because of false alarms. The susceptibility to degradation by hydrogen absorptionldesorption would make 
the Butler sensor design (reflectance of a thin Pd film) unreliable. In addition, fluctuations in the FO 
transmittance due to optical fiber bending, temperature changes and connector movement was found to 
present a background signal noise problem with all of the FO detector designs. Such signal noise could be 
expcted to be particularly serious in a moving vehicle. 

A new sensor design was invented that has faster response and reduced susceptibility to background noise. 
The new sensor uses a surface-plasmon guided wave resonance in a thin coating of tungsten oxide on a thin 
silver or gold underlayer. The design has not yet been l l l y  developed, but preliminary measurements show it 
to have greater response speed with a detection time constant of about 0.2 seconds and a recovery time 
constant of about 1 second at room temperature (Fig. 12). The new design also incorporates a reference beam 
signal that can be used to cancel out the variations in transmittance through the FO light path. A patent 
application has been filed for the new design. 

Plans 

The challenges to development of an acceptable hydrogen gas detector for automobile applications are severe. 
The detector must be adequately sensitive, but highly selective to hydrogen; and it must be robust, but cheap. 
Temperature changes at the sensor will cause changes in the SP resonance that must not be mistaken for a 
hydrogen signal. A method to compensate for such changes must be developed. A method to protect the thin 
hydrogen sensitive film from damaging effects of vapors including water vapor must be developed. 

The new sensor design will be optimized and characterized in detail. Measurements will include sensitivity 
and speed over a range of temperatures and measurements of its susceptibility to interferences andlor 
degradation by other gases such as hydrocarbons, carbon oxides, water vapor, nitrogen oxides and sulfur 



compounds. 

We will work closely with our CRADA partner to develop a cost-effective, manufacturable hydrogen gas leak 
detector based on our new design. 

We plan to publish the results from our measurements of the Ito sensor in a suitable technical journal end 
publish the preliminary results obtained with the newly invented sensor design once the patent application 
process is more advanced. 
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Figures 

1. Schematic diagram of the sample chamber for testing sensor films in controlled environments. 

2. Schematic diagram of the test setup for preliminary measurements of surface plasmon resonance effects in 
sensor coatings. 

3. Typical cycles of response and recovery of a sensor coating exposed to hydrogen and vacuum 

4. A more detailed example of hydrogen response to hydrogen at 82 C. 

5. Typical recovery of a sensor coating in vacuum after exposure to hydrogen. 

6. Typical ncovery of a sensor coating in oxygen a f k  exposure to hydrogen. 

7. Double exponential decay curve fit to the response recording of Fig. 4. 

8. Temperature dependence of sensor time constants: a, fast time constant; b, slow time constant. 

9. Double exponential decay curve fit to the recoveq recording of Fig. 5. 

10. Schematic diagram of the new guided wave surface-plasmon sensor design. 

1 1. Theoretically predicted shift in guided wave surface plasmon resonance spectrum due to adsorption of 
hydrogen. Coating design: glasslgold (52 m)/ WO, (229.5 nm) 

12. Measured response of surface plasmon detector using the test setup of figure 2 and the coating design of 
figure 11. 
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The tbermohydrolytic stability of five aromatic polymers, 

po1ytetmflucxoethylene, and sulfonic acid derivatives th-f, were deermined using 

24 hr expoems m saturated steam to ge- thermgmvimetric analysis curves. 

The stiamkived weight loss thermogmms varied grratly from those obtained rmda 

dry, inert gas aSticms. In an inat atmosphae, the aromatic polymers were mae 

stable than their sulfadc acid daivatives, while in sattraW steam, they were 

~~y the same. The relative stability of tbe i0111omers were also diffamt, 

with the perflu-1 sulfonate (Nafim) being the least stable under iaat conditions 

but most stable in saturated steam. The conductivity of the ionomrs was rmmmd 

at 20' C; Nafion was found to be an order of magnitude higher than the aromatic 

iommers. This was attributable to the super-acidity of the fluorhated sulfonic acid 

group in contrast to the simple aromatic sulfonic acid p u p .  

Introduction 

A hydrogen-based energy economy would provide an excellent solution to our 

long term magy needs with minimal envimmexW impact. Using eneqg available 

6mm the sun, wata urn be ekctmhemically split in an electrolyza to provide 

hydrogen as a fuel for both stationary and mobile appLications. The hydrogen can then 



. be electrochemically recombiied with oxygen from the air in a fuel cell to produce 

electrical energy and water, thus completing the cycle. 

Considerable effort is being expended in maling these electrochemical 

hydrogen energy transducers more cost effective. Various strategies purport to reduce 

the cost of fuel cells to $lOO/kW, this requires that cost reductions be made on all the 

components of the fuel cell.l One of these components is the electrolyte. Proton 

exchange membranes (PEWS) can act as solid electrolyte in both fuel cells and water 

ekctmlpers. Currently, the most commonly employed PEM is the pexfluoroalkyl 

ether sulfonic acid known as N&onTM. C~urrent retail prices for the 117-grade 

material lie in the $7501m2 range. Developing new, less expensive PEWS with the 

requisite conductivity, durabii and hydrolytic stability is the focus of our research. 

Previously, over 40 different plymen, all known to have exceptional thermal 

and chemical stability wexe examined for their stability under steam/% a d  

steamM2.2 At 0 5  atm steam pressure, many of the polymers were stable at 20O0 C, 

and several showed good stabiity at 30O0 C. From this latter p u p ,  representatives 

of five polymer families were chosen fm further work (1-5): poly(ether)etherketom 

. (PEEK), polyethersuHone PFS), polybenzimidazole (PBI), polyphenylquinoxaline 

(PPQ), and polyimide (PI). The d o n i c  acid derivatives of these polymers have 

been synthesized,3 and a detailed electrochemical study of the donated 

polyether(ether)ketone has also been done.4 Because these membranes must function 

in a saturated water environment, knowledge of their thermohydrollytic stability is 

important. This work reports the thennogravimetric analysis (TGA) of the five 

ammatic polymers, their sulfonic acid derivatives, polytettafluomthylene, and Nafion 

as its ionorner derivative, under both inert and saturated steam conditions. Their 

water uptake and conductivity at 20° C is also reported. 



The sulfonic acid ckkatives of the five base po1ymm wae  synthesized using 

a variety of li&mture methods. The sulfonated polr(~)&dcemne (S-PEEK) was 

made by dissolving PEEK pow& in c01lcentrated H2SO45 S u l f d  

polyethersuKme (S-PES) was made by adding sulfur trioxide to a s01ution of PES m 

CWCl2.6 Sulf6nated p o l y ~ d a z o l e  (S-PBI) was made by soaking thin films of 

PBI in 1096 H2SO4 for two hours followed by a 90 second bake at 500'' C.7 

Sulf4mated p o l y p h e n y ~ x a h e  (S-PPQ) was made by a modification of this 

@me, soaking in 50% H2SO4 and baking at 30O0 C. The sulfonated polyidde 

(S-PI) was prepared by copolymerization of oxydianihe (ODA) and the lithium salt 

of Z~diaminobenzene sulfonic acid in a 2: 1 ratio with pyromellitic dianhydride 

(PMDA).~ 

The thermal stability of both the d o n a t e d  and the donated polymers m 

aninen~~(hielium)wasdetaminedlrringaTA~ts 

thermogtavimetric analyzer using the "Hi-Resff TOAM method and beating to 700" C. 



This method consists of an initial SO0 Urnin ramp that quickly decelerates once 

weight loss commences. This is designed to give a constant rate of weight loss 

b u g h  the ~gions where weight change is occurring. The thennal stability in . 

saturated steam (steam TGA) was done by exposing the polymers for twenty-four 

hours in a stainless steel PARR reactor equipped with a thermocouple, pressme gauge 

and gas inlet and outlet valves. Prior to the steam TGA, polymers were dried at 105' 

C, cooled in a dessicator, weighed and placed in the reactor (m tared, dried beakers) 

with enough water added to ensure a saturated atmosphere at the reaction temperature. 

The reactor was sealed, leak tested, placed in a PARR bomb heater and heated to the 

appmpriate te-. The temperature was ramped and maintained using a PARR 

controller. twenty-~<WT hours the bomb was cooled and the polymers were re- 

dried and weighed. The steam TGA was done every 25" C from 150-225" C. 

The water uptake and conductivity of the s u l f d  polymxs were 

de- at room temperature (- 20" C). Water uptake was detedned on 

polymers that had been Qied at 105" C, soaked in water overnight, then dabbed to 

m v e  surface moistwe prior to weighing. The conductivity was determined by 

. making resistance meamenmu using an as. bridge at 1OOO Hz on membranes 

mounted m an electrochemical cell from Electrochem Inc. The resistance of the 

membranes was mxrded upon reaching a constant value. The ion density was 

detedned by measuring the volume of a swollen membrane of known equivalence. 

Results and Discussion 

Thermogravimetric analysis. The therrnogravirnetric data from the saturated 

steam tests are given for both the unsulfonated and sulfonated polymers from 150-225 

O C (Figures 1 and 2). All of the polymers showed tlse expected decrease in weight 

with increasmg steam temperature (aad pslae). Because some meamable weight 

loss was detected evm at the lower temperaams, it was difficult to pinpoint the onset 



of plyma decomposition. Therefore, the temperature at 5% weight loss was selected 

as a figure of merit, as will be discussed below. 

An important point is that steam-driven desulfonation is not the sole 

decomposition process oclrring unda these conditions. For example, at 2000 C, 

PPQ and S-PPQ have weight losses of 14.6% and 10.1% while PES and S-PES have 

losses of 3.9% and 8.7%. Although in most cases the weight loss of the sulfonic acid 

derivative is greater than that of the base polymer, in all cases decomposition is 

occutring in the base polymers as well as in the sulfonated ones. That dedfonation 

is not the dominant process is perhaps surprising, since aromatic sulfonic acids are 

ofrm dedfomtted unda high temperaturet aqueous conditions? On the other hand, 

several of these polymas, the po1ybenzimidau,les, the polyphenylquhoxaJjnes and 

the polyimides are made by condensatiun mictio~~~, so it is indeed possible that they 

wuld be hydra1yzed under these vigrrrous conditions. 

Om polymer that stood out bezause of its greater weight loss under saturated 

stearn conditions was the s u l f d  polyimide (S-PI). This polymer was syntheshd 

from the lithium salt of 2.5-Wne dfonic acid The lithium salt was nsed 

because the ffee acid form of the diamine exists as a zwitterioa, which inhibits 

polymerizatiaa Attempts to convert the lithium salt of the f h&  cured polymer to the 

acid form by exchange in an HCl solution resulted m embrittlemeat of the p 1 ~ .  

This sam effect was observed after steam &posure. The implication is that acid- 

catalyzed &polymerization was occlllriag in the polymer. This may be encouraged 

by the sulfonic acid moiety, since the depolymerization involves loss of an aromatic 

arnine. The leaving group character of this amhe would be enhanced by the electron- 

withdrawing nature of the sulfonic acid group. 

As an estimate of stability* the 5% weight loss temperature was determined for 

both the helium and saturated steam TGA expexjments (Figures 3 and 4). Under both 

sets of conditions the umulfanated polymers had gnzater stability than their ionic 

derivatives; the only exception being for FTFE and Nafion in satmted steam. Oat 

significant between inert and steam conditions is tbe extent of variabiliw in 



temperatures at which 5% weight loss occurs. In heliwn this difference is m the range 

of 100-150" C in all but two cases; one of those cases, the polyimide pair, is likely 

due to the ionomer Wig tested in the lithium salt form instead of as the free acid; the 

reason for the exceptional stability of the S-PFQ is not known. In contrast, with the 

exception of the polyimide pair, the greatest difference between a pair of sulfonated 

and unsdfonated polymers m steam is 20" C. The range of stability for the sulfonated 

polymers is also much diffmt m helium than in steam. In helium thexe is a range in 

excess of 200" C (305" C for Nafion and 522" C for S-PPQ) among the sulfonic acid 

polymers, but under satwa&d steam the temperatme range is only 43" C. Under 

saturated steam, Nation showed the highest stability among the Suzfonated polymers, 

while under inert conditions it was lowest. Certainly ionomer stability m helium is 

not a good pmdictor of the its stability m sahvated steam. 

Water uptake and conductivitg. The water uptake of the sulfonated 

polymers at room temperature (W C) ranges from 5 5  moles Hz0 per equivalent 

sulfonic acid (moveq) for S-PBI @ 34 m o m  fm S-PEEK flable 1). The value for 

Nafionof 115islowerthanthe20-21 repcKtedforfullyhydratedNafion,butagrees 

. with the value given for =-hydrated Nafion first dried at 105" C.10 The water uptake 

of the S-PES membrane atso compares well with qmrted lbabm values for PES 

polymers of similar sulfonic acid content6 S-PES polymers of much higher sulfonic 

acid content (lower equivalent weight) can be &ohred by b o i i  in water for 

extended periods of time. The low value of 5 5  mol/eq for S-PBI may be due to 

crosslinking of the polymer associated with the sulfonation method, as will be 

discussed further below. The value of 46% obtained for S-PEEK is higher than other 

uptake values measured in our lab; this may be partly due to differences in the density 

of the polymer film resulting from different Nm casting techniques. The high value 

suggests that the water molecules are associating with the e m  polymer as opposed 

to just thesulfonic acidgrouporcluster,asisprobably thecase with theother 

polymers. T h e r e a s a n f o r t h i s n l a y b e t h e m a r e ~ l e ~ o f ~ p o ~  

backbone. This is supported by the fact that heating in water grad- swells the 



polymer to a gel-like state before dissolving it completely. In contrast, S-PPQ, which 

has a very high sulfonic acid content, does not swell significantly and does not 

dissolve in boiling water. 

The protonic conductivity of these plymas pable 2) covers four to five 

orders of magnitude. Several factors effect the conductivity of these membranes, 

which are related to the mechanism of the proton ermsporr. In the presence of water 

the hyhnium ion acts as charge carrier. The movement of charge can occur by the 

translational motion of wata molecules or by transfer of protons and &entation of 

water molecules.ll Thus an increase in water content tends to increase the 

conductivity of a given pdymer.10 Another impoztant factor is the hydrogen ion 

density as detamined by the sulfonic acid. More sulfonic acid groups per unit 

vohune tramkte into greatex ion density aad hence greater conductivity, although this 

factor mast be coupled with the water content of the membnm The sulfdc acid 

density is related to tbe mobile proton density through its acidity comtant, KA. The 

PICA'S of S-PEEK, S-FES arid S-PPQ range from 2-3, which translates to between 5 

and 1096 dissociation of the s u l f ' c  acid groups. Nafion, on the other hand, is a 

, fluomdf"nic acid, whose acidity is estimated to be close to that of tdflic acid, which 

is essentially 10096 dissociated. This gives Nafion an effective order of mguitude 

increase in ionic density ova the other polymers, which is refkcted in its superior 

conductivity. Note that the ion density data in Table 2 assumes lOO9b dissociation of 

the sdfoaic acid, so the actual values are lower for all the polymers except Nafion. 

The gap in conductivity between the ammatic sulfonic acid ionomers and 

Ndon may be lessened in practice due to operation at elevated temperature. 

Typically, a PEM electrolytic cell is run at 800 C; this inaease in temperature yields 

kinetic advantages for all of the polymers tested. However as the temperature 

incmses, the gap between the acidity of Nafion and that of the other polymers 

demwws. In genera& acidity in water increasts by about one pK* unit per 10(P C 

tapmfme iwrease.12 Given a similar change for the sulfonic acid polymers, a 

polymer with pKA of 2 at room temperature would go b r n  - 10 to 27 % dissociated 



at 100" C, increasing the conductivity by a factor of about tbxee. This pdiction is 

born out by Arrhenius plots (log of conductivity vs. reciprocal temperature) of S- 

PEEK and Nafion in that the activation energy (slope) is greater for S-P-4 i.e., 

there is a greater haease in conductivity with temperatwe for the sulfonic acid 

bearing polynexs than for the fluorosulfonic acid bearing one. 

A seumd way to increase the acidity of the aromatic sulfonic acids would be 

to incorporate electron withdrawing groups onto the sulfonic acid-bearing rings of the 

polymer. Higher sulfdc acid contents could also be used on S-PEEK and S-PES to 

increase the ion density, but this appmch would be limited because of increased 

susceptibility toward dissolution. 

Condusion 

Tbe polymers and ionomexs tested showed superior thmd stabi i  to Nafim 

in helium, but wexe slightly less stable in a saturated steam enviroament At roam 

tmpembm, Nafion conductivity was almost an arder of magnitude better than the 

next highest polymer. This is due to Nafion's g r e w  intrinsic acidity, d t i n g  m a 

higher effective ion density. This diffezence could be kssemd by baasing the 

temperatme, which would lower the pKA and increase the ion density of the unleveled 

aromatic sulfonic acid i onom.  
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Table 1. Water Uptake Data for Sulfonated Polymers at W C. 

Polymer Equivalent Weight % Water Uptake mol H20 1 S%H 

S-PEEK 1332 46 34.3 

S-pEs 880 14 6.9 

S-PPQ . 285 5 1 8.0 

S-PBI 447 22 5 5  

S-PI 1134 14 9.0 

Nafion 1 100 19 11.5 

Table Z Conductivity Data Por Sulfmated Pdymem at 20° C 

S-PEEK 0.65 2 9  x 10-3 

S-PES 130 1.8 x 10-4 

s-m 275 9.8 x 10-3 

S-PBI 2.28 3.9 x 1 0 6  
S-PI 1.17 3.8 x 10-5 

Nafion 153 9 2  x 10-2 
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Abstract 

This work is focused on the use of photoelectrochemical devices for the direct production of 
hydrogen from sunlight and water. Two types of systems were studied, both involving 
multijunction devices. One set of cells consisted of a-Si triple junctions and the other a 
GaInPJGaAs tandem cell combination. Additional investigations were carried out on aSiC 
double junctions. To catalyze the water decomposition process, the illuminated surface of the 
device was modified either by addition of platinum colloids or by coating with ruthenium 
dioxide. 



Introduction 

The thermodynamic potential for splitting water into hydrogen and oxygen at 25 "C is 1.23 volts. 
Adding overvoltage losses and some energy to drive the reaction at a reasonable rate we come to 
a voltage of about 1.6-1.8 volts for water decomposition. In fact, current commercial 
electrolyzers operate between 1.7 and 1.9 volts. Translating an energy of 1.9 eV into a 
corresponding wavelength of light, we come to 650 nm, which is in the lower energy red portion 
of the visible spectra. This means that almost the entire visible spectra has the energy capable of 
splitting water into hydrogen and oxygen. The key is to find the light harvesting system and a 
catalyst that can efficiently collect the energy and direct it towards the water splitting reaction. 
This paper will discuss our approach and current technical status in the area of 
photoelectrochemical water-splitting systems. This direct conversion system utilizes the process 
where an illuminated semiconductor immersed in aqueous solution, is used to decompose water 
directly. For any direct conversion process to be viable, the light harvesting system must generate 
enough voltage to decompose water, and the system must be stable in a water environment. 

The goal of this research then is to develop a stable, cost effective, photoelectrochemical based 
system that will split water directly upon illumination, producing hydrogen and oxygen. Our 
focus for the light harvesting system involves the use of multijunction and tandem cell 
technology. Tandem cell technology connects photovoltaic layers (pn junctions) with different 
semiconductor bandgaps in series, one behind the other, in a single monolithic cascade device. 
This configuration offers a greater utilization of the solar spectrum, providing the highest 
theoretical conversion efficiency for any photoconversion system. The monolithic structure also 
minimizes the amount of active area needed for specific power applications. This work is 
directed at designing, testing, and optimizing multijunction cell technology for water splitting, 
and integrating it into a photoelectrolysis system. In summary, we hope to accomplish our 
objective by; (1) choice of semiconductor material and solid state structure; (2) surface 
modification to improve the energetics and stability and, (3) development of transparent and 
highly active catalysts. 

Our efforts are directed at two promising semiconductor multijunction systems; ID-V 
semiconducting materials (materials are made with various combiiations of gallium, indium, 
arsenic and phosphorous), and amorphous silicon based systems. The III-V tandem cell structures 
are the semiconductors that solid state research groups are focusing on as the next generation of 
high efficiency solar cells. We are working with NREL's Photovoltaic and Basic Sciences 
Centers to provide us the state of the art III-V materials and structures. 

A possible low cost direct conversion system for water splitting is one based on amorphous 
silicon (a-Si). Arnorphorous silicon multijunction devices consist of multiple layers of a-Si cells. 
These multi-layer cells provide higher efficiency than single junction cells and reduce the 
amount of photodegradation that is common to all a-Si devices. The combination of lower system 
cost and higher efficiency, represent an important area of research for hydrogen production 
systems. Further, manufacturing capability for a-Si systems is high, with current production 
capability of these type of devices at over 20 megawatts per year in the US alone. Our approach 
here is to work with an industrial collaborator to develop optimized a-Si systems designed 
specifically for water splitting. 



Discussion 

Technical Approach and Results 

Amorphous Silicon Systems 

There are two main technological problems that must be solved before an a-Si based system 
could operate as a photoelectrolysis device: I) its bandgap is insufficient to effect the 
decomposition of water and 2) a-Si is not stable in contact with aqueous electrolytes, it 
decomposes within a few minutes. The first issue is easily addressed because current state-of-the 
art a-Si triple junction devices can have voltages greater than 1.8 volts (even up to 2.3v), which 
is sufficient for water splitting. S t a b ' i  efficiency for these systems can be greater than 10%. 

There are two ways to approach the second issue with these devices, one approach taken by Rick 
Rocheleau at the University of Hawaii, is to use the back illumination system (the Solarex system 
where the cells are made on glass) and coat the cells with a thick layer of metal oxide catalysts. 
This is a more direct approach in that the semiconducting surface is never in direct contact with 
the electrolyte, however, it is more -cult to design a complete system with this configuration. 
The other approach is to use a front illumination system (the Energy Conversion Devices [Em] ' 
system where the cells are deposited on stainless steel) and deposit a material on the 
semiconductor surface that is stable in aqueous solution in k t  contact with the electrolyte. 
While this approach adds the requirement of a transparent protective coat and a transparent 
catalyst it also adds the possibility of an additional photojunction (a photoelectrochemical 
junction) that could add to the efficiency of the device. It also provides a system that is somewhat 
easier to engineer. Our work focuses on this second alternative. 

Among the coating of interest are a-Sic, ITO, ZnO and Sn0:F. Preliminary work at NREL has 
shown that aS iC can provide a stable surface layer and is effective at protecting the underlying 
photovoltaic layers. IT0 is also a strong possibility due its use as a transparent electrode. Zinc 
oxide is not a likely candidate because it has a rather narrow p~ stability range. Sn0:F is very 
stable, but it requires a fairly high substrate temperature for deposition. These higher 
temperatures can lead to major degradation in a-Si devices. 

For this work we are partnering with Energy Conversion Devices to grow samples specifically 
for water splitting. For these samples, two areas of research were of interest to us: 1) a device 
structures that pushed electrons toward the serniconductor/electrolyte interface and 2) protective 
coatings for the surface that offered minimum light absorption, but stability at high and low pH. 
The reason we want electrons to be driven toward the semiconductor electrolyte interface is 
because we want hydrogen to be evolved from the illuminated surface. Of the two reactions 
involved in water splitting (hydrogen evolution and oxygen evolution), hydrogen evolution is the 
easiest, requiring the least amount a catalyst and it has the lowest overvoltage. We also expect 
that it will be easier to protect a surface under reducing conditions than under oxidizing 
conditions. 

Additionally we are looking for devices that will operate at the maximum power point between 
1.4 -1.6 volts. Water splitting in an electrolymr requires around 1.8 volts (at 1 A,/cm2), but at 
solar intensities we work at lower current densities (2-15 malcrn2) and therefor we should be able 
to operate at lower voltages. We are therefore looking for device structures that operate at higher 



currents and lower voltages than the standard voltages obtained from current triple junction 
devices. 

Growing a-Si multijunctions specifically for this purpose, involves growing the a-Si layers in 
reverse order than what is usually done for the solid state device. Instead of growing the layers in 
the order n-i-p, they need to be grown in the order pi-n. Since this is not the usual case, we 
expect the initial samples to be of lower quality that the standard PV devices. However, we 
expect that once the growth parameters have been optimized, the efficiency of these samples 
should be commensurate with the standard cells. 

The first set of amorphous silicon tandem and triple cell samples from ECD were characterized 
with the expected results. None of the tandem cells developed sufficient voltage to split water 
and only a few of the triple cells generated enough voltage. Additionally, there was considerable 
variability in the efficiency and operating voltage of these triple cells. The efficiency varied from 
less that 0.5% to over 4.58, with the best cell having an operating voltage of 1.4 volts, for 
maximum efficiency, an operating voltage of at least 1.5 is needed. 

The second set of samples received from ECD were triple cells with an average voltage of -1.9 
volts, sufficient for water splitting. These samples do not have the a-Sic surface layer, that will 
be added as soon at ECD has the proper materials for growing the Sic. Unfortunately, due to 
funding problems, we were unable to complete that work during FT96. 

Work on these cells is now continuing. We have used NREL's coating facility to grow varying 
thicknesses of IT0 on the surface of the bare devices. Our approach is to look at varying 
thicknesses of lT0 to look for maximum stability and transparency. Our first experiments in 10M 
KOH with a 500A coating of IT0 showed that the IT0 dissolved after a few hours of operation. 
We expect these samples to be somewhat more stable in acid 

lll-V Tandem Cells 

The production of hydrogen and oxygen gas was measured for the sample structure grown with a 
0-lum layer of high doped p-GaTnP2 on top of the n-GaZnP2 surface emitter layer. The system was 
examined for the water splitting in 11 M KOH aqueous electrolyte solution. A 
photoelectrochemical cell was specially designed such that and H2 could be collected 
separately in two thin tubes with a sensitivity of 10 pL. The volume was measured by the 
displacement of the water in the tubes. Possible air leakage for the system was checked before 
each experiment. Chemical identification was confirmed by gas chromatography (GC). The 
results were then compared with the total charge measured via an external coulometer. The light 
source was a 150W Xe lamp equipped with a water filter. The illumination intensity was about 
13 sun incident at the window of the photoelectrochemical cell. The cell was sparged with argon 
gas for 15 minutes before measurements were taken. We expected that the total error of the 
volume measurement to be +/-lo%, and the measurement enor for the total charge to be very 
small, within 1%. The error of system was checked by splitting water using Pt as working and 
counter electrodes. The results, comparing the volumes calculated from total charge and GC data, 
show that the error is about 5%. 

For photoelectrochemical measurements the electrodes were the PtlRu coated modified tandem 
cell with a RuOx coated Pt mesh counter electrode. The dark the i-v scans show that the current 
is small (in pA range). At an illumination intensity of - 13 suns, current starts at about +350 mV. 



At zero bias (0 mV) the current density is around 20 - 30 &crn2. Table 1 shows the 
experimental results and the expected volumes calculated from the total charge. 

Table f 
1 1.7M KOH, 13 suns 

[ Charge (Q) 1 33.2 140 I 

The H2 and 02 calculated volumes are calculated from the measured charge Q(C) using 
Faraday's Law. The displacement volumes and the composition of the gases were confirmed by 
the GC. Note that the volume of oxygen measured from displacement is very close (within 
experimental error) to that calculated from the total charge, however the volume of hydrogen is 
about 23% higher for the first day experiment. On the second day the H a  ratio is about 2 as 
expected. The results of gas chromatography and electrochemical experiments show the 
production of hydrogen and oxygen gases wi t .  a Hz:@ ratio of 2: 1 and efficiency about 2-4 %. 

A comment here concerning the measurement of that efficiency: For this calculation the light 
intensity was measured before the window of photoelectochemical cell, not on the semiconductor 
surface itself. Since there are adsorption and reflection losses from the solution and 
glass/solution/air interfaces dong the light pathway to the electrode, the light incident on the 
semiconductor surface is much less than the light incident on the cell window. To provide an 
estimate of the true efficiency, a solid state tandem cell placed in the solution can be used and the 
photocwent will be a direct measurement of the light intensity on the sample. For example, a 
tandem cell with a 20% efficiency, will give photocurrent at one sun condition of about 12 
mAlcm2. In our dl, the solid state tandem cell gives a photocurrent of about '50 rnA/cm2 
indicating an incident light intensity of about 4.2 suns, only one third of 13 suns measured at the 
window of the sample cell. This means that the efficiency should between 6 - 12%. 

Table 2 details the resuits for another sample this time run for three days. The results are similar. 

Table 2 
1 1.7M KOH, 13 suns 



The solutions in the photoelectrochemical cell were examined by ICP-AES. The results 
c o n f i i  that GaJnP2/GaAs initially photodegrades as implied by the presence of Ga ions in the 
solution following photolysis. However the amount of Ga ion always much higher the that of In 
ion. Examination of the surface composition by XPS indicated that the film is composed mainly 
of indium-rich oxides. This confirms our expectation that indium oxide can provide a stabilizing 
interface for these samples. More XPS experiments are planned to determine the exact 
composition of the products on the surface. 

Figure one shows the results of current voltage scans for three different KOH concentrations. 
This is from a sample that showed stoichiometeric water splitting over a period of 4 days. This 
data is from a 2 electrode current voltage scan for the illuminated cell (approximately 13 suns 
incident on the cell window). The intent of these experiments was to look for the optimum KOH 
concentration for PEC water splitting. We expected that at higher base concentrations, the 
kinetics of the oxygen evolution reaction would be faster, giving rise to higher currents. 

There are two things to note in this data, the zero bias crossing point and the current plateau at 
high bias. The zero bias crossing point represents the maximum short circuit current for water 
splitting, and the operating point for the cell in photoelectrolysis mode. This comes from a 
combination of the voltage the cell is generating, and the voltage needed for water splitting at 
that current density. Of course, the current density will be a direct function of the light intensity. 
Ideally the current plateau should be reached just before or just at the zero bias line, indicating 
that the cell is generating exactly the energy needed to split water at that current density. Since 
the photovoltaic analog of this cell generates over 2.3 volts, we would expect that the plateau 
would be reached 500 mV before the zero bias point not 500 mV past it. The potential shift 
indicates that there a barrier to electron flow of some sort, for example some high resistance in 
the cell somewhere, or poor catalytic activity. Note, the water splitting efficiency of 5.7% 
(LHV) for a 5M KOH solution. 

The plateau at higher bias represent the light limited current and the % represents the efficiency 
of water splitting if that current level crossed the zero bias line. The height of the plateau 
depends on the light intensity getting to the electrode and the activity of the catalyst. Since these 
scans are all at the same light intensity, the major factor for the height of these plateaus appears 
to be the amount and activity of the catalyst. These scans were done in the order of lM, 5M, 11.7 
M. Upon repeating the 1M scan (not shown) we find that the current plateab is very close to that 
of the 11.7 M. Observing the surface of the sample we noticed that there is a color change of the 
electrode surface which we interpret to be a decrease in the amount of catalysis on the surface. 
This give rise to open spots where the catalyst is not active and hydrogen evolution must occur at 
the bare electrode where there is a overvoltage loss of over 500 mV. It is not clear how or why 
the catalyst leaves, since it is insoluble in this electrolyte. This trend can also be seen in Tables I 
and II, note that the total charge per day increases from one day to the next, likely due to the 
same effect. Our initial explanation is that the gas evolution somehow takes the catalyst off, 
perhaps due to nonoptimum surface pretreatment, giving rise to a low sticking coefficient. 
Further experiments are planned to look at surface pretreatments to see if we can increase the 
lifetime of the catalytic coat. 

Plans for Future Work: 

In general, our future work will involve: the identification and growth of promising multi- 
junction systems including designing unique multi-junction systems focused specifically on 
water splitting; establishment of cooperative efforts to obtain samples or development of in- 



house growth capabilities; and lifetime testing and efficiency measurements for working systems. 
The subject of the interaction of colloidal catalysts with the various tandem cell surfaces is also a 
very important area for b e  work. More specifically, we will focus on continued investigation 
of the ELV material system concentrating on tailoring the tandem cell structure specifically for 
an aqueous environment and the energetics of the water splitting reaction. We will be evaluating 
various surface treatments to enhance stability and energetics. The semiconductor corrision 
mechanisms will also be a point of study. We will also study nitridation as a surface treatment 
for increased surface stability. We will also continue working with our industrial collaborators to 
optimize the a-Si multi-junction systems for water splitting. 

Major Barriers 

In general, the major problems that must be addressed in order to produce a viable system are: 
stability of the semiconductor/electrolyte interface, and system energetics. Materials and 
catalysts must be found that protect the semiconductor surface, but allow electrons to pass 
through ummpded. While we lack fidl understanding of the fundamental characteristics of the 
semiconductorielectrolyte interface, considerable progress has been made. For the a-Si multi- 
junction cells the design of the water-splitting cells must be optimized for maximum efficiency. 
For the IU-V systems, to maximize their efficiency, materials and designs must be identified for 
lower voltage, higher current applications. Remising new systems currently under development 
may directly address this issue. . 



Figure Captions 

Figure 1 Current-voltage scans for modified tandem cell, 13 suns illumination. 
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ABSTRACT 

Photoelectrochemical solar-to-hydrogen conversion efficiencies as high as 7.8% 

(based on the lower heating value of hydrogen) have been demonstrated in outdoor 

testing using photoelectrodes fabricated from triple junction amorphous silicon-solar 

cells. The tests were conducted in a specially designed Teflon sealed reactor in 1N KOH, 

with a photoactive area of 0.27 cm2, and anode and cathode areas of 1 cm*. The 

hydrogen production rates, inferred from direct measurement of the anodic/cathodic 

currents and confirmed by independent volumetric and gas chromatographic 

measurements of the evolved hydrogen, were in excellent agreement with the rates 

predicted based on the measured solid state JV behavior of the solar cell and the 

overpotentials of the thin-film catalysts. The thin film catalysts, CoMo hydrogen 

catalysts deposited by sputtering from a compound target and NiFeyOx oxygen catalysts 

deposited from nickel-iron Permalloy target by reactive sputtering, have, in separate tests, 

shown no degradation after over 7200 hours of operation in 1N KOH electrolyte. During 

outdoor testing, the solar-to-hydrogen conversion efficiency decreased in the late 



afternoon as the blue portion of the spectrum decreased, a result of the spectral sensitivity 

of the solar cell used to construct the photoelectrode. Detailed modeling of the 

multijunction amorphous silicon cells is being conducted to identify structures which are 

better load-matched to the catalyst performance and which could yield higher hydrogen 

production efficiencies. Future work to advance this technology includes development of 

improved thin-film catalysts and development of transparent protective coatings which 

will allow complete immersion of the active electrode into the electrolyte. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 
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Ab!&ad 

A dual bed system for photocatalytic water splitting is intnxhced and an f/IaO3 couple 

suggested as a ledox mediatar. Initial studies using T i 9  for oxygen production and InP for 

hydrogen evolution support the viability of the two bed system but led us to conclude that 

new semiconductors are needed. 

The theoretical study of a number of organic dyes and pigments suggests that these 

compounds may have ionization potentials (Ips) that will make them suitable f a  tbe oxygen- 

evolving system as well as make a better spectral match with the solar spectmm Justification 

for the chosen p w t e r s  is given and a list of nine possible organic semiconducting 

pigments is advanced. 

Introduction 

Dwindling petroleum reserves have been a major driving force in a number of 

research areas for moxe than 25 years. The energy crisis of the early 1970s emphasized the 

impatance of developing altemtive fuels to replace or supplement those derived from 

petroleum, 

One such fuel hydrogen, is easily obtained via the elecaolysis of water. To split 

water, under n o d  conditions, a potential difference of 1.23 V must be established between 

the anode and cathode. 



Research by Fujishima and ~onda' showed that illumination of anodes made h m  n- 

type semiconductors greatly reduced the external voltage required to decompose water. The 

mearchers constructed an electrochemical cell, using an n-type semiconductor as the anode 

and a platinum black counter electrode, Figure 1. The semiconductor electrode was 

hdiated, promoting an electron from the valence band to the conduction band and a current 

was established through the external circuit. The holes left in the valence band re!.sulted in the 

oxidation of water at the semiconductor electtode and the electrons became available for the 

reduction of hydrogen at the Pt counter electrode. This decomposition was observed to occur 

at low current density without the application of any external voltage. The suggestion that 

solar energy could faditate water splitting triggered reseairch in numerous labs around the 

world. 

The concept of photoelectrochemical conversion of solar energy has evolved over the 

years. The classic ccmfiguration for an electrochemical cell calls for two planar electrodes, 

positioned parallel to each other, but this is not the optimum arrangement for making use of 

solar energy. Such an ammgernent requires the use of either an optically tramparent counter 

electrode, which allows the light to pass through it and reach the semiconductor electrode, or 

as illustrated in Figure 1, the semiconductor must be deposited as a thin film on glass and 

irradiated from the backside. A better, simpler approach is to use the semiconductor as a 

powder, adding it directly to water, ill uminating and allowing the HZ and 02 to bubble out. 

This eliminates the requirement for expensive single crystals while increasing the catalytic 

surface area and lowering the cost to assemble and use.' There are still a number of 

problems, however. The most obvious one is that t4e products are evolved together, with the 

product stream b e i i  66% H2 by volume, well within the Limits of combustibility. 

Additionally, the wide band gap semiconductors necessary for splitting water in a single step 

do not make efficient use of the solar spectrum. 



For a semiconductor to split water, it must have a conduction band that is negative of 

the voltage requitad to reduce water (negative of zero vs NEE), and a valence band that is 

positive of the potentidl required to oxidize watcr (1.23 V vs ME). The semiconductors that 

have been identified for water decomposition are somewhat limited. Figure 2 illustrates the 

band edges of a number of those discussed in the literature. As can be seen, those capable of 

oxygen production are mostly metal oxides, while those favorable for hydrogen production 

are metal phosphides br sulfdes. Only a very few me capable of simultaneous oxygen and 

hydrogen evolution. 

As illustrated in Figure 2, the majority of these semiconductors have band gaps of 

around 3.0 eV. This hand gap cmesponds to an abqticm of 400 mn light, which is at the 

W edge of the visible spectrum. The amount of W radiation that reaches the earth is but a 

snail fraction of the total radiation, To incmse efficiency, the semiconductor must be 

capable of absorbing in a =@on that contains a larger -011 of the impinging radiation. A 

material that absorbs betwetn 450-600 nm, or has a band gap of 2.7-2*0, will be capable of 

making maximum use of the solar specmrm and still be able to split water* 

A variety of approaches have bcm tried to increasc the efficiency of the 

srmiconductors that have a band gap wide enough for s imulmus  water oxidation and 

reductiox~. One approach is to attach a sensitizer to the semicond~ctar.~ When the sensitizer 

is excited by the visible light, it i n .  an electron into the conduction band of the 

semiconductor, whexe it is channeled to a catalytic site and reduces water to hydrogen. The 

oxidized sensitizer, in the presence of another catalyst, oxidizes water as the sensitizer retums 

to its d u c e d  fonn 

Sensitizers that have been studied include phthalocyauines?4 ruthenium 

(plypyridine) derivatives,s" and porphyrios.7d to mention a few. In some instances, to assist 



in the charge separation and decrease the chances of recombination, surfactants are added to 

the system, stabilizing the 

Water decomposition is complex because it is a four photon process for 02 evolution 

and a two photon process for H2 evolution. The various intermediate chemical steps 

represent a kinetic limitation that decreases quantum efficiency. One way that mearchers 

have attempted to overcome this problem is by the use of a ~ a ~ c i a l  electron donor or 

acceptor. For example, to better study the hydrogen producing reaction, the oxidized 

sensitizer is reduced in a nonreversible step by a reducing agent such as EDTA.' While this 

simplifies the reaction and allows separate optimization of the water-splitring half reactions, 

ultimately it is necessary to couple the two half xwctions to complete the cycle. 

An alternative to requiring one semiconductor to produce both oxygen and hydrogen 

is to use a dual bed photo system, as shown in the schematic in Figure 3. In such a system, 

one semiconductor is used to reduce wa- to hydrogen and another is used to oxidize water, 

evolving oxygen. It is then possible to make use of semiconductors with smaller band gaps 

that an! moxe suited to the individual half reactions and that utilize more of the solar 

spectrum, thus, increasing efficiency. Additionally, the gases are evolved separately. The key 

to making such a system viable is a method for transferring electrons between the two beds. 

This can be accomplished by the use of a redox mediator, which is oxidized as the hydrogen 

is evolved and reduced as the oxygen is evolved. A well chosen compound will not only 

shuttle electrons between the two beds, but also will increase the amount of product fonned 

by assisting in separating charges. The redox potential of the mediator couple must be more 

positive than the conduction band edge of the oxygen evolving semiconductor but more 

negative than the valence band edge of the hydrogen evolving semiconductor. This allows 

the excited electron from the conduction band of the oxidizing semiconductor to be given up 

to the mediator. Then in the reducing bed, the reduced mediator gives up its electran to the 



valence band of the semiconductor. An energy baud diagram for such a system is shown in 

Figure 4. 

It is interesting to note the similarities between the system illustrated in Figure 4 and a 

scheme for photosynthesis. If instead of using a semiconductor in bed 1, chlorophyll is 

substituted, this becomes photosystem I1 w h  wattr is oxidized and an electron ecceptor 

transfers the electrons to a series of transfer agents and, dtimately, photosystem I (bed 2). Ln 

photosystem I, light is absorbed by a different specialized chlorophyll and electrons are again 

promoted to an acceptor. In photosynthesis, this would ultimately result in NAIP+ being 

reduced to NADPH instead of the hydrogen formed in the dual bed system. 

A dual bed system for the photocatalytic splitting of water is the topic of this paper. 

Experimental 

General. Reagents used were purchased from Fisher Scientific unless otherwise 

noted and all were used as received, with no M e r  pdcation. Water splitting experiments 

were run batch-wise in a sealed 50 mL glass reaction vesseL The vessel was purged 

thomughty to rcmove air and placed in front of a xenon kmp, with stbring, for six hours. A 

1.0 mL sample of the gas over the sample was  moved and injected into a gas 

chromatograph (GC) equipped with a thermal conductivity detector. The carrier gas for 

samples expected to contain Hz was argon and for those containing 9, the carrier was 

helium. 

OIygen Evolution. For 9 evolving experiments, the p r e f e d  solution was 1.0 M 

NaOH containing 0.2 M KIa. To this solution was added 0.40 g of Ti@ (DeGussa or 

Fisher) that had been loaded with 1.0 wt% Pt or Ir. Other experhents were nm using WQ 

as the semiconductor but for these 1.0 M HzS04 was substituted fm the NaOH. The W@ 

was either purchasexi from Fisher or prepared as colloids. 



Preparation of WOs Colloids. The colloidal Wa was p~pared using a procedure 

suggested by ~ugustynslci.'~ Dowex 50WX2 resin was prepared by stirring 25 g in distilled 

water overnight and then pouring the slurry into a column and draining off the excess water. 

The resin was then conditioned by passing 120 mL of 1 M H2S04 through the column. The 

=in was next washed with distilled water until a neutral pH was obtained. 

After preparing the column, 20 mL of 05 M Na2W04 was slowly passed through the 

column, using water as the eluant The product was collected once the pH of the liquid 

became acidic and was collected until it again became neutral. 

AZiquots of the collected colloids were either used as is or were isolated fiom the 

solution by centdkging if they wen! to be catalyst loaded. 

Hydrogen Evolution. The H2 evolving experiments also were run in 1.0 M NaOH 

but the redox mediator was KI and the semiconductor was JnP (Sttem or Cerac) loaded with 

Pt. 

In e w t s  to study H2 evolution in the presence of both and 103' , the initial 

concentrations were 0.8 M and 0.2 M, respectively. The sample was i l l h t e d  for six hours 

and the gases analyzed by GC. The JnP was isolated from the solution, washed with distilled 

water and placed back mto the standard hydrogen evolving solution that was initially free of 

103- and r e m  

Catalyst Loading. Catalyst loading, in all cases, was accomplished using a 

borohydride reduction. The Ti& or W was placed in a 1.0 M solution of NaOH and either 

IrC13 (Aesar) or H2PtC]6 (Strem) was added to load at 1.0 wt%. An excess of sodium 

borohydride was added to an addition funnel containing 1.0 M NaOH and this solution was 

slowly added to the semiconductor suspension, with stining, under an iuert atmosphere. 

After the reduction was complete, the catalyst-loaded semiconductor was isolated via vacuum 



f~ltration. For the catalyst loading of Wa, it was necessary to substitute distilled water for 

the NaOH solutions. 

Results and Discussion 

Inorganic Chide PhotoaWysts. Florida Solar Energy Center has studied a dual bed 

system for several years.13 Titanium dioxide was chosen for the oxidative bed, while indium 

phosphide was selected for the nxluctive bed. Both half reactions w a e  catalyzed with 

platinum, and in the case of the Tia ,  iridium was also used. The Ir was found to nearly 

double the amount of oxygen fanned, as shown in Table 1. 

As part of an htemational Energy Agency, IEA, c o ~ t i o n ,  we also investigated 

the use of W@ as a replacement fm Tia .  Because W@ is soluble in base, these 

experiments were run in Hz= It was c o w  that, in an acidic system, the WOj evolved 

morr oxygen than did the Ti&. However, ,this was sti l l  25% less than produced by the Ti& 

in a basic solution. 

As mentioned previously, the band gap of tbe transition metal oxides require the input 

of high energy radiation, decreasiag efficiency. An additional problem with inorganic 

semiconductors is that photocolrosion occurs over a period of time, with InP being especially 

vulnerable. There are many litemure references to the problem but little has been done to 

quantify it. Our experiments indicated that a loss of greater than 60% ommed over an eight 

hour day, when InP was run in 2.0 M HCl. Changing the solvent to 1.0 M NaOH alleviated 

this problem and had the added benefit of being compatible with the redox mediatoxs that we 

were testing and, in the case of 9 evolution, inaeaSing the product yield. 

A number of redox couples were studied, the most favorable being the rfIQ- couple. 

By using a basic solution with this mediator, the formation of was avoided and so did not 

interfere with light absorption. A major advantage to the use of a redox mediator was 



evidenced in the amount of gas evolved with and without the mediator present. When the 

redox mediator was omitted, the Or or H2 above the sample was below our detection limits. 

During tests to detennine mediator concentration limits that st i l l  would allow the 

desired d o n ,  some unexpected results were obtained. In the m n c e  of even small 

concentrations of I%, the InP was converted to a light gray material that was no longer 

hydrogen evolving. Because the solution circulating between the reaction beds would have 

both the reduced and oxidized forms of the mediator, the semiconductor, the mediator, or 

both require replacement. 

Organic Phobcatalysts. In addition to the sensitizers mentioned previously, 

mearchers have also looked at organic dyes such as ~anthenes, '~~~ rhodamimsl6 and 

acridines" to inaease the spectral response of the broad band semiconductors. One might 

wonder, however, why the presence of the inorganic semiconductor is necessary since dye 

aggregates are known, in many cases, to have the properties of organic ~ e m i c o n d u ~ . ' ~ ~ ' ~  

The ability of an excited organic dye to undeqo electron transfer is a very well known 

phenomenon. In fact, the fields of silver hatide photography and electrophotography are 

based on dye sensitidon. In such cases, the dye may act as an electron acceptor or an 

electron donor, just as semiconducton do. 

The dyes that are used in the photographic industry have highest occupied, HOMO, 

and lowest unoccupied, LUMO, molecular orbitals that have been matched to the energy 

levels of silver halide. In Figure 5, the HOMO of the sensitizing dye pinacyanol, is seen to be 

higher in energy than the valence band of the silver M d e ,  and the LUMO lies above the 

conduction band. Although the energy of this dye, as well as the others shown, is app-ate 

for use in a hydrogen pmducing system, it is not negative enough to be of value in an oxygen 

producing system. To expect a dye to be useful for oxygen evolution, the HOMO, as will be 



discussed below, would need to have an energy of about -75 eV and a transition energy of 2.0 

eV. 

An advantage of the organic materials is that the & may be shifted by adding 

substituents onto the chromophons. Depending upon whether the mbstituent is an electmn 

donor or acceptor, the La may be shifted either bathochromically or hypsochmically. 

Additionally, =placing a single carbon atom with a heteroatom can have pronounced effects. 

Once a dye is idenW~ed that has the required HOMO, modifying substituents should allow 

optimal use of the solar spectrum. 

Little data is available in the open literature regarding the absolute energy of the 

HOMOS, or equivalently the ionization potentials, of organic dyes. To detemhe the viability 

of using such compounds, the energy levels of a number of dyes were studied using Quantum 

C A C ~ ~ @  (Computer-Aided Chemistry) molecular modehg software. To establish the 

desired range f a  the gas phase ionization potentials, the following calculation was 

considered: 

AGe%o+ + ~ H ~ O Q  - d p H  + IP- IP 

where: 

= energy required to decompose water (vs NHE) = 1.23 eV 

& - conversion of Hz electrode potential to absolute energy scale = 45eV 

mplq = anticipated required built-in oxidation overpotential for water splitting - 

ApH = pH c d o n  factor, varies according to whether solution is acidic or basic - 
0- 0.84 V 

IP, - C m t i o n  factor for gas vs surface IP - 1.3 eV 

e - fundamental elecbronic charge 



One must also allow for the discrepancy between theory and experiment so we arbitrarily set 

a target of 7.5 + 0.7 eV. 

Initial calculations with c~Che@ resulted in ionization potentials that were obviously 

in emr based upon known values from the literature. A series of compounds having 

structures similar to those of inkrest and which had known IPs were run in order to construct 

a calibration curve. Calculations were done using MOPAC's AM1 and PM3 methods and 

m ' s  INDO11 as well as Extended HuckeL The best correlation was obtained with the 

PM3 method. It was found that the values calculated were between 0.77 and 1.21 eV larger 

than the experkntal values, see Table 2. Using this data, a linear regression gave the 

equation 

IPd - 0.9261 (P,) + 1.4761 

which was then used to obtain IPS for a large number of organic pigments. From these, nine 

were chwn for fuaher study, as shown in Table 3. 

Additional criteria that were considered in this selection was L, insolubility, and 

lightfastness. These pigments will now be loaded with Pt or Ir catalyst and tested for their 

oxygen evolving ability. 

Conclusions 

Use of a dual bed photosystem for water splitting will better utilize the solar spectrum 

by employing semiconductors of narrower band gap. Each semiconductor can be matched to 

the half reaction of interest rather than requiring one to have a band gap large enough to 

encompass the energy requirements of both reactions. 

The use of a redox mediator such as 1%-K to couple the H2 and 02 evolving reactions 

was shown to be viable. The presence of the mediator in- the production of oxygen 

from virtually zero to 2.25 mL over six hours for Ir loaded Ti&. 



Calculations using c~Che@ indicated that a number of organic pigments may have 

ionization potentials appropriate for use in an oxygen evolving system Nine such 

compounds have been selected and are now undergoing testing. 
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Table 1. Oxygen Evolution Results 

Semiconductor Catalyst r n L a f 0 ~ 1 N  rnLGfor1N 

H2S04/Iw Na0H/IQo3 

Ti@ none 0.12 0.40 

Ti& Pt 036 1 3  

Ti& I i  1.1 2.2 

w@ none 0.06 N/A 

w% R 0.44 WA 

w% ft 1.72 N/A 



Table 2. Ionization Potential Data using PM3 

COMPOUND EXPJ3lMENTALIP CALCULATED IP AP 

kntacene 

Violanthne 

hylene  

Naphthacene 

Caronene 

Pyre= 

Anhacene 

Phenanthrene 

Naphthalene 

boquholine 

Quinoline 

Bemphenone 

Pyridine 

Phthalic 

Anhydride 

Benzoquinone 
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Abstract 

Wood sawdust, dry sewage sludge, or other particulate biomass can be mixed with a corn 
starch gel to form a viscous paste. This paste can be delivered to a supercritical flow reactor by 
means of a cement pump. Currently the paste mixture contains as little ass 5 wt % starch with as 
much as 5 wt % wood sawdust in water. Ongoing work indicates that the requirement for starch 
can be reduced to 3 wt %, and the particulate biomass content can be increased above 10 wt %. 
When rapidly heated in a flow reactor at pressures above the critical pressure of water (22 MPa), 
the paste vaporizes without the formation of char. A packed bed of carbon catalyst in the reactor 
operating at 650 OC causes the tarry vapors to react with water, producing hydrogen, carbon 
dioxide, and some methane with a trace of carbon monoxide. Thus we describe a practical 
method for the total, supercritical steam reforming of biomass to produce hydrogen at high pres- 
sure. The steam reforming process produces effectively no tar or char. Its only products are a hy- 
drogen rich gas, and a clean water, which can be recycled. 

Introduction 

Current enthusiasm for the use of hydrogen as an alternative transportation fuel is founded on 
the expectation that hydrogen can be produced from renewable resources at a competitive price. 
One method of achieving this goal is the steam reforming of biomass (Antal, 1 975; 1978a): 



In this idealized, stoichiometric equation, cellulose (represented as C6H1,-,05) reacts with water to 
produce hydrogen and carbon dioxide, mimicking the commercial manufacture of hydrogen from 
methane by catalytic steam reforming chemistry. More realistically, a practical technology must 
convert the cellulose, hemicellulose, lignin, and extractive components of the biomass feedstock 
to a gas rich in hydrogen and carbon dioxide, but also including some methane and carbon 
monoxide. Unfortunately, biomass does not react directly with low pressure steam to produce the 
desired products. Instead, significant amounts of tar and char are formed, and the gas contains 
higher hydrocarbons in addition to the desired light gases (Antal, 1978b, 1983, 1984, 1985a,b). 
The recent work of Corella and his colleagues (Herguido et d., 1992) nicely illustrates the 
situation. In a fluid bed operating at atmospheric pressure Corella's group observed yields of char 
from the steam gasification of wood sawdust in the range of 20 to 10 wt %, and yields of tar 
decreasing to 4 wt % as the temperature of the bed increased from 650 to 775 OC. But at the 
highest temperature, only 80% of the carbon in the feedstock is converted to gas. By employing a 
secondary, fluidized bed of calcined dolomite operating at 800 to 875 OC, Corella and his co- 
workers (Delgado et al., 1997) were able to convert almost all the tar to gas. Nevertheless, the 
char byproduct is not converted and represents an effective loss of gas. Thus the total steam re- 
forming of biomass, as envisioned by equation (1) above, remains an elusive goal. The objective 
of the research described in this paper is to identifjl conditions which evoke the desired total steam 
reforming chemistry. 

Apparatus and Experimental Procedures 

The flow reactor used in this work (see Figure 1) is fabricated from Hastelloy C276 tubing 
with 9.53 mm OD x 6.22 mm ID x 1.016 m length. The reactant flow is quickly heated by an an- 
nulus heater (located along the reactor's centerline) and an entrance heater outside the reactor to 
temperatures above 800 OC. The annulus heater (3.18 mm OD x 15.2 cm heated length) delivers 
all its heat directly to the feed. The entrance heater is made from a split copper tube that is held in 
good thermal contact with the reactor, and an electrical heater which is coiled around the outer 
surface of the copper tube. Downstream of the entrance heater, the reactor's temperature is 
maintained in an isothermal condition by the fiunace. The chief purpose of the furnace is to pre- 
vent heat loss: most of the heat required to lift the reactant flow to reaction temperature is pro- 
vided by the entrance heater and the annulus heater. Carbon catalyst is usually packed in about 
60% of the heated zone of the reactor, as well as the downstream cold section of the reactor. The 
reactor's temperature profile is monitored by 12 fixed, type K thermocouples held in good ther- 
mal contact with the reactor along its outer wall. Also, the reactant temperature is measured by a 
fixed, internal, annulus thermocouple which is located 5.08 cm upstream of the furnace. Pressure 
in the reactor is measured by an Omega PX302 pressure transducer. A Grove Mity-Mite model 
91 back-pressure regulator reduces the pressure of the cold, two phase, product effluent from 28 
to 0.1 MPa. After leaving the back-pressure regulator, the reaction products pass through a gas- 
liquid separator. The liquid product is collected over a measured time period to calculate the liq- 
uid outlet flow rate. The gas flow rate is measured using a wet test meter. 

Three different types of feedstocks are used in this work: corn starch paste, poplar wood saw- 
dust mixed in the corn starch paste, and a dry, particulate sewage sludge mixed in the corn starch 



paste. Both the poplar sawdust and the sewage sludge (Water Technology International Corp.) 
are ground with a Wdey mill (Thomas Scientific) to 40 mesh before they are mixed with the paste. 
Table 1 gives elemental analyses of the feedstocks. 

The feeder consists of a cylinder, a movable piston, and two end-caps (IF@ Pressure Equip- 
ment). The cylinder is first filled with the feedstock, then the piston is placed on top of the feed, 
and the two end-caps are installed. Both the feeder and the reactor are pressurized separately to 
28 MPa at the beginning of a run. During the time that the system is being brought up to tem- 
perature, water is pumped into the reactor by a Waters 510 HPLC pump. When the main body of 
the reactor reaches the desired temperature (usually 600-650 OC), the feeder is connected to the 
reactor. Thereafter, water flow to the reactor is terminated, and water flow to the feeder is initi- 
ated, displacing the paste feadstock into the reactor. Because the themophysical properties of 
the paste are different than those of water, the temperature of the feed rises very rapidly in the 
entrance region of the reactor. To avoid excessively high temperatures, usually it is necessary to 
reduce the heat input to the feed fiorn the annulus heater and the entrance heater. 

Gas samples as taken by gas-tight syringes from the gas sample outlet of the separator. 
Analysis of the gas is conducted using a Hewlett-Packard model 5890 gas chromatograph 
equipped with flame ionization and thermal conductivity detectors. A 80/100 mesh carbosphere 
molecular sieve packed column is used, operating at 35 OC for 4.2 min, followed by a 15 *C/min 
ramp to 227 'C, another ramp of 70 OC/min to 350 OC, and a 5 min hold at 350 OC. The carrier 
gas is a mixture of 8% hydrogen in helium (AIRCO). A standard gas mixture obtained fi=om 
A R C 0  is used for day-today calibration. The TOC in the liquid effluent is determined by a 
Shimadzu model TOC-5000 total organic carbon analyzer. I 

Results 

Activity 1: develop pumpable biomass pastes that are easily gasified. 

To the best of our current knowledge, no pumps are available which can deliver wet wood sawdust 
(or water hyacinth, or banana tree stem particles, for example) to a reactor operating at 300 atm. 
Some wrnmercidy available pumps claim to be able to deliver sewage sludge to a high pressure envi- 
ronment (see below), but these pumps are much too large to be used with our existing equipment, and 
they are expensive. To make progress towards the goal of steam reforming biomass (and not model 
compounds, as in our earlier work), we needed to develop a new method for f d g  biomass to our 
reactors. 

After considerable thought and m y  discussions with colleagues, we decided to mimic the a p  
proach of the coal community to feeding pressuriaed, fluidized bed (PFB) combustors. As is well 
known, the feed to these combustors is a mixture of crushed coal, dolomite, water, and su&ctant, 
which forms a viscws paste that is delivered to the PFB by large cement (piston in cylinder) pumps. 
We remark that the two PFB combustors at Vartaverket, Stockholm operate at 12 am and bum 60 
mthr of coal. Following this approach, we searched for a method to make a pumpable paste fiom 
biomass. After some experimentation, we learned that a small amount of corn starch (x5 wt %), 



mixed with water and heated, fonns a thick paste to which 5 wt % (or more) dry sawdust can be added 
to make a pumpable mixture with properties to a coal paste. Although the analogy is not per- 
fect, the corn starch can be viewed to play the role of the wdktant in the coal paste mixture. Actualy, 
the corn starch hydrogen bonds with the water to make a loosely bound, macromolecular gel of starch 
and water. Thus the starch immobilizes the water and becomes a kind of lubricant matrix in which the 
fibrous sawdust particles fieely move. This explains why biomass-starch pastes flow like a dream. 

Of course, the first question asked about this approach is its cost. The following "back-of-the-en- 
velope" calculation offers some insight into the economics of this approach. Non-edible "pearl" corn 
starch is available in bulk at $0.12 per lb fiom CPC International. This starch is usually used to make 
&es. The cost of sewage sludge disposal can be $100 per ton ($0.05 per lb). Thus a mixture of 5 lb 
corn starch with 10 lb sewage sludge in 85 lb of water has a value of ($0.60 - $0.50)/(15 lb) = $0.007 
per pound of organic feed, which is a low cost f d o c k  by any standard. We remark that this mixture 
flows easily, but we have not yet examined our a b i i  to gats@ it. Also, we emphasize that we have 
not yet optrmtzed our paste recipe. We have already identified a recipe which yields an attractive gel 
h m  only 3 wt % corn starch in water. Obviously, a reduction in the amount of corn starch required 
will have a big, fbvorable impact on the economics. 

Corn starch pastes have advantages beyond those listed above. Like glycerol (a byproduct of bio- 
diesel production), corn starch gels are easily g d e d  in supercritical water. Moreover, the thermo- 
chemistry of corn starch is similar to that of cellulose, so the paste behaves as though it contained only 
raw biomass. Of course, corn starch is fiee of sulfur and other heteroatoms. Finally, we remark that if 
it makes sense to ferment corn to make ethanol why doesn't it make sense to ga&j corn starch to 
make hydrogen? 

In conclusion, we emphasize that our chief goal is to claifj the chemistry of hydrogen production 
by biomass @cation in supercritical water. Corn starch pastes enable us to feed biomass into our 
reactors and thereby realize our goal. Currently, we know of no other way to feed biomass into our 
reactors. In the h e ,  ifwe discover a pump that can deliver wet wood sawdust (or other biomass) to 
our reactors, or if pump -ers develop such a pump, nothing will have been lost by our cur- 
rent emphasis of these pastes. They are simply a stratagem which enables us to study the chemistry 
that would prevail irrespective of the method by which biomass is fed to the reactor. 

Activity 2: Gasification of realistic feedstocks. 

Corn starch paste gasification. 

Concentrated corn starch paste (10.4 wt %) was totally steam reformed over a carbon catalyst 
for more than 6 hours at flow rates of 1,2, and 4 glmin. The liquid effluents at all flow rates were 
clear with a neutral pH and without smell. The TOC yields were neghgible (< 0.6%). In agree- 
ment with these measurements, e8Fectively all of the carbon in the feedstock was converted to gas. 
The gas composition fiom these runs is displayed in Table 2. Hydrogen, carbon dioxide, and 
methane were the main gas products, with trace amounts of carbon monoxide and ethane. The 
role of the steam reforming reaction was strongly evident: both the H efficiency and the 0 effi- 
ciency reached values as high as 1.6. Any value above 1.0 indicates that water is being consumed 
during gasification. The hydrogen mole fraction of the gas product increased as the flow rate in- 



creased. No loss of catalyst activity or gasification performance was observed during the six hour 
period. In fact, the performance of the reactor improved significantly during the run. 

Wood sawdust/corn starch paste gasification. 

Mixtures of 5 wt % poplar wood sawdust in a 6 wt % corn starch paste were totally gasified 
at a flow rate of 2.0 g/min over a carbon catalyst. In each of the three runs, the organics were 
totally steam reformed to a gas composed of hydrogen, carbon dioxide, methane, and a trace of 
carbon monoxide. Sigdcant amounts of water were consumed by the steam reforming chemis- 
try. The water effluent during all three runs was clear with a neutral pH and a barely detectable 
odor. TOC analysis of the liquid efnuent by a water quality lab indicated that about 0.2% of the 
organic carbon contained in the paste feed remained in the water effluent. Analysis of the acti- 
vated carbon catalyst showed that its BET suface area had increased fiom 986 m2/g to 1239 
m2/g. Results fkom the three runs are given in Tables 3-5. 

Sewage sludge/com starch paste gasification. 

A mixture of 2.1 wt % (dry basis) sewage sludge (fiom Water Technology International Car- 
poration, Canada) with 5. l wt % wrn starch was gasified at a flow rate of 2 glmin. The gas gen- 
eration rate increased slightly from 1 64.3 to 1 89.2 mL/min during the first 2 hours of the experi- 
ment. After 2 hours of operation, the pressure in the feeder increased f?om 4000 to 5000 psi. To 
remove the restriction which was forming in the entrance region of the reactor, the feed was 
changed to a 1.2 M H202 in water solution, which was delivered to the reactor at 2 glmin. In less 
than 2 min the pressure throughout the system fell to 4000 psi. To klly clean the walls of the re- 
actor, H2& was fed for a total of 40 min before the flow of sewage sludge paste was resumed. 
But during the third hour flow and pressure oscillations occurred, and the average gas generation 
rate was slightly lower (156.7 d m i n )  than before. Throughout the experiment, the liquid eBu- 
ent was clear, with a slight smell of ammonia and a pH of 7-8. The gas product contained hydro- 
gen, carbon dioxide and methane, with a trace of carbon monoxide (see Table 6). Its composition 
was steady and good carbon (9497%) and mass (96-99%) balances were obtained during the first 
2 hours of operation. During the third how, variations in the gas flow prevented a reliable de- 
termination of the carbon and mass baiances. Results in Table 6 may be compared with those 
displayed in Tables 3-5 for the total supercritical steam reforming of wood sawdust. Apart fiom 
the feeding problems encountered with the sewage sludge, the results are similar. 

Plugging 

The narrow entrance region to the reactor usually plugs after 4 to 6 hours of operation. We 
were able to easily clear this plug by pumping a small amount of hydrogen peroxide into the reac- 
tor. The plug oxidizes immediately. A curious byproduct of the hydrogen peroxide treatment is a 
significant improvement in the yield of hydrogen, accompanied by a drop in methane formation. 
Evidently the oxidation activates the walls of the high nickel alloy towards steam reforming. We 
plan to study this phenomena in greater detail in the near future. 



Activity 3: Identify a suitable, high pressure pump. 

We are in the midst of a wide-ranging search for commercially available pumps that could 
meet our needs. Dr. Akira Suzuki with Organo Corporation, Japan advised us that pumps manu- 
factured by Feluwa/Schlesiger & Co., and Niigata Worthington Co. should be able to deliver sew- 
age sludge to a supercritical flow reactor. Mr. Dieter Uber of Dartmouth College has joined us 
for six weeks, and is currently evaluating these pumps, as well as searching for others. 

Activity 4: Assist Air Products Corp. and NREL with an economic evaluation. 

We have created a mailing list and are thereby providing our monthly reports to Air Products 
Corp., General Atomics, NREL, and others. 

Conclusions 

1. A semi-solid gel can be made fiom 5 wt % (or less) corn starch in water. Wood sawdust and 
other particulate biomass can be mixed into this gel and suspended therein, forming a thick 
paste. This paste is easily delivered to a supercritical flow reactor by a cement pump. Work is 
ongoing to minimize the amount of starch required, and to maximize the amount of biomass 
that can be mixed into the paste. 

2. Above the critical pressure of water, wood sawdust can be steam reformed over a carbon 
catalyst to a gas composed entirely of hydrogen, carbon dioxide, methane, and a trace of car- 
bon monoxide. There are effectively no tar or char byproducts. The liquid water effluent 
fiom the reactor has a low TOC value, a neutral pH, and no color. This water can be recycled 
to the reactor. 

3. Early results indicate that sewage sludge behaves similarly to wood sawdust, but is more 
prone to deposit small amounts of carbon in the entry region of the reactor, which can even- 
tually block the flow of feedstock to the reactor. 

4. Trace amounts of carbon deposited in the entrance region of the reactor are easily and quickly 
removed by the delivery of water with some dissolved oxygen (or hydrogen peroxide) to the 
reactor. Some evidence suggests that this cleaning procedure may improve the performance 
of the gasifier. 
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Table 1. Feedstocks Analysis 

1. The data of C, H, and 0 were obtained from Merck Index (5th edition, 1983), the 
moisture content was measured. 

2. The elemental analysis was conducted by Huffman Laboratories, Inc. 
3. The elemental analysis data was provided by Water Technology International Corp. 

Elemental Analysis - wt% 
(Dry Basis) 

C 

H 

0 

N 

S 

Ash - ~ t %  

Moisture Content - wt% 

Corn starch' 

41 .I 

6.5 

52.4 

NJA 

NIA 

NIA 

12.82 

Poplar Wood 
sawdust2 

49.4 

6.0 

45.1 

0.06 

NIA 

0.16 

8.45 

Sewage 
sludge3 

39.8 

6.5 

26.8 

5.92 

0.64 

NIA 

6.0 



Table 2. Gas Composition from Coorn Starch (I 0.4 wt% Dry Basis) Gasification in 
Supercritical Water at 650 C, 28 MPa with Coconut Shell Activated 

Carbon Catalyst (Exp. Date: 2120197) 

Note: 

Flow Rate 
(glmin) 
Time on 
Stream(hr) 

Product 

"2 
CO 

c o 2  

CH4 

C2H6 

CEfficiency 

HEfficiency 

OEfficiency 

HBalance 

0 Balance 

Global Mass 

Balance 

TOC Yield 

g of C(H,O) in the gas 
C (H, 0 )  efficiency = 

g of C (H, 0 )  fiom corn starch in the feed 

g of H (0) in the gas + g of H (0) in the liquid effluent 
H (0) balance = 

g of H (0) fiom (corn starch + water) in the feed 

1.0 

1.33 1.62 2.18 

g of the gas + g of the liquid effluent 
Global mass balance = 

g of the feed 

g of TOC in the liquid effluent 
TOC yield = 

g of the feed 

2.0 

3.52 4.02 4.57 

4.0 

5.12 5.47 5.70 6.03 

Mole Fraction 

0.42 0.38 0.38 

0.015 0.013 0.011 

0.43 0.45 0.39 

0.19 0.21 0.22 

0.002 0.003 0.004 

1.0 1.0 0.97 

1.30 1.23 1.33 

1.41 1.40 1.25 

1.04 1.03 1.04 

1.04 1.04 1.03 

1.01 1.01 1.01 

0.5% 0.5% 0.5% 

0.40 0.40 0.35 

0.012 0.012 0.011 

0.42 0.43 0.39 

0.19 0.19 0.18 

0.015 0.014 0.012 

1.02 1.04 1.01 

1.32 1.33 1.28 

1.40 1.45 1.38 

1.03 1.03 1.03 

1.03 1.04 1-04 

1.01 1.01 1.01 

0.3% 0.3% 0.3% 

0.45 0.45 0.45 0.44 

0.019 0.016 0.016 0.015 

0.33 0.34 0.35 0.36 

0.13 0.13 0.14 0.14 

0.001 0.0 0.0 0.0 

1.0 1.03 1.05 1.10 

1.53 1.56 1.56 1.61 

1.48 1.53 1.54 1.62 

1.03 1.03 1.03 1.03 

1.02 1.03 1.03 1.03 

0.99 1.0 1 .O 1 .O 

0.4% 0.4% 0.4% 0.4% 



Table 3. Gas composition from Poplar Wood Sawdust (5.0 wt?! Dry B9sis) I Corn Starch 
(5.5 wp/. Dry Basis) Gasification in Supercritical Water at 650 C, 28 MPa 

with Coconut Shell Activated Carbon Catalyst (Exp. Date: 3/25/97) 

Note: 
g of C (H, 0) in the gas 

C (H, 0) efficiency = 
g of C (H, 0) from (poplar sawdust + corn starch) in the feed 

Flow Rate 
(glmin) 

Time on 
Stream (hr) 

Product 

Hz 
CO 

C02 

CH4 

C2H6 

C Efficiency 

H Efficiency 

0 Efficiency 

H Balance 

0 Balance 

Global Mass 

Balance 

TOC Yield 

g o f  H (0) in the gas  + g o f  H (0) in the liquid ef f luent  
H (0) balance = 

g o f  H (0) from (poplar sawdus t  + corn starch + water) in the feed 

g of the gas + g of the liquid effluent 
Global mass balance = 

g of the feed 

2.0 

1.0 1.42 1.83 2.27 2.70 

g of TOC in the liquid effluent 
TOC yield = 

g of  the feed 

2.5 

3.32 

Mole Fraction 

0.36 0.34 0.35 0.33 0.33 

0.027 0.027 0.027 0.026 0.027 

0.45 0.45 0.46 0.45 0.45 

0.22 0.22 0.24 0.23 0.23 

0.002 0.002 0.002 0.002 0.002 

0.96 1 .O 1 .O 0.98 0.95 

1.31 1.35 1.37 1.30 I .27 

1.58 I .63 I .60 1.58 1.52 

1.04 f .04 1.04 1.04 1.04 

1.05 I .05 1.05 1.05 I .05 

1.02 1.03 1.03 1.02 1.02 

0.2% 0.2% 0.2% 0.3% 0.3% 

0.35 

0.029 

0.44 

0.24 

0.002 

0.91 

1.28 

1.43 

NfA 

NIA 

NIA 

N/A 



Table 4. Gas Composition from Poplar Wood Sawdust (5.0 wt% Dry,Basis) I Corn starch 
(5.55 wt% Dry Basis) Gasification in Supercritical Water at 650 C, 28 MPa with 

Coconut Shell Activated Carbon Catalyst (exp. date: 4/23/97) 

Note: 

Flow Rate 
(glmin) 

Time on 

Stream (hr) 

Product 

H2 
CO 

c o 2  

CH4 

C2H6 

C Efficiency 

H Efficiency 

0 Efficiency 

H Balance 

0 Balance 

Global Mass 

Balance 

TOC Yield 

g of C (H, 0 )  in the gas 
C (H, 0 )  efficiency = 

g of C (H, 0 )  fiom (poplar sawdust + corn starch) in the feed 

2.0 

0.45 0.95 1.5 2.0 2.5 3.0 3.55 3.95 

Mole Fraction 

0.55 0.49 0.51 0.49 0.50 0.49 0.48 0.49 

0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 

0.33 0.40 0.42 0.40 0.42 0.40 0.40 0.38 

0.09 0.10 0.09 0.09 0.10 0.10 0.10 0.09 

0.001 0.001 0.001 0.0 0.0 0.0 0.0 0.0 

1.06 1.27 1.20 1.19 1.24 1.17 1.11 1.08 

1.99 1.97 1.80 1.78 1.88 1.79 1.68 1.71 

1.97 2.41 2.36 2.32 2.39 2.22 2.14 2.10 

1.05 1.04 1.03 1.0 1.01 0.97 0.96 0.96 

1.04 1.07 1.06 1.04 1.04 0.99 0.99 0.98 

1.02 1.05 1.04 1.02 1.02 0.97 0.96 0.96 

0.3% 0.3% 0.3% 0.2% 0.2% 0.2% 0.2% 0.2% 

g of  H (0) in the gas + g o f  H ( 0 )  in the liquid effluent 
H ( 0 )  balance = 

g o f  H (0) from (poplar sawdust +corn starch + water) in the feed 

g of the gas + g of the liquid effluent 
Global mass balance = 

g of the feed 

g o f  TOC in the liquid effluent 
TOC yield = 

g of the feed 



Table 5. Gas Composition from Poplar Wood Sawdust (5.05 wt% D q  Basis) l Corn starch 
(6.09 wt% Dry Basis) Gasification in Supercritical Water at 650 C, 28 MPa with 

Coconut Shell Activated Carbon Catalyst (exp. date: 5/1/97) 

Note: 

Flow Rate 
(g/m in) 

Time on 
Stream (hr) 

Product 

Hz 
CO 

co2 
CH4 

C2H6 

C Efficiency 

H Efficiency 

0 Efficiency 

H Balance 

0 Balance 

Global Mass 

Balance 

TOC Yield 

g of C (H, 0) in the gas 
C (H, 0) Efficiency = 

g of C (H, 0) from (poplar sawdust -t corn starch) in the feed 

2.0 

0.55 1.28 1.95 3.03 

Mole Fraction 

0.45 0.42 0.42 0.42 

0.031 0.027 0.026 0.027 

0.35 0.39 0.37 0.38 

0.12 0.13 0.16 0.15 

0.002 0.001 0.002 0.001 

0.94 0.97 0.97 0.92 

1.54 1.44 I .53 1.41 

1.66 1.73 1.63 I .59 

1.01 1.0 1-01 1.0 

1.02 1.02 1.02 1-01 

0.99 0.99 0.99 0.98 

NIA NIA NIA NIA 

g of  H (0) in the g a s  + g of  H (0) in the liquid effluent 
H (0) balance = 

g of H (0) from (poplar sawdust + corn starch + water) in the feed 

g of the gas + g of the liquid effluent 
Global mass balance = 

g of the feed 

g of TOC in the liquid effluent 
TOC yield = 

g of the feed 



Table 6. Gas Composition from sewage sludge (2.1 wt% D ~ J  Basis) I Corn starch (5.1 wt% 
Dry Basis) Gasification in Supercritical Water at 650 C, 28 MPa with Coconut 

Shell Activated Carbon Catalyst (exp, date: 511 5197) 

Note: 

Flow Rate 
(glmin) 

Time on Stream 
(hr) 

Product 

"2 
CO 

c o 2  

CH4 

C Efficiency 

H Efficiency 

0 Efficiency 

H Balance 

0 Balance 

Global Mass 

Balance 

TOC Yield 

g of C (H, 0 )  in the gas 
C (H, 0) efficiency = 

g of C (H, 0) fiom (sewage sludge + corn starch) in the feed 

2.0 

1.23 1.77 1.88 

Mole Fraction 

0.43 0.46 0.46 

0.005 0.005 0.006 

0.43 0.41 0.40 

0.17 0.19 0.19 

0.97 0.96 0.94 

1.29 1.39 1.37 

1.66 1.58 1.53 

1.01 1.02 1.02 

1.02 1.02 1.02 

0.99 0.99 0.98 

NIA NIA NIA 

g of H (0) in the gas + g o f  H ( 0 )  in the liquid effluent 
H ( 0  ) balance = 

g of  H ( 0 )  from (sewage sludge +corn  starch + water) in the feed 

g of the gas + g of the liquid effluent 
Global mass balance = 

g of the feed 

g of TOC in the liquid effluent 
TOC yield = 

g of the feed 
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ABSTRACT 

Thermal plasma techn010gy can be used in the production of hydrogen and hydrogen-rich gases 

Erom a variety of fuels. This paper describes experiments and calculatom of high t e m p e m  

conversion of methane using homogeneous and heterogeneous processes. The thermal plasma is a 

highly energetic state of matter that is characterized by extremely high t e m p e n  (scved 

thousand degrees Celsius) and large amounts of ionization. The high temperatures accelerate the 

reactions involved in the reforming pnrcss.. Plasma reformers can be operated with a broad 

range of fuels; zue very compact and are very light (due to high pomr density); have fast w f l s e  

time (fraction of a second); can be manufactured with minimal cost (they use simple metallic or 

carbon elecCrodes and simple power supplies); and have high conversion efficiencies. Hydrogen- 

rich gas (50-75% Hz; 25-50% CO) can be efficiently made in compact plasma nformus. 

Experiments have been carried out in a small device (2-3 kW) and without the use of efficient heat 

regeneration. For partial oxidation it was determined that the specific energy consumption in the 

plasma reforming processes is 40 MJkg Hz (without the energy consumption reduction that can 



be obtained from heat regeneration from an efficient heat exchanger). Larger plasmatron, better 

reactor thermal insulation, efficient heat regeneration and improved plasma catalysis could also 

play a major role in specific energy consumption reduction.. With an appropriate heat exchanger 

to provide a high degree of heat =generation, the projected specific energy consumption is 

expected to be -15-20 M J k g  Hz. In addition, a system has been demonstrated for hydrogen 

production with low CO content (-2%) with power densities of -10 kW (Hz HHVyliter of 

xeactor, or 4 literh Hz per liter of xeactor. Power density should incmse further with power 

and improved design. 

Address far comspolrdcnce: L Blomberg 
h a P 1 a s m a S c i ~ ~ ~ ~ s o d F ~ n C e n r a  
n , M -  AVC 

Cambridge, MA 02139 
BROM@PFCMT.EDU 
617-25-19; FAX: 617-2534700 
W o r L p a f d a n d a U S  DoECoa~DE-PGOeMAL88002 

This paper will appear in a special hydrogen edition of Energy & Fuels. 



HYDROGEN PRODUCTI:ON FROM WASTES+ 

P.H. WALLMAN* and C.B. THORSNESS 

Lawrence Livermore National Laboratory L369 
Liveme,  CaMOTnia 94550 

*Fax 1-5 10-423-4289 
Email: hwakmn@ llnl.gov 

J.D. WINTER 

Montebello Technology Center, Texaco Inc. 
South El Monte, California 9 1733 

Abstract-A process for the conversion of municipal solid waste, 
automobile shredder residue and o t k  plastic/rubber wastes to 
hydrogen is described both from a technical and an economic point of 
view. Pilot-plant and modeling results are tools in the analysis. The 
conversion is cmied out in two major process steps. The first step or 
"pre-treatment" step is based on pyrolysis and results in an intermediate 
product, containing approximately 90% of the primary fccd, in a 
suitable physical form for the second step. This second step is 
Texaco's high-temperature, high-pressure gasifier which is based on 
partial oxidation and converts the organic components to synthesis gas 
(CO and H2).Total thermal conversion efficiency for waste to 
hydrogen is found to be a strong function of feedstock quality. For 
typical MSW feedstocks, an efficiency of 4MM is predicted for an 
integrated process. Fossil-fuel feedstocks such as waste plastics and 
m p  tires result in efficiencies of the order 6040%. The cost of 
produced hydrogen is approximately $15/GJ for typical MSW with a 
tipping fee of $5O/ton, but drops to $6/ton for high-plastics waste that 
cany a tipping fee of $100/ton. 

INTRODUCTION 

Development of the technology necessary for conversion of waste feedstocks to hydrogen 
has the potential to address a number of economic, environmental, societal and resome 
issues. A path for the conversion of waste to hydrogen has the potential to be economically 
advantageous because management and disposal of waste is expensive, and the fees 
otherwise required for disposal become a credit against the cost of the produced hydrogen. 
Conversion of waste to hydrogen has the environmental advantage of decreasing the 
number of future landfills needed with a concomitant decrease in the associated water 
pollution issues. 

+This wo& was performed under the auspices of the U. S. Department of Energy by Lawrence Livermore 
National Laboratory under c o r n  No. W-7405-Eng-48. 



Municipal Solid Waste (MSW) is a large, growing, and little-used energy resource. 
Approximately 210 million tons of MSW are produced annually in the United States, and 
the vast majority of this (70%)1 eventually winds up in landfills. The main component of 
MSW is cellulose making MSW a predominantly renewable energy source. However, the 
plastic component of MSW, currently at 9.5 wt% as a national average, has seen its share 
increase over time. The plastic component of MSW is very important for two reasons: (1) 
its higher heating value is roughly double (40 MJ/kg) that of cellulose (20 MJ/kg) making it 
a high-energy material in the MSW context, and (2) plastics do not compost in contrast to 
the cellulose component of MSW (Composting is a treatment that can reduce the volume of 
MSW before landfdl disposal). 

Other waste feedstocks of considerable importance are automobile shredder residue (ASR) 
and scrap tires. The farmer is the residue after recyclable materials have been removed from 
scrapped automobiles and amounts to 3 million 6ns annually in the United states2 most of 
which ends up in landfills. ASR is roughly half plastics and half inmganics giving it a 
heating value of approximately 20 MJkg. ASR amounts are predicted to increase with time 
because of automobile manufacturers increasing use of plastic components. Scrap tires 
amount to approximately 3.5 million tons annually in the United states3 with a higher 
heating value of about 30 MJ/kg. 

Our objective in this study has been to investigate a realistic process for conversion of these 
waste materials to hydrogen and environmentally acceptable by-products. Such a process is 
presented in this paper. Its conversion efficiency (higher heating value of hydrogen 
producthigher heating value of feedstock) is of the order 50% but dependent on feedstock 
heating value; higher-heating value feedstocks lead in general to higher efficiencies. Since 
MSW, ASR and scrap tires form a total U.S. energy resource of about 100 GWt (t for 
t h d  energy) a potential some of 50 GWt of hydrogen exists in materials that carry 
negative value (so-called "tipping fees"). This amount of hydrogen would, for example, be 
sufficient to fuel 100 million fuel-cell vehicles with an assumed equivalent fuel efficiency of 
80 miledgallon and an assumed daily use of 25 miles. 

PROCESS 

The conversion process is based on Texaco's proven gasifier technology including 
associated gas cleanup and hydrogen separation processes. The primary technical challenge 
is the pre-treatment of the waste feedstock into a form suitable to use as feed to a Texaco 
gasifier. The Texaco gasifier has several advantages: 1) Oxygen is used as the oxidant, 
resulting in no dilution and no formation of NOx; 2) hazardous metals contained in the 
feedstock are sequestered by the non-leachable slag 3) the high temperature of the gasifier 
also insures the complete destruction of hazardous organics; 4) the process is c o r n m e ~ y  
proven technology for hydrogen production. 

Fig. 1 shows schematically the process on a relatively small (but still commercial) scale of 
100 ton/day of waste feedstock. The pyrolyzerJsand heater are the central processing units 
of the pre-treatment section which has been the focus of the process development work. 
The balance of the process starting with the high-temperature gasifier is commercially 
available technology. As shown in Fig. 1, the main characteristic of the pre-treatment is the 
separation between pyrolysis and combustion by recycling hot sand to the pyrolyzer for 
direct contact with waste feedstock. This results in pyrolysis of the feedstock without 
diluting the product gas with combustion products, and without volatilizing hazardous ash 
components. Combustion is required in the process to meet heating demand and is d e d  
out in a separate vessel, and is thus decoupled from the actual conversion of the feedstock. 



A modest amount of the waste fuel feed (-10%) is used for satisfying the pyrolyzer 
heating demand resulting in a modest amount of flue gas. This flue gas is one of the by- 
products of the process together with non-leachable slag, sulfin, ammonia and undiluted 
C@. Most of thc C@ by-product (-90% of feed carbon) is in a pure state allowing easy 
transport from the plant for use or disposal. Except for NH3, the amount of ash, S, and 
HQ are stoichiometrically equal to the feedstock contents of the corresponding 
constituents. In the case of NH3, most of the feed nitrogen is converted to N2 with a 
relatively minor portion going to NH3. 

The distribution of metal-containing inorganic contaminants of the feedstock between the 
slag and the gas scrubber liquid has not yet been determined in pilot-plant studies. Oxides 
of non-volatile mtals such as Fe, Cu, Ni, and Q are expected to be heavily concentrated in 
the slag. Volatile metals such as Pb, Hg and Zn on the other hand, are expected to be 
captured in t i  gas scrubbing step and be transferred to the scrubber solution. The metals 
are subsequently precipitated out from the scrubber solution as part of the water treatment 
section which is a necessary process step. 

The specifics of the developed waste pre-treatment process are shown in Fig.2. Feed enters 
the pyrolysis side of the process together with hot recycle sand. Gas and solid products 
leave the pymlyzcr separately. The solid product containing the coded-down sand is fed to 
a classification step where large feed-derived char and ash are separated from the fine-grain 
sand. Some he-grain char remains with the sand that continues to the combustor section. 
The combustor section is a lift-pipe furnace that contacts the char-containing sand with air, 
or possibly a mixture of steam and oxygen because the gasification section uses oxygen 
(Use of oxygen results in a much smaller flue gas volume). An additional fuel for the lift- 
pipe combustor is the non-condensible gas from the pyrolysis section. Feed-derived ash is 
separated from sand befare the sand is recycled to the pyrolyzer as heat transfer medium. 
The flue gas is sent to a scrubbing unit whose scrubber solution side is co~ected to the 
lnain scrubber circuit operating in the gasifier section of the plant 

Typical operating temperatures for the pyro1yzer and combustor outlet are 50O0C and 85OOC 
with a sand recycle rate about double the rate of waste feed. The combustor outlet 
te- is determined by the fuel rate to the combustor which is a combination of fuel 
gas fkom the pyrolyzer and pyrolysis residue or ''char" contained in the sand. PyroIyzer 
temperature is set by the sand recycle rate and kept around 500°C for the purpose of 
minimizing he1 gas yield (This gas has a heating value of only 15 MJ/kg because of high 
C@ content). Fig3 shows the relationship between pyrolyzer temperature, combustor 
temperature and recycle ratio. 

The 1 ton/&y pre-treatment pilot plant in operation at the Lawrence Livermore National 
Laboratory uses a simple moving bed pyrolyzer of 20 cm diameter. Consequently, the 
pilot-plant feed particle size is limited to a mxixnmaximum of about 2 cm. Scaleup of the process 
will require a significant increase in the maximum particle size. This will be accomplished 
by using a rotating drum pyrolyzer on a commercial scale. The rotating drum provides 
mechanical mixing between feed material and recycle sand as well as size reduction of the 
feedstock because of the grinding action of the solids flow. This type of pyrolyzer will be 
used on the next pilot scale which is approximately 10 tons/day. 

Typical yields from the 1 ton/day pilot plant operation are shown in Table 1. The char 
yields given in this table have been corrected because the heat loss in this small plant are 
atypically large (Char amounting to 9 WFXO of feed was in fact burned but one third of this 
was expended to satisfy heat losses that are not present in larger plants). From a process 
point of view, the gas product which in terms of Btu content can satisfy the heat 



requixement is the preferable combustor fuel. The 1 ton/day pilot plant does not have this 
process option but the next scale will include this significant process improvement. 

The 1 ton/day pilot plant facility includes an off-line grinding facility which corresponds to 
a wet ball mill facility for a full-scale plant. In the grinding step the char and liquid 
components are combined to farm a sluny for feed to the high-temperature gasifier. The 
woodderived char and liquid products produced a slurry of 17 MJkg heating value and an 
acceptable particle size distribution with a relatively modest expenditure of energy (of the 
order 10 kWhe/ton dxy material). 

Since only a small percentage of the primary feedstock is consumed in the pre-treatment 
process the resulting slurry will have the same heating value as the feedstockThe product 
yields of liquid, solid and gas from pyrolyzed plastics are quite similar to those of 
cellulose4. However, the liquid product composition is very different for the two feed 
types: Cellulose produces a liquid that contains about 50% water whereas plastics produce 
a liquid of organic compounds. Hence, plastic components in the feedstock will greatly 
haease the heating value of the sluny. 

GASIFICATION PROCESS MODEL 

Using the ASPEN PLUS simulator, a process model encompassing both pre-treatment and 
gasification has been developed. This model provides a means of evaluating the overall 
process with respect to major inputs and outputs and changes in operating strategies. 

The gasifier model is based on chemical equilibrium calculations. Instead of attempting to 
model every reaction that actually occurs during gasification (which could be 50 or more), 
requhing detailed infomation on the kinetics of the reactions, reactor geometry and other 
parameters, the gasification process is modeled as a set of five reactions which approach 
equilibrium at the reactor temperature; thus, the gasifier output depends chiefly on those 
variables which affect chemical equilibrium: material inputs, temperature, and 
This is an approach that has been used in other models with acceptable results f-- 
The gasifier model has been implemented in ASPEN Plus using two separate unit operation 
modules, though the physical gasifier is a single unit which also contains a quench 
r e m o i .  at its bottom (not discussed here, and modeled as a separate section of the 
process). The first of the two ASPEN modules transforms the "non-conventional" MSW 
(lacking consistent chemical structure) into a stream of conventional components which can 
be manipulated by ASPEN Plus in traditional chemical process calculations in order to 
simulate the reactions within the gasifier. The second module accomplishes this laner task 
by modeling the gasification process as five chemical reactions which approach equilibrium 
at the gasifier temperature. 

The following are the considered reactions: 

2) CO + I320 <--a H2 + C02 (Water -gas shift reaction) 

3) (34 + H20 <---> 3 H2 + CO (Steam reforming reaction) 



C12 + H2 <---> 2 HCl 

It is assumed that the small amount of nitrogen leaves the reactor as N2, although in reality 
some NH3 is formed. 

Table 2 shows the results of a comparison between model and experiment using Illinos#% 
caal as fced The result is that the Texaa, gasifier is modeled with acceptable accuracy 
using a single fitted temperature approach to chemical equilibrium for the water-gas shift 
reaction. This fitted temperature is 1 17g°C, or an approach of -137OC, for the case in Table 
C)  

Using the gasifier model with MSW feed some important differences relative to coal are 
observed. Since the MSW-based slurry even with pre-treatment contains more water than a 
coal slurry, more heat is needed to bring the sluny up to gasifier temperature. Hence more 
fuel must undergo oxidation to C@ in order to produce the necessary heat, and thc 
products have a CO/C@ ratio lower than that of the cod case. The end result is an overall 
efficiency, defined as energy content of the hydrogen product over the energy content of 
the feed that is pocmr for MSW than for coal. 

Fig4 shows two performance m d c s  for the process (efficiency and oxygen consumption) 
as a function of feedstock energy content. The curves wne calculated using the full 
ASPEN Plus model and a series of MSW and plastic mixtures. MSW by itself is 
charact- by thc a feed of 1 2 W g  higher heating value. Typical raw MSW contains 
25% water and 18% "ash" but the shredding and metals removal step is assumed to remove 
half of the ash. The remainder, at 25% moisture and 9% ash content, is assumed to be the 
f d  to the pyro1yzer pre-treater. Fig.4 shows that the overall process efficiency is no more 
than 44% for the MSW feed. With a plastic enriched feed stream, the efficiency rises 
significantly. Hence, waste plastics (or scrap tires) are deskable feedstocks for the 
hydrogen production p e s s .  This result shows quantitatively how difficult it is for 
renewable feedstocks to displace fossil feedstocks. The underlying cause is the high 
wntent of both water and Eue1-bound oxygen that must be heated a gasification 
temperature leading to high C@ yields from the gasifier. The gasifier oxygen consumption 
is also plotted in Fig.4 showing explicitly the high consumption of 0 2  for the lean 
feedstocks. 

Fig.4 also includes efficiency calculations for the hypothetical case of a gasifier without 
pre-treatment (hypothetical because the physical form of the feedstocks prevents their 
introduction to the injector nozzles of the high-pressure gasifier). It is important to note that 
the efficiency penalty for the pre-treatment section can be as low as 5-6 percentage points. 
However, this assumes highly efficient air preheating against the hot flue gases. In reality 
a large-surface air pre-heater may be uneconomical and a somewhat higher efficiency 
penalty may be optimal (such as the 10% penalty quoted in the process section). 

PROCESS ECONOMICS 

The economic evaluation of the process from a commercial perspective is one of the main 
objectives of this research. It will continue as the pre-treatment process is scaled up and 
integrated with gasification on the next scale. At present, a preliminary cost analysis has 
been perfarmed with results that provide an economic comparison between the process and 
competing alternative processes. 



Estimated costs of the pre-treatment section that processes raw MSW into a pumpable 
sluny, depending of assumptions, currently range from $35-50 per ton of MSW 
processed. About half the cost is related to capital equipment with a total cost of $100M for 
a large commercial scale (2500 ton/day). The assumed pyrolyzer is a directly-heated rotary 
dnua The final cost of the sluny is a function of the processing costs and the tipping fee 
obtained for disposal of the MSW. The average tipping fee for MSW in the United States is 
$57 but it has a b a d  range from $lO/ton to $195/ton in some metropolitan areas6. 

To translate the cost of the slurry into a final hydrogen cost, a simple cost farmula was 
developed based pamarily on the work of Larson and ~atofs~y7.  They estimate costs for 
production of hydrogen by gasification of biomass and present results in simple farmulas 
which include a linear dependence on feedstock costs. Their approach is extended here in 
several ways. First, a factor explicitly accounting for the cost of oxygen in the gasification 
process is included. The motivation for this is the fact that gasification of MSWderived 
sluny is below the optimal slurry heating value for the gasification process and hence 
requires more oxygen. Non-optimal slurry properties also lead to greater gas Wughputs 
per unit of hydrogen production. Throughput effects are approximated by scaling the fixed 
part of the cost with a measure of gasification efficiency. In addition, the amount of 
hydrogen produced per unit of feed to the gasifier is made a function of the quality of the 
feed, as measured by its heating value. Finally, the cost of the feedstock is broken down 
into two components, the cost of MSW-derived slurry and the cost of a cofeed. The 
resulting formula for the hydrogen cost is obtained as 

where P is the hydrogen cost ($/GJ-H2), S is the cost of the MSW slurry after 
pre-treatment ($/ton), F is the cost of cofeed ($/ton), and q is the fraction MSW slurry in 
the combined feed. a is the feed consumption parameter (ton/GJ-H2) and y is the oxygen 
utilization efficiency (m0l-H2/moll-O2). The last two parameters are functions of the 
efficiency of the gasification process which in turn is a function of the overall effective 
heating value of the gasifier feed. 

Using the efficiency and oxygen demand relationships of Fig. 4, Fig. 5 is obtained from 
relationship (1) with an assumed tipping fee of $Solton. For MSW alone, at 12 MJ/kg, the 
cost of hydrogen is estimated to be $15 per GJ of H2 (based on a heating value of 142 
MJ/kg of Hz). This result means that hydrogen production costs from MSW via the - - 

proposed process are similar to those f& coal derived hydrogens. For slurries with higher 
heating values, obtained either by adding a cofeed such as waste motor oil, or using a 
plastics-enriched MSW, lower costs are possible. With plastics amounting to half of the 
plant's feedstock and a tipping fee of $100/(ton of combined feedstock) the H2 production 
cost drops to $6/GJ of H2 which is competitive with the cost of hydrogen produced from 
natural gas also estimated at $6/GJ. 

CONCLUSIONS 

Conversion of municipal solid waste and other waste feedstocks to hydrogen is carried out 
in two major process steps. The first step or "pre-treatment" step is based on pyrolysis and 
results in a combiied liquid/solid product containing approximately 90% of the raw feed 
but in the form of a pumpable slurry. The second or high-temperature, high-pressure 



gasifier step is based on partial oxidation and converts the organic components of the slurry 
to synthesis gas (CO and H2). This processing step is a cornmercid process and SO are the 
subsequent steps of the process. The fmal product is hydrogen that is separated from a 
mixture of H;? and Cm (The CO;! is a pure by-product). Total conversion efficiency 
(heating value of hydrogen productheating value of feedstock) is a strong function of 
feedstock qualiv, the higher the feedstock heating value the higher the efficiency. For 
typical MSW feedstock an efficiency of 44% is predicted for an integrated process. Fossil- 
fuel feedstocks such as waste plastics and smp tires result in efficiencies of the order 60- 
70%. Co~irmation of these efficiency results for an integrated commercial-scale p e s s  
with the different feedstocks is a major objective in future scaleup work. 

The cost of produced hydrogen is also a strong function of feedstock quality. Among waste 
feedstocks MSW proved to be the most difficult both frmn a technical and econornic point 
of view. At a tipping f e  (negative cost) of $50/ton which is close to the U.S. average, the 
cost of MSWderived hydrogen proved similar to coal-based hydrogen costs, or 
approximately 15/GJ. In today's energy markets hydrogen from natural gas is about a 
fwtor of tweand-half less expensive. To compete with natural gasderived hydrogen at 
$WJ, the developed process must be fed with a waste stream of a minimum heating value 
around 25 MJ/kg which implies a large fossil-fuel component such as waste motor oil, 
waste plastic or scrap tires. In addition, this high-energy content feedstock must also carry 
a tipping fee of the crder $100/ton for the product hydrogen cost to be W J .  
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Table 1. 1 Ton/day plant product yield distribution based on wood feedstock 

Product 
Liquids 
Char produced 
Char burned 
Gas 

wt% of feed 
48 
17 
6 

29 

Table 2. Gasification model result compared with experimental results obtained by 
gasifying Illinois#6 coal in Texaco gasifier 

. . ndlaons Model matching conditions - - 

G&er te- 1316OC Water-gas shift reaction approach -137OC 
Gasifier pressure 4.08 MPa Heat losses, % of feed HHV 3.3 % 
Coal sluny feed 62.5 ton/h 
Slurry water content 33 wt%o 
Oxygen feed rate 35.8 ton/h 

Component Synthesis gas composition Experimental synthesis gas 
by model composition 

H2 29.79 29.8 
CO 41.73 41 .O 
c@ 9.46 10.2 
N2 0.95 0.8 
H2s 1.03 1.1 
COS 0.05 0.0 
H20 16.95 17.1 



FIGURE CAPTIONS 

Fig. 1 Process for conversion of waste to hydrogen on a small commercial scale 
( 1 00 todday ). 

Fig.2 Pretreatment step on a pilot-plant scale (1 ton,/&y) 

Fig.3 Locus for 500°C pyrolyzer temperature. Sand temperature is equal to combustor 
outlet te-m. 

Fig.4 Rocess efficiency and gas- oxygen demand as fimctions of feedstock 
heating value. 

Fig.5 Hydrogen cost as a function of feedstock heating value on large commercial scale. 
Assumed tipping fee (negative feedstock cost) $50/ton and cost of capital 15%. 









Production of Hydrogen from Biomass 

by Catalytic Steam Reforming of Fast Pyrolysis Oils 

Dingneng Wang, Stefan Czemik, and Esteban Chomet* 
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National Renewable Energy Laboratory (NREL) , Golden, Colorado, USA 8040 1 

Abstract 

Hydrogen is of sca t  intcrcst ns the cleanest fuel for power generation using fuel cells and for 

transportation. Biomass can be therrnochemically converted to hydrogen can be carried out via two 

distinct stmtegics: (1)  gasification followed by shift conversion, and (2) fast pyrolysis of biomass 

followed by catalytic stcam rcfoxming and shift conversion of specific frictions. 

This paper psents  the lattcr routc. The process begins with fast pyrolysis of biomass to produce 

bio-oil, which (as a wholc or its sclcctcd fractions) can be converted to hydrogen via catalytic 

steam reforming followcd by a shift conversion step. Such a process has been demonstrated at the 

bench scale using modcl compounds and the aqueous fraction of poplar oil with commercial nickel- 

based steam-reforming cmiysts. Hydrogen yields as high as 85% of the stoichiometric value have 

been ob~dined. Initial catalyst activity can be maintained through periodic regeneration via steam or 

=rbon dioxide (CO,) gasification of the carbonaceous deposits. 

'Author to whom 1111 comspondcncc should be addressed: Professor Esteban Chomet. National 

Renewable Energy Laboratory, 16 17 Cole Boulevard, Golden, CO 80401. Phone: (303) 384- 

6 1 24. Fax: (303) 384-6 103. c-mail: chomete@ tcplink.nre1 .gov. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 



Numerical Simulation of Vortex Pyrolysis Reactors for Condensable 
Tar Production from Biomass 

RS. MILLER and J. BELLANT 

Jet Propulsion Laboratory, California Institute of Technology, Pamdem, CA 91109-8099 

A numaid sludy is performed in order to evaluate the pcrformuvx and optimal operatiQg conditions af 
vortex pyrolysis nactoa used for condensable rn production from biomass. A derailed mnthematical d l  
of porous biomass particle pyrolysis is coupled with a compressible Reymlds stress tmmpoa model for 
the tuxbulcnt reactor swirliqg flow. An initial evaluation of particle dimensionality effects is made h u g h  
compaisons of single- (ID) and multidimensional particle simulations anti reveals that the 1D particle 
model results in conservative estimates for total pymlysis cornenion tims and tar co11don The obscxvcd 
deviations arc due pndomimaly to geometry effects while dindional effects from tbtrmal condmivity 
aad permeability variations are nAatively small. Rapid ablative particle b t h g  rates ~ l l e  attributed to 
a mcbanical fkagmstation of the biomass paxticles that is modeled using a critical pomsity for matrix 
breakup. Optimal tbermal conditions for tar production an &sewed for 900K. EEccts of biomass idmbity, 
particle size distniution, and rtactor gcomtry and scale are discussed. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 



SORPTION ENEIANCED REACTION PROCESS (SERP) 
FOR THE PRODUCTION OF HYDROGEN 

J o  Hufton, S. Mayorga, T. Gaffhey, So Nataraj, S. Sircar 
Air Products and Chemicals, Inc. 

Allentown, PA 18195 

Abstract 

The Sorption Enhanced Reaction Process (SERP) is a novel process that is being developed for 
the production of lower cost hydrogen by steam-methane reforming (SMR). Phase I of the 
APCYDOE SER project has been completed. An effective CO, adsorbent, E-4, has been 
developed which exceeds the goals stated at the beginning of the APCIDOE program. In 
addition, the adsorbent is compatible with the SER catalyst and the active ingredient is not 
leachable in a steam environment. Production of this material has been scaled up to the kg range. 
A second family of high temperature CO, adsorbents has been identified. A representative of 
this class, H-2, exhibits a much higher CO, adsorption capacity than material E-4 at 350-400°C 
and in the presence of steam. 

The H,-SEW concept has been demonstrated in laboratory-scale equipment. Best pedomance 
thus far was obtained for a 1:3 adsorbent (E-4) / catalyst system operated at 450°C, 55 psig, and 
with a feed consisting of 11 % CH, / 89% H,O. For a 95% H, product, the methane conversion 
for the H,-SEW system was 68%. The thermodynamic limit for the conversion and H, purity of 
a conventional catalyst-only system operated at these conditions is only 34% and 57%, 
respectively. 

Economic analysis of a preliminary H,-SEW design suggests that it can produce H, at a 
significantly lower cost than conventional reforming at a production rate of 2.5 MM SCFD. 



Introduction 

Energy needs in the long-range future will have to be obtained fiom renewable sources, for 
example sunlight. Hydrogen has been proposed to be an ideal energy carrier in this case since it 
is nonpolluting, does not contribute to global warming, and is regenerable fiom water with 
energy input. Before this type of energy economy dominates, though, there will be a transition 
period during which fossil fuel-based energy sources will be phased out. It is during this time 
that H, production fiom petroleum-based feedstock will be needed in order to spur development 
of the required H, supply infrastructures and energy conversion devices (e.g., electrolysis and 
photovoltaic units, fuel cells, etc ...). Steam methane reforming, currently the most efficient, 
economical, and widely used industrial method for producing hydrogen (Yiiriim, 1995), will 
likely be used to supply a large fraction of this hydrogen. The goal of this work is to develop an 
even more efficient process for reforming steam and methane to hydrogen product than the 
conventional SMR process. 

Novel Sorption Enhanced Reaction Process 
The concepts based on Le Chatelier's principle are very well known [Gluud et al., 193 11, namely 
that (a) the conversion of reactants to products, and (b) the rate of forward reaction in an 
equilibrium-limited reaction can be increased by selectively removing some of the reaction 
products fiom the reaction zone. Numerous applications of this concept using fixed bed, 
continuous countercurrent moving bed, and simulated countercurrent moving bed 
chromatographic reactors have been published. The detailed review of the literature is given 
elsewhere [Carvill et al., 19961. 

In the proposed sorption enhanced reaction process for H, production (H2-SERP) the 
conventional steam methane reformation reaction is carried out: 

The reactants, steam and methane, are fed at 300-500°C and 50-250 psig into a reactor 
containing an admixture of reforming catalyst and an adsorbent for removing carbon dioxide. A 
reactor effluent consisting of essentially pure hydrogen (98+%) is produced during this step. 
Once the adsorbent is saturated with CO,, it is regenerated in situ by using the principles of 
pressure swing adsorption. Several patent applications for the process and process integrations 
have been filed with the United States Patent Office by Air Products and Chemicals, Inc. [Sircar 
et al. 1995, Anand et al., 1995, Hufton et al., 1996, Nataraj et al., 19961. 

The key benefits of producing H, by the present concept are: (i) reformation at a significantly 
lower temperature (300-500°C) than conventional SMR (800-1000°C), while achieving the same 
conversion of methane to hydrogen, (ii) significantly lower capital cost, (iii) production of 
product hydrogen at reactor pressure (200-400 psig) and at 98+% purity directly fiom the reactor, 
(iv) significant reduction or even elimination of downstream hydrogen purification steps, (v) 
reduction~elimination of CO as a by-product, (vi) minimization of side reactions, e.g., coking, 
and (vii) potential reduction of the excess steam used in conventional SMR. 



A comparison of the conventional S M R  process and the proposed H,-SER process is shown in 
Table 1. 

Table 1. Hz-SERP vs Conventional SMR for R2 Production 

Conventional SER Goals 
Operating Temperature 800- 1000°C 300-500°C 
CHq to H2 Conversion 80-85% 90+% 
Reaction Product Composition 73 -7% H2 +9.4% C02+ 98+% H2 

12.0% C0+4.8% Cm 
(Dry Basis) 

Product Pressure 200-400 psig 200-400 psig 

The steps for the direct production of essentially pure H, by the cyclic H2-SEW are shown in 
Figure 1 and are described below: 

1. sorption-reaction step: The reactor is initially presaturated with a portion of the product H, at 
the desired reaction temperature and pressure. Steam and methane at a prescribed ratio (e.g., 
2: 1) are fed to the reactor and an essentially pure H, product (>98% purity) is collected as the 
reactor effluent. The reaction step is continued up to the point when the H, purity in the 
product decreases to a preset level. The feed is then diverted to a second identical reactor. 

2. depressurization step: The reactor is countercurrently depressurized. The effluent gas can be 
recycled as feed to another reactor or used as fuel. 

3. purge step: The reactor is countercurrently purged with a weakly adsorbing gas such as 
methane to desorb the C 4 .  The desorption pressure may range between 0.2 and 1.1 
atmospheres. The desorbed gas consists of CH,, CO,, H, and H20 and is either separated for 
recycle of the CH, purge gas or used as fuel. 

4. product purge step: The weakly adsorbing purge gas (CH,) is countercurrently displaced 
from the reactor with product Hz. The displaced CH, is recycled as purge gas or used as fuel. 

5. product pressurization: The reactor is countercurrently pressurized to the reaction pressure 
with pure Hz. At this point, the regeneration of the reactor is complete and it is ready to 
undergo a new cycle. 

APCyDOE Program Goals and Milestones 
The key program goals and milestones for the cooperative APCIlDOE SER Project are listed in 
Table 2 along with the focus of the experimental program for 1995-1 999: 



Table 2. Program Goals and Milestones 

Promam Goals 

Sorbent Development 

SER Process Demonstration 

Economic Evaluation 

Process Development Unit Design 

Process Development Unit Construction / Operation 

Milestones 

1995- 1997 

1996- 1997 

1996- 1999 

1997- 1998 

1998- 1999 

The key goals for the first phase of the program are to: 

(i) Develop a CO, sorbent which is stable in the presence of high partial pressures of steam and 
maintains the desired CO, adsorption capacity under cyclic pressure swing conditions at 
300-500°C. 

(ii) Demonstrate the H2-SERP concept in laboratory-scale process equipment. 

(iii) Estimate fust-pass economics to demonstrate the commercial attractiveness of H2-SERP. 

Phase I was recently completed and the results of this work are summarized in this document. 

Experimental 

The development of CO, sorbents for H,-SERP has involved the synthesis, characterization and 
performance evaluation of a number of different families of sorbents. Three major experimental 
units have been constructed in-house for the exclusive purpose of these measurements. A TGA 
unit was used to determine the CO, working capacity under dry conditions and in the presence of 
low partial pressures of steam. The mass of the solid adsorbent is monitored as it is repetitively 
exposed to CO, (or a CO, 1 H20 mixture) followed by N2. In addition to its extensive use as a 
quick screening tool, this unit was recently modified to permit accurate measurement of dry CO, 
adsorption isotherms at 300-500°C and under very low CO, partial pressures. Measurements of 
the CO, adsorption capacity expected in the H2-SERP system were made with the Binary 
Desorption Unit (BDU). In addition to CO,, up to 10 atm of steam can be tolerated with this unit 
at 300-500°C, and both the CO, and H,O adsorption capacities can be evaluated. A schematic of 
the BDU was previously provided by Anand et al. (1996). The stability of the adsorbent under 



static hydrothermal conditions was evaluated with the Hydrothermal Stability Testing Unit 
(HSW). 

A 1" laboratory hydraulic Bonnot Extruder was also installed for the extrusion and pelletization 
of sorbents. Pelletized adsorbents are required for SER process testing and analysis in the BDU 
and HSTU. 

An existing experimental apparatus constructed, with Air Product funds, for the investigation of 
another SER application was modified for performing steam methane reforming experiments. 
Steam generation and handling systems were added, the analysis systems were modified, and the 
additional safety issues were addressed. A ventilated reactor charging unit was also constructed 
for safely loading and unloading carcinogenic catalyst fiom the reactor. A simplified schematic 
of the process test unit was presented by h a n d  et al. (1996). The unit is capable of numi.ng in 
only a single-step mode rather than the fully cyclic mode of an industrial unit. The reactor 
dimensions are 3.8 cm ID and 177.8 cm long and it is housed in an electrical furnace. Steam is 
generated by vaporizing liquid water which is then mixed with methane and fed to the reactor. It 
is also possible to purge the reactor countercurrent to the feed direction with inert gas. The 
reactor pressure and temperature, and the effluent gas flow rate and composition are monitored as 
a function of time during an experiment. Analysis of these parameters pennit characterization of 
the performance of the process. 

Results and Discussion 

High Temperature Sorbents for CO, 
The following criteria were developed for an acceptable CO, sorbent for performing steam- 
methane reforming by the SER concept: 

(a) C 4  working capacity > 0.3 mmole/g at 300-500°C in the presence of steam at high partial 
pressure (P,,) and at low partial pressures of CO, (P,, 0.1 to 1 atm ; (P,,)/(P,3 > 20); 

(b) Fast ad(de)sorption kinetics for CO, at reaction and regeneration conditions; 
(c) Stable CO, sorption capacity after repeated sorption/desorption cycles; 
(d) Adequate mechanical strength after cyclic exposure to high pressure steam; 
(e) Readily scaleable method for producing C02 sorbent in larger quantities; 
(f) Environmentally benign sorbent and support. 

During the first year of the APCIDOE program, several families of CQ sorbents (both 
supported and unsupported) were prepared and evaluated. Details of this work can be found in 
Anand et al, (1996). The preferred adsorbent, referred to as E-4, was demonstrated to possess 
adequate CO, working capacity in dry C 4 .  It also appeared to be hydrothermally stable since no 
loss of adsorption capacity for dry C 4  was detected after extensive steaming (30 days) of the 
adsorbent. An adsorption isotherm was measured for 4.6 atm CO, in 10 atm H20 which clearly 
indicated that the presence of excess water would not disrupt the CO, adsorption. Information 
regarding the kinetics of adsorption/desorption of CO, from E-4 were obtained fiom column 



breakthrough measurements. The adsorption/desorption rates were found to be relatively fast. 
The highlights of the second year of materials development are outlined below. 

An exhaustive study of the cyclic CO, working capacity of E-4 in the presence of 0.3 atm CO,, 
10 atm steam at 4OOoC was carried out with the BDU. The CO, capacity initially decreased and 
then stabilized at 0.45 mrnolelg (Figure 2). This final capacity is above the initial target of 0.30 
mrnolelg. 

Two issues regarding stability of the E-4 1 catalyst system were investigated. The first study was 
to determine if the active ingredient of the adsorbent was mobile under reaction conditions. 
Thermodynamic calculations suggested that it was not. A column packed with adsorbent was 
steamed at 4000C for 72 hours and the solid-phase composition of active ingredient was 
measured along the length of the column. There was no change in the distribution of active 
ingredient, thus confirming the thermodynamic results. A second experiment was conducted to 
determine if the catalyst and adsorbent were compatible, i.e., would one poison the other. A 
mixture of the two solids was packed into a column and subjected to simulated reaction gas (1 
atm CO,, 10 atm H,O, 400C) for 72 hours. The activity of the catalyst and the CO, adsorption 
capacity of the adsorbent did not change after this treatment. The materials appeared to be 
completely compatible. 

The production of the E-4 material was scaled up to the kg range, and a total of five kilograms of 
adsorbent were prepared for process testing. 

Further study of the degradation of the CO, adsorption capacity of E-4 upon exposure to steam1 
CO, (Figure 2) led to the identification of an entirely new family of high temperature CO, 
adsorbents. These were based on mixed metal containing precursor salts and are referred to as 
materials H 1 -H5. Adsorbent H-2 and H-3 showed particularly interesting adsorptive properties. 
Adsorbent H-3 had an initial reversible dry CO, adsorption capacity of > 12 mmole/g at 375"C, 
which was a factor of ten greater than that of E-4. This adsorbent (H-3), however, was unable to 
maintain its high capacity in the presence of moisture. Adsorbent H-2 was evaluated to have 
reversible CO, capacities as high as 3 mmole/g. The working capacity of an extruded sample of 
H-2 leveled-off around 2.5 mmoleslg after 20 adsorptiorddesorption cycles (dry). Further testing 
demonstrated that this material was capable of adsorbing CO, even in the presence of 10 atm of 
steam, and that the adsorbent was stable in this environment. The material yielded a CO, 
working capacity of 1.1 mmolelg after 12 cycles of BDU runs with 0.3 atm CO, and 10 atm 
steam at 375°C. These results are presented in Figure 2 along with the data for material E-4. The 
CO, adsorption capacity for H-2 was found to be strongly temperature dependent; it decreased by 
66% when the temperature was increased from 375 to 450°C. Current efforts with this material 
are focused on the measurement of the CO, isotherm shape, particularly in the range of low CO, 
partial pressures (with the modified TGA unit). This new adsorbent has the potential to 
significantly improve the CO, capacity of the SER reactors, which would decrease their size and 
cost. 



Two materials-oriented patent applications were filed this year. The fust (Nataraj et al., 1996) 
described' material E-4 and how it fits within the H2-SERP concept. The second (Mayorga et al., 
1996) encompassed modified aluminas as SER adsorbents (B 1-B7 and C1-C5). An invention 
disclosure has been submitted for the H-family adsorbents. 

Hz-SER Process Experiments 
The goal of this work was to experimentally demonstrate the concept of H2-SEW, i.e., observe 
enhanced conversion of methane during an SER reaction step. A reactor was packed with a 1:l 
mixture of adsorbent E-4 and commercial pre-refonner catalyst and reduced in H, at 450°C. The 
reactor was then cooled to 350°C, filled with pure H, to 55 psig and fed a gas containing 20% 
methane / 80% steam. The mole fraction of hydrogen in the effluent gas was initially high as H, 
fiom the void space of the reactor was removed. It then dropped and varied from 55 to 80%. 
The only other species in the effluent gas was methane; carbon oxides were not detected during 
this particular experiment. Integration of the effluent compositions and flow rate led to the 
evduation of the CH, conversion and the average mole hction of H2 in the product. The former 
is actually a combination of the conversion and the recovery and is evaluated as the net amount 
of product hydrogen (total hydrogen out of the reactor minus the amount needed to initially 
pressurize the reactor) divided by the total amount of methane fed to the reactor. The average 
hydrogen mole fraction in the product was determined by assuming that all of the gas exiting the 
reactor was collected and mixed. The SERP unit yielded a CH, conversion of 30% and an 
average H, product purity of 70%. These values are both higher than would be expected fiom a 
catalyst-only reactor operating at equilibrium (8.2% CH, conversion, 24.7% H2 purity). Thus, 
this experiment clearly demonstrates that the inclusion of a CO, adsorbent in the reactor 
substantially improves the conversion of reactants and product purity of the effluent gas. The 
SEW concept was demonstrated. 

Further experiments were conducted to assess the effect of temperature, adsorbent / catalyst ratio, 
and steam / methane ratio of the feed gas on system performance. Increasing the temperature to 
450°C improved the CH, conversion and H, product purity. The general effect of this change is 
to increase the CO, mole fraction in the gas that is passed to the adsorbent. Increasing the 
steam/methane ratio results in a similar effect, so it is not surprising that the same experimental 
observations were made. Thus, higher temperatures and higher steadmethane ratios were found 
to be desirable. Decreasing the adsorbent / catalyst ratio, i.e., going to a catalyst-rich system, did 
not appreciably change the effluent gas composition history. Thus, there was no effect on H, 
product purity. The overall productivity of the reactor fell, though, since the total amount of CO, 
adsorbent in the reactor was reduced. 

Figure 3 illustrates the gas phase composition of the reactor effluent stream during the most 
attractive experiment conducted to date. The run was carried out with a reactor packed with a 
1 :3 mixture of adsorbent (E-4) / catalyst at 450°C, 55 psig, and with a feed consisting of 11% 
methane and 89% steam. The initial shaded area represents the amount of H, that was initially 
used to pressurize the reactor. Production of high purity hydrogen continues after this initial 
amount has exited the reactor. The effluent gas consists predominantly of H, and CH,. Carbon 
dioxide was not detected by the GC/MS until the later part of the experiment. If the reaction step 
is terminated when the average I-& product purity is 95%, then the methane conversion is found 



to be 68%. Again, this is substantially higher than the equilibrium conversion of 34% and 
product purity of 57% expected for a catalyst-only system (thermodynamic calculations). The 
SERP reactor product purity is approaching the range where further separation may be 
unnecessary for some applications, which would impart a very large economic advantage over 
conventional processes. 

Anand et al. (1996) described and illustrated a novel reactor concept for carrying out H,-SEW 
based on a shell and tube reactor system and a condensing heat transfer fluid. This configuration 
will maintain the reactor at an essentially constant temperature while simultaneously providing 
heat to the endothermic reaction zone as it travels down the length of the column. A vendor of 
the heat transfer fluid has been consulted with this application and is eager to help in 
development of the system. The upper temperature limit for application of these fluids is around 
400°C, and operation at higher temperatures will require some form of fluid reclamation. Thus, 
the most attractive SEW operation at 450 "C will be at the edge of heat transfer fluid technology. 

A patent application (Nataraj et al., 1996) was filed which thoroughly describes the H2-SEW 
concept and the function of the novel shell and tube reactor. 

Preliminary Design and Economic Analysis 
A preliminary process flow diagram was prepared for the H2-SER process using the condensing 
vapor reactor. Heat and mass balances and equipment sizes were evaluated based on reasonable 
engineering assumptions. An economic analysis of the design was performed by the APCI H2 
business area which showed that the H,-SER process can lower H2 production costs by roughly 
20 to 30% compared with conventional SMR (2.5 MM SCFD H, product). 

An existing adsorption process simulator has been modified to include reaction terms so that it 
may be used to model the performance of the SER process. 

Future Work 

Future work regarding development of the CO, adsorbent will be focused on improving the 
shape of the CO, isotherm in the presence of steam. Ideally, the isotherm would be linear while 
maintaining a high CO, capacity at a CO, partial pressure of -0.5 atrn. An adsorbent 
characterized by this type of isotherm would require a minimum amount of purge gas during the 
regeneration steps of the process, and would therefore reduce process operating costs. Material 
E-4 exhibits a relatively steep increase at low CO, partial pressures. The isotherm shape of 
material H-2 has not yet been defined and will be the topic of short-term experiments. The 
modified TGA unit will make these analysis possible and expedient. 

Efforts will also be directed towards the scale up of adsorbent production processes to the 30-50 
kg range in preparation for supplying future process testing efforts. 



The short term objective of process experiments will be to continue to explore the effects of 
various experimental parameters on process performance. An important variable of interest is 
the reaction pressure. Operation at higher pressure than 55 psig is desirable in order to minimize 
compression costs. Straightfonvard experimental modifications will be carried out to increase 
the maximum reaction pressure of the experimental system to 250 psig. 

Process experiments conducted to date have been concerned with quantification of the reaction 
step only. The adsorbent is obviously regenerable since repetitive experiments with the same 
reactor packing yield similar enhancements in CH, conversion. It is not clear, though, how much 
purge gas is needed to effectively remove enough of the adsorbed CO, &om the reactor. Insight 
into this question will be obtained by adding a more sensitive CO, detector to the reactor effluent 
and carefully quantifying the desorption steps. 

The above question cannot be fully answered even with the additional desorption experiments 
since it is not clear what the effect of residual adsorbed CO, has on the reaction step output. This 
question can only be answered definitively by conducting fully cyclic experiments with two or 
more beds at cyclic steady state. We plan on constructing such a system, in fact, it is currently in 
the design stage. The unit will be fully automated and will include all of the necessary hardware 
to repetitively perform the entire H,-SERP process. The unit will contain two reactors of 
industrially relevant size (1 -2 in ID and 10-20 ft long). The proposed heat transfer system will be 
utilized so unanswered questions regarding the heat transfer fluid can be resolved. The unit will 
also allow for the investigation of specific reaction step feed rates (or G-rates, lbmole/hr-e) 
which are of industrial magnitude and are roughly forty times greater than those used in the 
current experimental system. 

Finally, as new information regarding the process or CO, adsorbent is developed (e.g., effect of 
higher G-rates, purge requirements, improved adsorbent CO, capacities, etc.), the preliminary H2- 
SERP design will be revised and economic assessments will be refined. Parameters for the 
process simulator will be obtained fiom comparisons with lab-scale reactor data. The simulator 
will then be used to help design the industrial units. 

Summary 

An effective CO, adsorbent, E-4, has been developed which exceeds the goals stated at the 
beginning of the APCI/DOE program. In addition, the adsorbent is compatible with the SER 
catalyst and the active ingredient is not leachable in a steam environment. Production of this 
material has been scaled up to the kg range. A second family of high temperature CO, 
adsorbents has been identified. A representative of this class, H-2, exhibits a much higher CO, 
adsorption capacity than material E-4 at 350-400°C under dry gas and under steam conditions. 
This material has the potential to reduce the size of the SERP reactors. Future experiments are 
planned to investigate the shape of the adsorption isothenn for this material and to attempt to 
optimize this shape, if possible. 



The H,-SEW concept has been demonstrated. It is clear that including a CO, adsorbent along 
with the SMR catalyst enhances the methane conversion to products and improves the hydrogen 
purity of the effluent gas. The best performance thus far has been obtained for a 1 :3 adsorbent 
(E-4) 1 catalyst system operated at 450 "C, 55 psig, and with a feed consisting of 11% CH, / 89% 
H,O. For a 95% H, product, the methane conversion for the SEW system is 68%. The 
conversion and H, purity of a conventional catalyst-only system operated at these conditions is 
only 34% and 57%, respectively. Increasing the reactor temperature and steam / methane ratio 
improves the performance of the system. Future experiments are designed to extend the reaction 
step pressure range to 250 psig and to take efforts to quantifjr the desorption step. A second 
cyclic experimental unit based on two-bed operation is under design and will be used to answer 
questions which cannot be resolved with the current unit. 

A process simulator has been developed and will be applied to the H,-SERP system. Economic 
analysis of a preliminary H,-SEW design suggests that it can produce H, at a significantly lower 
cost than conventional reforming at a production rate of 2.5 MM SCFD. 
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All conventional options of hydrogen production from hydrocarbon fuel @rimarily natural gas, 

NG), e.g. steam reforming (SR), partial oxidation and autothermal reforming, involve C 4  

production at some point in the technological chain of the process. Therefore, the main problem 

remains: how to produce hydrogen h m  hydrocarbon fuels without CO, emission. The capture of 

C02 Mrn the SR process streams and its sequestration (underground or ocean disposal) is actively 

discussed in the literature. However this method is energy intensive, poses uncertain ecological 

consequences, and still does not completely eliminate CQ emission. Another approach is to 

decompose hydrocarbon fuels into hydrogen and carbon. The thermal decomposition of NG is a 

technologically simple one-step pmaxs without energy and material intensive gas separation stages 

and shows the potential to be a C0,-free hydrogen production process. The experimental results 

on the thermocatalytic decomposition of gaseous (methane and propane) and liquid mexane, 

gasoline and diesel fuel) hydrocarbons over metal-oxide and carbon-based catalysts are presented. 

Although transition metal catalysts produce gas with high initial hydrogen concentraton, their 

activity rapidly Qops due to the surface deposition of carbon. Carbon-based catalysts offer certain 

advantages over metal catalysts since there is no need for the carbon separation h m  the catalyst. 



The pyrolysis of light liquid h y m n s ,  including gasoline, over activated carbon yields 

hydrogen-rich gas (4@50%v. H3. The decompositi0n of methane in binary mixtures with saturated 

and mwmted hydrocarbons was also studied. It was found that the addition of small amounts of 

unsaturated hydroarbom (e.g. acetylene) to methane noticeably increases the steady state 

concentration of hydrogen in the effluent gas. The studied process can be the basis for the 

development of compact catalytic units far On-site pmiuction of hydrogedmethme blends from NG 

and liquid hydrocarbon fuels on gas refueling stations. The concept can also be used for a C0,-fke 

production of hydrogen for fuel cell applications. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 
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Abstract 

Glass microspheres offer a potentially amactive way of storing hydrogen at high pressure. 
For several yean researchers at Lawrence Livermore National Laboratory have studied the 
properties of microspheres for hydrogen storage. Starting in April 1997, researchers at 
Princeton University's Center for Energy and Environmental Studies began work on an 
assessment of the infiasbructure requirements for hydrogen vehicle refueling stations using 
glass mimspheres, in collaboration with researchers at LLNL. This builds on e m k  work 
by Princeton on refueling hfhstructure for hydrogen vehicles. Tasks to be performed 
under this study include the following: 

1) Carry out conceptual designs of hydrogen refueling stations using glass microsphere 
storage. Model compression and heat energy requirements for glass microsphere charging 
and discharging cycle for demands appropriate for a hydrogen vehicle refueling station. 
Size refueling station equipment including discharge vessel, hydrogen compressors, 
storage capacity, dispensers, erc. Discuss design issues for refueling station designs using 
glass miaospheres. Compare to other hydrogen refueling station options. 

2) Estimate the economics of delivering hydrogen transportation fuel to vehicles for 
refueling station designs with glass microsphere storage. Compare to other hydrogen 
refueling station options. 

In this paper, we report on our progress to date on these tasks, and outline future work. 



Introduction 

Glass microspheres offer a potentially attractive way of storing hydrogen at high pressure. 
For several years researchers at Lawrence Livermore National Labaratory have studied the 
properties of microspheres for hydrogen storage (Souers eta1 1978, Woerner et.al. 1979 
Rambach 1994, Rambach et.al. 1995,1996). Starting in April 1997, researchers at 
Princeton University's Center for Energy and Environmental Studies began work on an 
assessment of the infrastructure requirements for hydrogen vehicle refueling stations using 
glass mimspheres, in co11aboration with reseaxchers at LLNL. This builds on earlier work 
by Princeton on refueling infrastructure for hydrogen vehicles (Ogden e ~ a l  1995, Ogden 
1997, Ogden et.al. 1997). 

Tasks to be pedonned under this study include the following: 

1) Carry out conceptual designs of hydrogen refueling stations using glass microsphere 
storage. 

* Model compression and heat energy quirements for glass microsphere 
charging and discharging cycle for demands appropriate for a hydrogen 
vehicle refueling station. Size equipment needed for microsphere 
charging system (hydrogen compressors, pressure vessels, heat 
exchangers, etc.). Compare glass microspheres to other hydrogen 
storage technologies. 

rlr Consider alternative options for microsphere charging including: 

Mimspheres are charged at a remote location, delivered to the 
refueling station by truck and discharged to provide hydrogen for 
vehicles 

Microspheres are charged and discharged at the station from an 
onsite hydrogen production system or from a gas pipeline 

* Size refueling station equipment including discharge vessel, hydrogen 
compressors, storage capacity, dispensers, etc. 

* Discuss design issues for refueling station designs using glass 
microspheres. Compare to other hydrogen refueling station options. 

2) Estimate the economics of delivering hydrogen transportation fuel to vehicles for 
refueling station designs with glass microsphere storage. Consider both the capital cost of 
refueling stations and the delivered cost of hydrogen transportation fuel. Compare to other 
hydrogen refueling station options. 

In this paper, we report on our progress to date on these tasks, and outline future work. 



General Considerations: Conceptual Design of Hydrogen Refueling 
Stations Using Glass Microsphere Storage 

Here we present some general considerations for the design hydrogen vehicle refueling 
stations. 

Hydrogen demand for vehicle refueling stations 

To size the equipment needed for a refueling station, we must know the hydrogen demand 
The daily hydrogen demand for a refueling station can be estimated if the vehicle 
characteristics and average driving patterns are hown. 

Assumed characteristics for hydrogen fuel cell vehicles are sumInarized in Table 1. In 
Table 2, we estimate the number of vehicle fueled per day and the total fleet supported for a 
hydrogen refueling station dispensing 1 million scf H2/day. 

Most public gasoline refueling stations serve 80 to 1000 cars per day. A typical size for a 
transit bus garage is 60 to 200 buses. 

Based on these numbers, we assume that the size range of interest for centralized refueling 
applications is about 0.1 to 2.0 million scf of H2 per day. This would support a total fleet 
of 14 to 280 fuel cell buses or 960 to 19,200 fuel cell passenger cars. 

The hourly demand profile is also an important factor in sizing equipment. (For example, 
the station must be able to match peak fuel demands through storage capacity.) This will be 
discussed fbrther in future work. 

Description of hydrogen refueling stations with microsphere 
storage 

In all cases, we assume that the hydrogen vehicles store hydrogen onboard as compressed 
gas at 5000 psi Microspheres are used as an intermediate storage medium for hydrogen. 
That is, hydrogen is stored in microspheres (either at a remote centralized recharging 
facility or at the refueling station), and subsequently the microspheres are discharged at the 
station to provide hydrogen for vehicles. 

Two types of refueling stations are considercd: 

~r Microspheres are charged at a remote location, delivered to the refueling 
station by puck and discharged to provide hydrogen for vehicles (Figure 
I )* 

I Mimspheres are charged and discharged at the station from an onsite 
hydrogen production system or from a gas pipeline (Figure 2). 

Comparison of Hydrogen Refueling Stations with Microsphere 
Intermediate Storage vs. Compressed Gas Hydrogen Intermediate 
Storage 

A typical design for a gaseous hydrogen refueling station with compressed gas intermediate 
storage is shown in Figure 3. Here gaseous hydrogen is provided from an onsite 
production system, or via pipeline. The hydrogen is compressed into intermediate storage 



in gas pressure cylinders at 5000 psi. As vehicles are refueled, hydrogen is drawn out of 
the cylinders in turn. If necessary, the pressure from intermediate storage can be "boosted" 
back to the desired vehicle onboard storage pressure. 

One possibility for using microspheres in refueling stations is replacing compressed gas 
intermediate storage pressure vessels with microsphere-containing pressure vessels, as 
shown in Figure 2. The microspheres would stay in the pressure vessels during charging 
and discharging (except possibly during heating in an external heat exchanger). To store 
hydrogen, microspheres are heated to 250-350°C and then charged with pre-heated, 
pressurized hydrogen at pressures on the order of 5000-10,000 psi. To withdraw hydrogen 
for refueling vehicles, microspheres would be heated and hydrogen discharged. The 
hydrogen might then be compressed and possibly fed to a small buffer storage in pressure 
cylinders (to meet varying demand for fuel) before being dispensed to the vehicle. 

Comparing Figures 2 and 3, we see that using microsphere-ffied pressure vessels as 
intermediate storage would entail higher capital and energy costs than using ordinary 
compressed gas storage, because of the need to heat the microspheres and the hydrogen 
prior to charging. Moreover, there would be a time delay both on mimsphere charging 
and on discharging, which could lead to a longer refueling time than with compressed gas 
intermediate storage. 

We conclude there is no advantage in charging microspheres in pressure vessels for 
intermediate hydrogen storage at the refueling station, as compared to intemedhte 
hydrogen storage in ordinary compressed gas vessels. We will now concentrate on 
systems where microspheres are charged remotely, and trucked to the station for discharge 
(as in Figure 1). Here microspheres must be compared to other options for hydrogen 
delivery, e.g. trucked in liquid hydrogen and truck delivered compressed gas tube trailers. 

Estimate Of The Charging Time And Maximum Mass Fraction Of 
Hydrogen That Can Be Stored In A Microsphere Bed, As A Function 

Of ArID And Charging Temperature. 

In this section, we estimate the charging time and maximum mass fiaction of hydrogen 
stored in the microsphere bed as a function of charging temperame, pressure and 
microsphere geometry. These calculations are necessary background for later estimates of 
energy requirements during charging and discharging, and for sizing refueling station 
equipment 

Estimate of the Charging and Discharging Times for Glass 
Microspheres 

Equations for determining microsphere permeation time constant 

Assume that we have a vessel with rnicrospheres being charged from a compressor as 
shown in Figure 4. The temperature of the microspheres is taken to be Tcharge. The 
compressor can be designed to provide a constant flow rate of hydrogen at charging 
pressure and at temperature Tcharge. (It might also be possible to raise the compressor 
output pressure over time.) Pressure builds up in the interstices of the microsphere bed, 
and hydrogen permeates through the mimsphere shells. The permeation rate is very 



sensitive to temperature. In general, the pressure in the interstices (= Po the "outside 
pressuret') and the pressure Pi inside the microspheres will be functions of time 

The charging time for a glass microsphere with an outside pressure of Po(t) and inside 
pressure of can be found by solving the following equations: 

Mass flow across the shell due to permeation is given by: 

where: 
mi(t) = hydrogen mass inside one mimsphere 
ro = outside radius of microsphere 
ri = inside radius of micros~here 
K O  = permeability of miksphere shell to hydrogen at temperam T in units of 
kg/(s Pa m) 
pat) = pressure of hydrogen inside the microsphere 
Po(t) = pressure of hydrogen outside the microsphere 
Ar = thickness of microsphere shell 

Pressure inside the shell is (from the ideal gas law): 

where: 
R = gas constant for hydrogen 
T = charging temperature 
Vi = volume inside the shell = 413 n ri3 
ri = inside radius of microsphere = ro - Ar 

Combining Eqs. 1 and 2, we can solve for Pi(t) 

In the limit Ar << 10, 

The penmation time constant r is defined as 

and Eq. [4] can be rewritten as 



Estimate of the permeability K and the permeability time constant z 

Following Rarnbach (1995,1996), the permeability of glass to hydrogen is a strongly 
temperature dependent function given by: 

R(T) = KO T exp (-Q/r) 171 

where: 

T = temperature of glass in OK 

K'O = pexmeability of glass to hydrogen at tempemture T in units of moV(m s 
Pa) = mourn3 x m2/(s x Pa) 

M = percentage of network modifers in glass 
= 15 for microsphere glass 

KO = permeability constant in units of moV(m s Pa OK) 

The permeabiity K O  is plotted in Figure 5 as a function of temperature T. For 
comparison with earlier work , we also plot K in units of mol/s/xdbar, finding good 
agreement with these results (Rambach 1995,1996). 

Converting permeability h m  units of moV(s m Pa) to kg/(s m Pa), for use in Eqn. 5, we 
find 

K O  = K O  x (kg H2/mol) = K'(T) x 2.01 6 x 

The permeation time constant z is shown in Figure 6 as a function of temperame. The 
glass is essentially impermeable at ambient temperatures (the permeation time constant is 
tens of thousands of hours). As the temperature increases to 250-3500C, the time constant 
becomes on the order of 0.1- 1 hour. 

Solution for the charging time under various assumptions: 

The total charging time is related to the permeation time, but also depends on how the 
filling is accomplished. Certain limits on the pressure must be observed during charging 
and discharging to avoid crushing or bursting the microspheres. In addition to limit the 
cost of compressors and charging vessel materials, pressures of 10,000 psi or less are 
desirable. 

Crushing Limits During Charging 

To avoid crushing the microspheres during charging, there is a maximum pressure 
differential across the shell dPsheumax which must not be exceeded. 



is assumed to be is related to the theoretical buckling pressure by: 

@shellmax = fcrush x buckle [11] 

where: 

= maximum pressure difference dowed across the shell 

buckle 
= buckling pressure of microsphere under external pressure 

E = Young's modulus for the glass = 9 x lo6 psi 
(Rambach 1996) 

v = Poisson's ratio for the glass = 0.22 
(Jbmbach 1996) 

fmSh = fhction of theoretical buckling pressure allowed across shell . This 
factor is typically set to 10-20%, to account for imperfections in the shell 
structure. 

D = outer diameter of mimsphere = 25-200 microns 

Ar = microsphere shell thickness (cm) = 0.5-20 microns 

Step filling: 

To avoid crushing, the pressure difference across the mimospheres must be maintained at 
less that dpshellmax. One way to do this is to introduce pressure increases in steps. 
Although Po and Pi increase with time, the pressure difference never exceeds dPshellmax. 
During each step Po(t) is held constant for a time tstep, until enough hydrogen has 
permeated across the shell to approximately equalize the external and internal pressure. 
Then the pressure is stepped up again. 

If Po@) is held constant = Pi(b) + dPsheumax from t = to -> to + tstep, the pressure inside 
the shell is 

where T is given by Eq. 5. 



During each step about 3 permeation time constants are required for the internal pressure to 
reach 95% of the external pressure. The time to achieve a fill to a final pressure of Pcharge 
is approximately. 

tcharge = time per step x number of steps needed = 1151 
3 2 x [Pcharge - Pi(O)]/dPsh~llmax 

Ramp filling 

If instead, we assume that the pressure difference across the microspheres is kept constant 
(at the maximum pressure difference allowed to avoid buckling), 

The time for charging is then 

tcharge = 2 x [Pcharge - Pi(0)ydPshellmax 1171 

In is important to note that Equation 17 represents a minimum charging time that can be 
achieved. It assumes that the pexmeation rate is well known, so that the compressor mass 
flow rate can be set to assure a constant pressure difference across the shell. Aside from 
the buckling pressure, the other factor affecting the charging time is the maximum charging 
pressure Pcharge which can be used. This is discussed below. 

Limits on the Microsphere Charging and Discharging Pressures 

The buckling limit determines the ressure difference allowed across the mimsphere shell 
during charging. This was shown;bove a have an impact on the charging time. To avoid 
buckling while charging thin-shelled microspheres, a relatively large number of permeation 
time constants may be required to reach high pressure. 

The mechanical properties of the microspheres and of the charging vessel also limit the 
absolute Dressures which can be used on charging and discharging mimspheres. This in 
turn, determines the maximum mass fraction of hydrogen which can be stored, and also 
impacts the charge and discharge times. 

Burst Pressure of the Microspheres 

The burst pressure of the microspheres (divided by some appropriate safety factor fs) must 
not be exceeded at any point during charging and discharging. The pressure difference 
between the inside pressure and outside pressure must be less than Pburst/fs at all times. 

The burst pressure is given by: 

Pburst = burst pressure of mimsphere = 4 Umax &/D [I81 

fs = safety factor = 1.5 



and: 
D = 2 ro = outer diarneter of microsphere = 25-20 microns 
ro = outer radius of microsphere = 12.5- 100 microns 
Ar = microsphere shell thickness (cm) = 0.5-20 microns 
ri = inner radius of microsphere 12-80 mimm 
a- = hoop stress at failure = 150,000 psi 

(engineered microspheres) 
= 50,000 psi (commercial mimspheres) 

The highest likelihood of bursting is probably experienced during microsphere discharge. 
During discharging the charged mimspheres are heated, and pressure builds up inside the 
spheres, from ambient storage pressure to some maximum. Since the penneation rate is a 
very sensitive function of temperature, the pressure inside the charged mimspheres is not 
significantly decreastd via permeation until discharge temperature is reached In the case 
that the microspheres are heated relatively quickly to discharge temperature (e.g. the 
microsphere heating time is faster than the penneation time constant), the maximum 
pressure experienced during heating can be approximated by: 

where: 

Tdischarge = discharge temperature in degrees K 

Tamb = ambient storage temp (OK) 

Pinmax(Tdischarge) = maximum pressure inside microsphere during discharge 

Pin(T'amb) = pressure stored inside charged microsphere at ambient temperature 
Tamb 

Z(Pinmax, Tdischarge) = compressibility of hydrogen at Pinmax, Tdischarge 

Z[Pin(Tamb),Tmb] = compressibility of hydrogen at Pin(Tmb),Tamb 

The pressure stored in the microspheres is related to the charging pressure and temperature 
as well by: 

pin(Tamb) = 
Pcharge x TamWcharge x Zpamb, Pin(TambyZ(Pcharge, Tcharge) 

POI 
Combining Eq.s 19 and 20 we find that the maximum pressure experienced by the 
microspheres during discharge can be related to the charging pressure and tern- as: 

Pinmax(Tdischarge) = Pcharge x 



If Tcharge = Tdischarge, Pinmax(Tdischarge) = Pcharge 

If Tcharge = Tdischarge, the maximum internal pressure experienced by the mimspheres 
during discharging is about equal to the charging pressure. So the burst pressure limit on 
the internal pressure during discharging translates into a limit on the charging pressure. 

Pinmax(Tdischarge) = Pcharge, if Tcharge = Tdischarge 

Pinmax(Tdischarge) < Pburst/fs, (to avoid bursting on discharge) 

=> Pcharge < Pburstlfs [221 

Limits on the pressure allowed in the charging vessel 

In addition, there is a maximum practical charging pressure Pmax in the charging vessel, 
which must not be exceeded. This is determined by materials limits on the charging vessel 
to perhaps 10,000 psi. 

Pcharge < 10,000 psi 1231 

Combined Limits on the Charging Pressure 

In Figure 7 we plot the maximum allowed charging pressure as a function of microsphere 
aspect ratio ArD. We see that for thin mimspheres, the charging pressure is limited by 
the burst pressure on discharge. At higher aspect ratios, the pressure vessel materials limit 
of 10,000 psi, sets a maximum on the charging pressure. 

Charging Time as a Function of Charging Temperature and 
Microsphere Aspect Ratio 

Limits on the charging pressure determine the charging time required to charge or discharge 
mimspheres. The charging time is shown in Figure 8 as a function of microsphere aspect 
ratio and charging temperature, for ramp filling. [For step filling, the charge time would be 
about three times longer (Figure 9).] The charging time is strongly temperature &pendent. 
Somewhat surprisingly, the thicker the shell (the larger Ar/D), the shorter the total charge 
time. This is true because the buckling limit dPsheIlmax is higher for thicker shells, so a 
larger pressure difference can be tolerated across the shell. Although the permeation time 
constant increases with Ar ri, fewer time constants are needed to reach Pcharge, and the 
total charging time is reduced. 

Estimate of the Maximum Mass Fraction of Hydrogen That Can Be 
Stored in the Bed 

The limits on the charging pressure determine the maximum mass fraction of hydrogen 
which can be stored. 

We assume an equation of state for hydrogen given by: 



where: 
P = pressure 
pH2 = mass density of hydrogen at P,T 
Z = compressibility at P,T 
R = gas constant for H2 
T = temperature 

A useful equation for the hydrogen density is 

For 
Tref = 200C 
Ref=Iatm 

The compressibility for hydrogen can be estimated as a function of temperature and 
pressure. We have used values from Black and Hartley, p. 726, to roughly estimate Z at 
several temperatures: 

We fmd very approximately, for P/PCrit>5, 

Where 

Pcrit = critical pressure for H2 = 19 1.1 psi 
(Black + Hartley, p.741) 

A more general expression for Z(P, T) can be derived from the data shown in Black and 
W ~ Y  

This is given by: 

where: Tcrit = 33.3% 

The compressibility of hydrogen i s  plotted in Fig 10 as a function of P and T. 

The mass fraction of hydrogen which can be stored in the microsphere bed is given by: 



fH2max = 
41J3 ri3 x pHZ(Pcharge,Tcharge)/ 

[41J3 $ x pHZ(Pcharge,Tcharge) + 4x13 (r03- 133) x pglass ] 

where: 

pglass = density of glass in mimsphere = 2500 kg,m3 

The maximum mass fraction of hydrogen which can be stored, using the limiting charging 
pressure in Figure 7, is shown in Figure 11. We see that for small aspect ratios, the 
maximum mass *tion is determined by the burst pressure on discharge, and for higher 
aspect ratios by the charging vessel pressure limit of 10,000 psi. The maximum mass 
fraction is limited to perhaps 6%. Thinner shells are favored to increase the mass &tion 
stored. 

A Proposed Charging Cycle 

A proposed charging and discharging cycle was developed. 

We assume that the maximum charging pressure allowed is given by Eq.s 22 and 23. For 
thin shells, the limit is determined by the burst pressure on discharge, and for thicker shells 
by the maximum pressure the charging vessel can withstand (=10,000 psi) at charging 
temperatures of 250-3500C. 

The following steps are followed while charging the microspheres with hydrogen: 

1) The microspheres are heated to charging temperature (250-3500C) 

2) Hydrogen is compressed from 150 psi (the assumed pressure fiom the 
hydrogen production system) to the limiting charging pressure allowed (See 
Figure 7). 

3) Hydrogen is heated to charging temperature. This may be done as part of 
compression or separately. 

4) The hydrogen is introduced into the charging vessel. The rate at which the 
hydrogen flows into the charging vessel is set so that the maximum allowed 
differential pressure across the shell (dPshellmax = some fraction of the buckling 
pressure) is not exceeded. (Generally, the pressure difference should be less than 
about 10-2Wo of the buckling pressure according to Woerner et. al. ). The 
pressure difference across the shell is kept less than dPshellmax as the pressure 
inside the sheels and in the interstices increases with time. At the end of 
charging, the hydrogen in the spheres and in the interstices is at Pcharge. 



5) The microsphere vessel is closed and cooled to ambient temperature Tamb = 
200C. The final pressure inside the microspheres is about Pin(Tamb) = Pcharge 
x Tamb x Zamb/ (Tcharge x Zcharge). For charging temperatures of about 
3000C, this is roughly half the charging pressure. 

6) The pressurized hydrogen remaining in the interstices of the bed is purged 
from the charging vessel, and used to charge up the next microsphere bed 

7) The cooled, fully charged microspheres are trucked to a remote site for 
discharging. 

During discharge the microspheres are heated to discharge temperature (250-3500C). As 
the hydrogen is  leased from the ~phms,  it is introduced into intermediate storage 
pressure cylinders, prior to use for refueling. The pressure of the hydrogen released 
depends on the flow rate out of the spheres. It will decrease with time, as the microspheres 
are discharged. In any case, the maximum pressure which can be recovered is significantly 
less than the charging pressure. 

Energy Required For Microsphere Charging And Discharging 

Before working out conceptual designs of hydrogen refueling stations using mirosphere 
storage, we estimate the energy requirements for microsphere charging and discharging. 
The energy requirements are for heating (both the glass in the microspheres themselves, 
and the hydrogen), and for hydrogen compression. 

Energy Required to Heat Glass 

Assuming we h o w  the mass fraction fS2 of hydrogen stored in the bed, the energy stored 
in the bed is 

EHZ @/kg bed) = (kg stored/kg bed) * HHV H2 (k j/kg) 1291 

where: 
EH2 = hydrogen energy stored per unit of total bed mass including spheres and 
hydrogen (kJ/kg bed) 
fH2 = mass hction of hydrogen in the bed (kg H2/kg bed) 
HHV H2 = higher heating value of hydrogen = 142,400 W/kg 

The mass fraction of glass in the bed is simply 1-fH2. So the energy required to heat the 
glass h r n  Tamb to Tcharge is: 

Qheatglass = (1-fH2) x cglass x (Tcharge - Tamb) f 301 

where: 
Qheatglass = energy required per kg of bed mass to heat glass (kJ/kg bed mass) 
(1-fH2) = glass mass fraction of bed mass 
cglass = specific heat of glass = 0.84 kJ/kgPK 
Tcharge = microsphere charging ternperam (OK) 
Tamb = ambient temp = initial temp of microspheres(0K) 



The ratio of the energy required to heat the glass to the hydrogen stored is given by 

~ h e a t & t s s / ~ ~ 2  = (1-fl-I2) x cglass x (Tcharge - Tamb)l(fl-I2* HHV H2) 
1311 

Based on the maximum hydrogen mass fhctions calculated above as a function of aspect 
ratio and charging te-, we can estimate the ratio Rheatglass as a function of 
charging temperature and microsphere aspect ratio. This turns out to be 2.5-5% of the 
higher heating value of hydrogen stored for typical values. As the aspect ratio increases, so 
does the amount of glass and the heating requirement. 

Energy to Compress Hydrogen to Charging Pressure 

The compressor power for isentropic compression is calculated via: 

where: 

Pm = compressor power requirement (kw) 
Qh = gas flow rate in Nm31s 
pb = reference pressure = 101,300 ~ewtonslm~ (amospheric pressure) 
Tb = reference temperature = 298OK 
TI = initial gas temperature = 2980K 
Pin=inlet pressure to compressor 
POUt=outlet pressure fram compressor 
N = number of compressor stages 
nc = compressor efficiency = 55% for small hydrogen compressors (100 k W  - 1 
MW) and 70% for large (pipeline scale) natural gas and hydrogen compressars. 
Z = compressibility = (see eqn. 26 for Z(P,T)) 
y = ratio of specific heats 

(for hydrogen = 1.41) 

For hydrogen the compressor power needed is given by: 

where: 

Qscfm = hydrogen flow rate in scfls 

The energy required for compression is given by (in kJ electric energylscf H2 compressed): 



Not all the hydrogen that is compressed permeates into the microspheres -- some is left in 
the interstices. So we compare the compression energy requirements to the energy of the 
hydrogen that is actually stored in the rnicrospheres. Comparing the total volume of 
hydrogen compressed to that which is actually stored, we see that the fraction of the bed 
volume taken up by the inside of the microspheres is 

Where 
fp  = packing &tion = 0.63 for uniform sized spheres. (This might be made 

higher for bimodal distrbutions of sphere sizes.) 

The b t i o n  taken up by the interstices is 

The rest of the space is taken up by the glass shells. 

The ratio of the energy required to compress the hydrogen to the total hydrogen energy 
stored in the bed is given by 

Rcompress = Ecompress [ l - fp + fp x (ri/ro)3]/[fp x (ri/ro$ x HHV H2] [35] 

For thc range of values considered, compression requires elecaical energy equal to about 
6-8% of the higher heating value of hydrogen stored 

At least some of the compression energy spent on hydrogen left in the interstices can be 
recovaed, however. The hydrogen left in the interstices is assumed to be purged at high 
pressure after charging and cooling, and is used to partially charge a second microsphere 
bed. Extracting this hydrogen at pressure saves on compression costs for the second bed. 

The amount of compression energy which might be saved can be approximated by 
estimating the volume of hydrogen gas available in the interstices and its pressure, as 
compared to the volume and pressure needed to charge the next bed. 

Volume in intersticeflotal Charging Volume Needed = (1-fpU[ 1-fp + f p  x (ri/ro)3] 

Assuming that 

We find that the Volume in interstices/I'otal Charging Volume Needed = 0.40 

Pressure of cooled gas in the interstices = PinteTStices(Tamb) = 
Pcharge x Tambncharge x Z[Tamb, Pinstmtices]/Z(Pcharge, Tcharge) 

As an example, we assume: 



Tcharge = 3500C 
Pcharge = min(Pburst/fs, 10000 psi) = 8000 psi, if Ar/D = 0.02 
Z is given by Eq. 26 

For these assumptions, we find (reading Z from Fig 10) 

Pinterstices(2OoC) = 8000 psi x (2930Kj6230K) x 1.511 -2 = 4700 psi 

For this case, about 40% of the hydrogen gas volume needed to recharge a second bed has 
already been raised to 4700 psi. To compress 4700 psi hydrogen to 8000 psi requires only 
13.6% as much energy per scf as raising 200 psi hydrogen to 8000 psi. So the overall 
hydrogen compression requirement is reduced by about 35%. 

For the assumed values in this example, hydrogen compression from 200 to 8000 psi 
requires electrical energy equivalent to about 7% of the HHV of the hydrogen stared If 
pressurized hydrogen is recovered from the interstices of a cooled bed for use in a second 
bed, about 35% of this energy can be saved, so this number is reduced to about 4.6% for 
the second bed. In theory, if a sequence of beds are being charged, so that some cooled 
hydrogen is always available for recovery, the compression requirement could approach 
4.6%. 

The recovered hydrogen must still be heated to charging temperature, which adds to energy 
requirements. 

Energy to Heat Hydrogen to Charging Temperature 

Hydrogen is assumed to be heated prior to introduction into the charging vessel. The 
hydrogen inside the microspheres plus that in the interstices must be heated. The energy to 
heat hydrogen from ambient to charging tern- can be estimated as follows: 

where: 
EheatH2 = the energy required per unit of bed volume to heat hydrogen from 
Tamb to Tcharge (lcJlm3 bed volume) 
cH2 = specific heat of hydrogen = 14.6 kJkg OK 
Tcharge = charging temperature 
Tamb = initial tern of hydrogen 5 [I-$ + f p  x (ri/ro) ] = k t i o n  of bed volume taken up by interstices plus the 
inside of the spheres 

The energy stored in hydrogen per unit of bed volume is 

EH2stor = [fp x (ri/ro)3 x HHV H2] x pty(Pcharge,Tcharge) 

The ratio of the heating energy required to the hydrogen energy stored is 



For the range of values considered, hydrogen heating requires energy equivalent to about 
5% of the HHV of hydrogen stored. 

However, this may be an overestimate of the heat energy required, as some heating will 
occur during compnssion. If we assume isentmpic compression the ratio of the inlet and 
outlet gas temperatures fkom the compressor is given by: 

where: 
T2 = outlet temperatme (OK) 
T1 = inlet temperam (OK) 
P2 = outlet pressure 
P1 = inlet pressure 
k = ratio of specific heats = 1.41 for hydrogen 

Assuming that T1=200C and P I =  200 psi, 

we find that for P2 = 10,000 psi, the outlet temperature is 642OC. 
If P2 = 5000 psi, R = 475 OC. The hydrogen exiting the compressor will be hot enough 
as a result of compression, so that no extra heating is needed. 

Depending on the compressor design, we may decide to cool the gas between stages. In 
this case, we can assume isothermal compression until the last stage or two. If we assume 
that the first two stages in a four stage compressor are intercooid and allow isentmpic 
compression for the last two stages, the outlet tern- of the hydrogen gas should be 
about 3700C. If all but the last stage is intercooled, the exit temperature is about 1650C. 

In the case described in the previous section where some of the hydrogen for recharging a 
second bed is recovered from the interstices of a cooled bed, the temperature rise in 
compression is modest, perhaps 65-80°C. So the hydrogen gas heating requirement for 
the recovered hydrogen from the interstices is reduced by only 20-25%. In this case, if we 
claim a reduction of compression energy from 7% to 4.6% (by recovering hydrogen from 
the interstices), it would be fair to claim an overall reduction in the hydrogen heating 
requirement of about 7096 (by allowing heating during compression). Hydrogen heating 
requires energy equivalent to 5% of the HHV of hydrogen stored. If this is reduced by 
701, the requirement would be only 1.5%. So in an optimal case, with credits for both 1) 
compression energy recovered from hydrogen in the interstices and 2) heating during 
compression, we might reduce the overall energy requirements by about 6%. 

Energy to Heat Glass During Discharge 

This will have the same form as the energy requirement for heating glass for charging. 

Rheatglass = (1-fH2) x cglass x (Tdischsrge - Tamb)/(fH2* HHV H2) [39] 

This is about 2.55% of the higher heating value of hydrogen stored 



Energy to Heat Stored Hydrogen During Discharge 

During discharge, we need only heat the hydrogen actually stored in the mimspheres. The 
ratio of the heating energy required to the hydrogen energy stored is 

The heating requirement on discharge is about 2.8-3.3% of the higher heating value of 
hydrogen stared for discharge temperatures of 300-3500C. 

Energy Requirements For 
The Proposed Charging And Discharging Cycle 

Using the equations above, the energy requirements for microsphere charging and 
discharging can be estimated. These are shown in Figures 12 and 13 as a function of 
microsphere aspect ratio (&D) and chargingtdischarging temperature. We see that 
microsphexe charging and discharging takes energy equal to perhaps 18-288 of the higher 
heating value of the stored hydrogen energy to accomplish. The total chargeidischarge 
cycle energy requirements are still considerably less than those for liquid hydrogen (which 
are roughly 33-4096). However, these figures are conservative in that they assume no 
credit for hydrogen heating during compression or for avoiding compression by recovering 
hydrogen from the interstices of charged cooled beds at pressure. 

The total charging energy requirement might be reduced about 3-4 percentage points by 
allowing heating during compression (so that the hydrogen need not be heated separately 
during charging). Another way of reducing charging energy requirements is by recovering 
the hydrogen from the interstices of a charged, cooled bed at pressure, as partial input to a 
second bed to be charged. (The energy saving here might be 2-3 percentage points or so.) 
As discussed above, the total charging energy reduction might be about 6% of the HHV of 
hydrogen. The energy required for discharge is determined by the heat capacities of 
hydrogen and glass. If energy reductions are taken for recovering hydrogen from the 
interstices, and for heating hydrogen during compression, the overall energy requirements 
for charging and discharing are reduced (see Figure 14) to perhaps 13-20% of the HHV of 
hydrogen. 

From the standpoint of energy requirements, lower aspect ratio microspheres are favored, 
as they have lower glass heating requirements. They will also have a higher mass fraction 
of hydrogen stored. 

From Figures 9 and 13, we see that there is a trade-off between higher energy 
r e q d e n t s  at higher charging/discharging temperatures, vs. faster charge and discharge 
times. 

Optimizing these factors with the rest of the station requirements is a topic for future work 



Conclusions to Date 

JC Preliminary estimates of the requirements for refueling stations with 
glass mmspheres were made. Refueling stations where microspheres 
are charged remotely and trucked in for discharge were identified as a 
prefacd design. 

Estimates were made of the microsphere charging time as a function of 
charging temperature and microsphere aspect ratio (ArD). The charging 
time depends on the permeation time constant (which is in turn strongly 
te- dependent). For typical values the permeation time constant 
is on the order of 0.1- 1 .O hours for charging temperatures of 250- 
35wc. 

The charging time also depends on how the filling is accomplished. 
Certain &a on the pressure must be obserwd during charging and 
discharging to avoid crushing or bursting the mimspheres. In addition 
to limit the cost of compressors and charging vessel matgials, pressures 
of 10,000 psi or less are desirable. 

To avoid crushing the dcrospheres, the maximme allowed pressure 
difference across the microsphere shell dPshehax must be kept less 
than some fraction (taken here to be 10-2096) of the theoretical buckling 
pressure. This d e t d n e s  the charging time: 

tcharge = r x (Pcharge - Pinit)/dPshellrnax (for ramp filling, the best case) 

where .r is the pameation time constant 

* To avoid burning the microspheres on discharge, the charging pressure 
must be kept below the theoretical burst pressure Pburst divided by 
some safety factor. 

Pcharge < Pburstlfs 

In addition, there are charging vessel material and compressor 
constraints, which limit the charging pressure to less than 10,000 psi. 
In gemral the maximum charging pressure allowed is: 

Pcharge = min (10000 psi, Pburst/fs) 

The maximum mass fraction of hydrogen that can be stored was 
estimated as a function of mimusphere aspect ratio and charging 
temperature. The maximum storage was possible for small aspect ratios 
(0.01-0.02). A maximum of about 6% hydrogen by weight could be 
stared (limited by avoiding bursting the microspheres on discharge). 

A charging and discharging cycle was proposed The energy required 
for charging and discharging was found to be 1340% of the higher 
heating value of hydrogen, if heating is allowed dllring hydrogen 
compression, and if pressurized hydrogen is recovered from the 
interstices of chwged, cooled beds for use in charging a second bed. (If 



no credits were taken, these numbers were about 6 percentage points 
higher.) Lower aspect ratios were favored for low energy requirements. 

* There is a tradeoff between higher energy requirements at higher 
charging temperatures vs. faster charging times. 

Future Work: Conceptual Design of a Hydrogen Refueling Station 
with Glass Microsphere Storage 

A refueling station using glass microspheres is sketched in Figure 1. In future work we 
will size the equipment needed. This includes the following: 

1) Vessels for storing enough charged microspheres for one day's hydrogen 
demand (assuming that mimspheres are truck-delivered once a day). 

2) Vessels for holding discharged mimspheres for truck pick-up and return to a 
central recharging site. 

3) A discharge chamber, where mimspheres are heated to discharge temperature, 
and hydrogen is taken off at pressure. The total discharge time is on the order of 
one or more hours. The microsphere bed can be thought of as a hydrogen some 
which produces hydrogen at a constant rate over a period of hours. To match a 
variable demand such as vehicle refueling, some buffer storage is needed. 

4) Heat exchanger for cooling the hydrogen from discharge temperature to 
ambient. 

5) A compressor where the hydrogen is compressed from it's discharge pressure 
to an intermediate storage pressure of 5000 psi. 

6) A set of buffer gas cylinders for intermediate storage of hydrogen at 5000 psi. 
This helps meet variable demand for fuel during the day. The buffer would hold 
enough hydrogen to meet spikes in demand. 

7) A booster compressor to boost the hydrogen withdrawn from buffer storage to 
dispensing pressure. 

8) A dispenser to vehicles. 

Economic comparisons can then be canied out. We will estimate the economics of 
delivering hydrogen transportation fuel to vehicles for refueling station designs with glass 
microsphere storage, considering both the capital cost of refueling stations and the 
delivered cost of hydrogen transportation fuel. Finally we will compare refueling stations 
with microspheres to other hydrogen refueling station options. 

For refueling station applications, it may be especially interesting to compare microspheres 
to liquid hydrogen. In each case, gaseous hydrogen produced centrally at large scale and 
low cost, and then put into a stored fonn (e.g. liquid hydrogen or microspheres) that is 
more readily transported. The stored hydrogen (liquid hydrogen or microspheres) is 
trucked to a refueling station. Gaseous hydrogen at 5000 psi is made available by 
processing the transported liquid hydrogen or microspheres at the refueling station. 
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TABLE 1. ASSUMED CHARACTERISTICS OF FUEL CELL 
VEHICLES 

a. Based on the efficiency of the Ballard Phase I1 PEMFC bus (Larson, Worrell 
and Chen 1996). The mile per gallon gasoline equivalent efficiency for a fuel 
cell vehicle is estimated assuming that 1 gallon of gasoline contains 0.1308 GJ 
(HHV) and that 1 scf of hydrogen contains 362 kJ (HHV). 

Fuel economy 

Mileslyr 
Fuel Storage 

Hydrogen stored 
onboard (scf) 
Range (mi) 
Energy use per year 
(GJ1yr)e 
Hydrogen use per 
day (scf/day) 
Hydrogen use per 
year (million ~ c f / ~ r ) f  

b. For a mid-size automobile, with PNGV type characteristics ("glider 
weightm=800 kg, aerodynamic drag coeff = 0.20, rolling resistance=0.007), and a 
PEM fuel cell. (See Ogden, Steinbugler and Kreutz 1997). 

c. Typical annual mileage for a bus in the LA Basin (E. Chaiboonma, LA 
Metropolitan Transit Authority, private communications 1995, 1996). 

PEM FC Bus 
52 scf H2./mile = 
6.9 mpg Diesel 
equivalent a 

50,OOOC 
H2 gas @3600 psi 

13,000a 

250a 
97 6 

7120 

2.60 

d. Typical annual mileage for a passenger car in the LA Basin. (R. George, 
SCAQMD, private communications 1995, 1996). 

PEM FC Car 
106 mpg gasoline 
equiv. on the 
combined FUDSfFHDS 
drving cycleb 
11,140d 
H2 gas @5000 psi, 
assuming 7.5% 
hydrogen storage by 
weight and 50 kg 
total 
1475 

425b 
13.7 

104 

0.038 

e. Energy use was estimated assuming that the HHV of gasoline is 0.1308 
G J/gal lon. 

f. Hydrogen use was estimated based on the HHV of hydrogen, 362 GJ = 1 million 
scf 



TABLE 2. FUEL CELL VEHICLES AND HYDROGEN USE 
Hydrogen Use FCVs refueledjday 1 Total Fleet Fueled I 
1 million scf H21day 1700 FCV carslday 1 Total fleet of 

1 Total fleet of 

The hydrogen use per for an average fuel cell vehicle is calculated as follows. 
Hydrogen use per day per FCV (scf H2lday) = 

Annual mileage (mi)l365 dayslyr ~Equiv. Fuel Economy (milgallon 
gasoline equiv. energy) 
x Gasoline HHV (GJlgal1on)l H2 HHV (GJIscf) 

If a station dispenses 1 million scflday, it could supply a fleet of FCVs given by: 

# FCVs in fleet = 1 million scf/day/Hydrogen use per day per FCV (scf 
H21day) 

The hydrogen demand per day from a refueling station would be given by: 

H2 dispensed per day (scflday) = # vehicles in fleet supported x 
H2 demand per vehicle per day (scflvehiclelday) 

The number of vehicles served daily in the refueling station can then be 
calculated. We assume that the vehicles refuel when the tank is close to empty. 
If the range of the vehicle is known, we can estimate how many times it must 
refuel per year, and how many vehicles are refueled on average per day. 

# Refuelings/year/vehicle = Annual mileage (mi)/Range (mi) 
# Cars refueled per day 

= # Refuelings per yearn65 dayslyear x Total fleet of vehicles served 
= Annual mileage (mi)/Range (mi) I365 dayslyear x Total fleet of vehicles 

served 

Annual mileage, range and fuel economy for PEMFC passenger cars and buses 
are taken from Table 1. 



Figures 

Figure 1. Microsphere Hydrogen Storage for Use in Refueling Stations: Remote 
Microsphere Recharging 

Figure 2. Mimsphere Hydrogen Storage for Use in Refueling Stations: Microsphere 
Recharging at the Station 

Figure 3. Hydrogen Refueling Station with Compressed Gas Storage 

Figure 4. Glass Mimsphere Charging System 

Figure 5. Permeability K O  as a function of Glass Temperature 

Figure 6. Permeation Time Constant for Glass Mimspheres vs. Glass Temperature 

Figure 7. Maximum Allowed Charging Pressure for Glass Mimspheres 

Figure 8. Charging Time to Fill Mimspheres as a Function of Shell thickness/sphere 
diameter and Charging Teqmatm: Ramp Filling 

Figure 9. Charging T h e  to Fill Microspheres as a Function of Shell thickness/sphere 
diameter and Charging Tern-: Step Filling 

Figure 10. Compressibility of Hydrogen as a Function of Temperature and Pressure 

Figure 11. Maximum mass Eraction of Hydrogen That Can Be Stored as a Function of 
Sphere thiclmesddiameter and Charging Temperature 

Figure 12. Energy Requirements for Microsphere Charging and Discharging as a Fraction 
of HHV of Hydrogen Stored 

Figure 13. Total Energy Requirements for Charging and Discharging Microspheres as a 
Function of dr/D amd Charge/Discharge Temperature 
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Abstract 

Although hydrogen provides more energy than either gasoline or natural gas on a weight basis, its 
drawbacks for vehicular use become apparent when the weight, volume, and round-trip energy 
costs of a hydrogen fuel storage system ~IE considered. New approaches enabling more compact, 
lightweight, and energy efficient hydrogen storage are required in order for the wide-spread use of 
hydrogen powered vehicles to become a reality. Although several hydrogen storage options exist, 
no approach satisfies all of the efficiency, size, weight, cost and safety requirements for 
transportation use. We have shown in previous work that carbon single-wall nanotubes (SWNTs) 
are essentially elongated pores of molecular dimensions and are capable of stabilizing hydrogen at 
relatively high temperatures and low pressures by adsorption. This behavior is unique to these 
materials and indicates that SWNTs are the ideal building block for constructing safe, efficient, and 
high energy density adsorbents for hydrogen storage applications. In past work we developed 
methods for preparing and opening SWNTs, and discovered the unique adsorption properties of 
these new materials. During this year we have made additional si@icant progress in 
manipulating and understanding the behavior of SWNTs so that high performance adsorbents may 
be fabricated in a cost effective manner. Specifically, we have verified that hydrogen is stabilized 
by physical rather than chemical interactions, measured the strength of interaction to be - 5 times 
higher than for adsorption on planar graphite, performed infrared absorption spectroscopy to 
determine the chemical nature of the surf' terminations before, during, and after oxidation, and 
developed laser-based methods for the high-yield synthesis of these important new materials. 



Statement of the Problem / Relevance of the Work 

Background 

With the 1990 Clean Air Act and the 1992 Energy Policy Act, the United States recognized the 
need for a long term transition strategy to cleaner transportation fuels (Cannon 1995). This 
realization comes while the U.S. continues to increase petroleum imports beyond 50% of total oil 
consumption, with nearly 50% of the total oil consumed being used in the transportation sector 
(N.E.S. 199 111 992). Because of the potential for tremendous adverse environmental, economic, 
and national security impacts, fossil fuels must be replaced with pollution-free fuels derived from 
renewable resources. Hydrogen is an ideal candidate as it is available from domestic renewable 
resources, and usable without pollution. It could therefore provide the long-term solution to the 
problems created by the Nation's dependence on fossil fuel. 

Interest in hydrogen as a fuel has grown dramatically since 1990, and many advances in hydrogen 
production and utilization technologies have been made. However, hydrogen storage technology 
must be significantly advanced in performance and cost effectiveness if the U.S. is to establish a 
hydrogen based transportation system. As described in the U.S. DOE Hydrogen Program Plan for 
N 1993 - N 1997, compact and lightweight hydrogen storage systems for transportation do not 
presently exist. 

Hydrogen provides more energy than either gasoline or natural gas on a weight basis. It is only 
when the weight, volume, and round-trip energy costs of the entire fuel storage system and 
charging/discharging cycle is considered that hydrogen's drawbacks become apparent. New 
approaches enabling more compact, lightweight, and energy efficient hydrogen storage are 
required in order for the wide-spread use of hydrogen powered vehicles to become a reality. 

Research and development geared towards implementation of a national hydrogen energy economy 
has many in* economic benefits. With almost 600 million vehicles in the world in 1992 - 
double the number in 1973 - the conflict between energy requirements, power generation, and 
environmental concerns is felt on a world-wide basis (Flavin and Lessen 1994). Thus, in addition 
to providing domestic energy alternatives, investment in hydrogen energy research will result in 
opportunities for U.S. technologies in over-seas markets. 

Currently Available Hydrogen Storage Technologies 

Hydrogen can be made available on-board vehicles in containers of compressed or liquefied H2, in 
metal hydrides, or by gas-on-solid adsorption. Hydrogen can also be generated on-board by 
reaction or decomposition of a hydrogen containing molecular species (Dillon et al. 1995). 
Although each method possesses desirable characteristics, no approach satisfies all of the 
efficiency, size, weight, cost and safety requirements for transportation or utility use. The D.O.E. 

enerY density goals for vehicular hydrogen storage call for systems with 6.5 wt % H2 and 62 kg 
H21m to provide a 350 mile range in a fuel cell powered vehicle. This requirement amounts to the 
storage of -2.9 kg of H2 in the weight and volume occupied by a conventional gasoline tank. 
These storage density goals will only be met with siwicant advances in the capabilities of 
hydrogen storage technologies. 

Gas-on-solid adsorption is an inherently safe and potentially high energy density hydrogen storage 
method which should be more energy efficient than either chemical or metal hydrides, and 
compressed gas storage. Consequently, the hydrogen storage properties of high-surface-area 
"activated" carbons have been extensively studied (Schwarz 1; Carpetis and Peschka 1980; 



Schwarz 1993). However, activated carbons are ineffective in hydrogen storage systems because 
only a small fraction of the pores in the typically wide pore-size distribution are small enough to 
interact strongly with gas phase hydrogen molecules. 

Technical Approach and Summary of Past Work 

The gas adsorption performance of a porous solid is maximized when all pores are not larger than 
a few molecular diameters (Gregg and Sing 1982). Under these conditions the potential fields 
from the walls of the so-called micropores overlap to produce a stronger interaction than would be 
possible for adsorption on a semi-idkite plane. At sufEciently low temperatures, where the 
escaping tendency of the gas is much less than the adsorption potential, the en& micropore may 
be filled with a condensed adsorbate phase. For the case of hydrogen, with a van der Waals 
diameter of 2.89 A @reek 1974) pores would be required to be smaller than -40 A to access this 
nanocapillary f f i g  regime. Sufficiently small pores would exhibit an adsorption potential strong 
enough to localize H2 at relatively high temperatures. Ideally, the entire porous volume of an 
adsorbent would be of the microporous variety, and the volume and mass of the adsorbent skeleton 
would be the minimum necessary to develop the adsorption potential and provide sufficient thermal 
conductivity for management of heat fluxes associated with adsorption and desorption. 

We have been working on the idea that aligned and self-assembled single wall carbon nanotubes 
could serve as ideal hydrogen adsorbents since 1993. The concept was motivated by theoretical 
calculations which suggested (Pederson and Broughton 1992) that adsorption forces for 
polarizable molecules within SWNTs would be stronger than for adsorption on ordinary graphite. 
Thus, high Hz storage capacities could be achieved at relatively high temperatures and low 
pressures as compared to adsorption on activated carbons. 

In the Proceedings of the 1994 Hydrogen Program Review, we presented microbalance data which 
demonstrated gravimetric hydrogen storage densities of up to 8.4 wt% at 82 K and 570 torr on 
samples containing carbon nanotubes. This substantial uptake at l o ~  hydrogen pressures 
demonseated the strong interaction between hydrogen and these materials, consistent with higher 
heats of adsorption than can be found with activated carbons. 

In the 1995 Hydrogen Program Review Proceedings, we presented the results of our t e m p e m  
programmed desorption (TPD) studies which showed significant H2 adsorption near room 
temperatures. The adsorption energies on nanotube materials were estimated to be a factor of 2-3 
times higher than the nwimum that has been observed for hydrogen adsorption on conventional 
activated carbons. To our knowledge, these are the fmt results which demonstrate the existence of 
stable adsorbed hydrogen on any type of carbon m temperatures in excess of 285 K. We also 
presented an analysis of nanotube production yields versus rod translation rate in our arc-discharge 
SWNT generator. 

In 1996 we performed a detailed comparative investigation of the hydrogen adsorption properties 
of SWNT materials, activated carbon, and exfoliated graphite. We also determined that the cobalt 
nanoparticles present in the arc-generated soots do not play a role in the observed hydrogen uptake. 
We determined the amount of hydrogen which is stable at near room temperatures on a SWNT 
basis is - 10 w t l ,  and found that an initial heating in vacuum is essential for producing high 
temperature hydrogen adsorption. Further experiments suggested that SWNTs are selectively 
opened by oxidation during this heating, and that H20 is more selective in oxidation than 0 2  due to 
hydrogen termination of dangling bonds at the edges of opened nanotubes. Purposeful oxidation 
in H20 resulted in hydrogen storage capacities which were improved by more than a factor of 
three. We also correlated the measured nanotube densities produced by specific synthesis rod 
translation rates during arc-discharge with hydrogen storage capacitie's determined by TPD. 
Finally, we utilized NREL's High Flux Solar Furnace to form nanotubes by a new and potentially 



less expensive route for the first time. 

During the past year we have confiied that H, is stabilized by purely physical - rather than 
chemical - binding. The desorption of hydrogen was found to fit 1st order desorption kinetics as 
expected for physisorbed H,. We also determined that the activation energy for desorption of 
hydrogen is 19.6 Wmol. This value is approximately five times higher than the value expected for 
desorption of physisorbed H, from planar graphite and demonstrates that SWNT soots can provide 
very stable environments for H, binding. We have also performed studies to determine why 
heating in vacuum is necessary for enabling high temperature hydrogen adsorption. To 
complement the temperatme programmed reaction mass spectroscopy data presented last year we 
performed diffuse reflectance Fourier transform infrared (DRFTR) spectroscopy to determine the 
concentrations and identities of chemisorbed species bound to the carbon surface as a function of 
temperature. These measurements enabled a more detailed view of the "self-oxidation" mechanism 
which allows high-tempera- adsorption of hydrogen to occur in SWNT materials. In the past 
year we have also begun synthesizing SWNT materials in much higher yield than is currently 
possible with arc-discharge by using a laser vaporization process. Future experiments will 
investigate H, adsorption on gram quantities of SWNTs now that larger quantities are available 
with the new synthetic procedures. 

Experimental 

Synthesis 

The arc-generated carbon nanotube soots were produced by co-evaporating cobalt /carbon mixtures 
in a spark-gap evaporator as described elsewhere (Dillon et al. 1996). Briefly, two graphite 
electrodes of differing diameters (6 and 13 mm) were mounted on the base plate of the evaporator 
by electrically isolated positioners. The 6 mm graphite rod was doped with cobalt by drilling-out 
and refilling a 2.9 mm hole with a cobaltlcarbon mixture. The cobalt density averaged across the 
diameter of the rod was -3 at %. Prior to all synthesis runs, the evaporator was evacuated to -10-6 
ton and back-filled with helium to - 500 tom. 

Laser-generated carbon nanotube materials were produced with metal-graphite composite targets in 
a laser-vaporization apparatus (Guo et al. 1995), and supplied to us by the Srnalley Group at Rice 
University. A computer controlled scanning laser beam (300 mJ /pulse at .532 p) was focused to a 
6-7 mm diameter spot on the target surface. The target was mounted in a 1" quartz tube which was 
evacuated to 10 mtorr and then filled with 500 tom of argon flowing at 50 sccm. The quartz tube 
surrounding the sample was contained in a high temperature furnace at 1200 C. During laser 
vaporization the soot was deposited onto a water cooled copper collector positioned downstream of 
the furnace. The targets were uniformly mixed metallgraphite composite rods made by a three step 
process (Guo et al. 1995). Other laser-generated SWNT samples were produced in our laboratory 
using different laser-vaporization procedures. These materials have not yet been studied for their 
hydrogen adsorption properties, and the details of their synthesis will be described later in this 
report. 

Temperature Programmed Desorption 

The ultra-high-vacuum (UHV) chamber employed for the temperature programmed desorption 
(TPD) studies has been previously described (Dillon et al. 1996). The sample is mounted at the 
bottom of a liquid nitrogen cooled cryostat, and a mass spectrometer provides for line-of-site 
detection of &sorbing species. An ion gauge and capacitance manometer are employed to monitor 
pressure. Gas exposure is controlled with a variable conductance leak valve. Isolation gate valves 
separate the sample compartment during high-pressure gas exposures. However, a leak valve may 
be used to transfer species to the mass spectrometer. 



Diffuse Reflectance Fourier Transform Infrared Spectroscopy 

The experimental set-up for the diffise reflectance Fourier transform infiared ( D m )  
spectroscopy studies is displayed in Figure 1. Powders of the carbon nanotube soots were 
dispersed in Spectra Tech diamond powder at a concentration of 4 wt%. The sample was then 
loaded into a vacuum chamber designed for in-situ DRFTIR studies. The chamber was evacuated 
to < 1 mtorr and spectra were obtained with a Nicolet 800 spectrometer and a mercury cadmium 
telluride (MCT) detector. 

The nanotube samples were heated between 400 - 900 K at 40 K increments. The sample was held 
at each temperature for 1 min. and then cooled to 300 K w h m  spectra were subsequently 
recorded. A total of 500 scans were added achieving a resolution of 3-4 cm-1. AU spectra were 
referenced to an initial 1OOO scan DRFTIR s p c c ~  of the carbon/diamond powder at 300 K. 

Results and Discussion 

As described in last year's Hydrogen Program Review, a high-temperature TPD peak representing 
a population of structurally unique sites is found at 288 K after SWNT soots are heated in vacuum 
to 970 K at 1 K/s. The adsorbed H;! is stable at 223 K while in contact with vacuum and does not 
redistribute to other sites during evacuation or cooling. Figure 2 shows the TPD spectra when the 
high-temperature sites were selectively populated by evacuating the chamber with a sample 
temperature of 223 K after a 10 min. Hz exposure at 273 K. Variation of the hydrogen pressure 
between 25 and 300 torr produced coverages between -0.3 and saturation w o n  et al. 1997). 
The shift in peak temperature from 299 to 285 K with decreasing coverage is explained by first- 
order desorption of physisorbed H2 with either coverage dependent desorption energies (Madix 
1979) or equilibrium readsorption (Ibok and OUs 1980). Shifts of 100 K or more are expected for 
the second-order desorption kinetics which would characterize the desorption of chemisorbed H2 
(Madix 1979). First-order desorption is described by ln(Tm2/p) = Ei&Tm when T, is the 
temperature at the peak maximum, ,Ed is the desorption activation energy, p is the heating rate, and 
R is the universal gas constant (Madhc 1979). Tm was measured for between 0.3 and 30 Ws 
after only the high-temperature sites were populated at 300 ton. A plot of h(Tm2/$) vs. Inrn 
yields a straight line (Fig. 3), conhrming that H2 is physisorbed in the high-temperature sites. The 
desorption activation energy, which is equivalent to the heat of adsorption in the case of 
phy sisorption (Madix 1 979), is 19.6 kJ/mol. 

Self-Oxidation Upon Heating in Vacuum 

As reported last year, the high-temperature hydrogen adsorption site cannot be populated unless the 
sample is heated in vacuum to 970 K at 1 Ws with the accompanying evolution of CO, H20 and 
CO;?. Figure 4 displays the desorption species detected for the arc-generated material. Water and 
CO;! signals are observed to increase ~ i ~ c a n t l y  above 400 K with peak temperatures of 560 K 
and 600 K, respectively. At temperatures > 640 K the Hz0 and CO2 pressures decrease and CO 
evolution becomes dominant. The desorption spectrum produced during outgassing of laser- 
generated materials is very similar in shape to the spectrum observed from the arc-generated 
material, but the integrated TPD intensities are about one order of magnitude less. The outgassing 
signals are more intense from the arc-generated materials, and are likely produced by the 
breakdown of surface groups attached to amorphous carbon components which are present in both 
types of materials but more prevalent in arc-discharge soots. The degassed material is highly 
reactive as the surface species can be regenerated by exposing the sample to atmosphere at room 
temperature. 
DRFTIR studies were employed to elucidate the surface decomposition mechanisms which occur 



during outgassing. Figure 5 displays spectra of the arc-generated soot after heating to various 
temperatures in vacuum. All spectra are referenced to an initial spectrum of the carbon 
sootldiamond powder at 300 K. Significant losses in absorbances with increasing temperature at 
3496, 1710 and 1040 cm-1 can be assigned to 0-H, C=O and C-0 stretching vibrations, 
respectively. The very broad feature of the 0-H stretching vibration centered at 3496 cm-1 
indicates a large population of hydrogen bonded surface hydroxyl groups. Similar spectral 
features are observed in DRFTR studies of activated carbons (Meldrum and Rochester 1990). 

The changes in the DRFTIR spectra in the region between 1330 - 1520 cm-1 in Fig. 5 are 
associated with C-C vibrations. The decrease in the vibrational feature at 1330 cm-l with 
increasing temperature is consistent with a reduction in the C-C stretch observed for sp3 bonded C 
species in amorphous carbon films (Sunil et al. 199 1). An increase in inftared absorbance is also 
observed at 1520 cm-1, and may be attributed to the skeletal-ring breathing modes of aromatic 
compounds which occur near 1500 cm-1 (Belamy 1975). The DRFI?R spectra therefore suggest 
that amorphous carbon fractions of the nanotube soots are annealed to form cyclic aromatic 
structures during degassing. 

The normalized integrated absorbances of the 0-H, C=O and C-0 stretching vibrations are shown 
as a function of temperature in Fig. 6. The 0-H stretching vibration is observed to decrease 
dramatically between 300-860 K. The C=O and C-0 stretching vibrations also decrease and track 
each other across the same temperature range suggesting that they are associated with the 
breakdown of a single species such as a lactone. The infrared spectra coupled with the H20 and 
C02 desorption signals in the TPD spectra of Fig. 4 therefore suggest the following decomposition 
mechanisms for surface species: 

The C@ and H20 evolution in Fig. 4 is reduced at temperatures >700 K while the CO signal is 
increased. In addition, the 0-H, C=O and C-0 stretching vibrations continue to decrease in Fig. 6 
for temperatures > 700 K. Together, these experimental results indicate that above 700K 
desorbing CO;! and H20 oxidize various carbon species producing CO as a reaction product. 

Controlled Oxidation of Arc- and Laser-generated Materials 

Controlled oxidation experiments were performed for both arc- and laser-generated materials in 
order to optimize methods for opening and purifying single-wall carbon nanotubes. Following an 
initial outgassing procedure a sample of arc-generated material was heated between 325-975 K at 1 
Ws in 1 torr H20. Above 600 K, increases in the partial pressures of CO and H2 were detected by 
the mass spectrometer with a concurrent decrease in the H20 pressure, demonstrating oxidation of 
the carbon surfaces as Cs + H20 ----> CO + H2. Subsequent hydrogen TPD studies revealed an 
increase in hydrogen adsorption at near ambient temperatures indicating that more nanotube 
interiors could be accessed after the oxidation process (Dillon et al. 1997). The hydrogen 
adsorption at lower temperature (< 200 K) was decreased, however, indicating that adsorption 



sites associated with nanoporous environments in amorphous carbon or graphitic components had 
been consumed @illon et al. 1996). Thus, controlled oxidation with 1 to r  of H20 results in 
oxidation of amorphous carbon and graphitic edges, and the apparent opening and pamal 
purification of SWNTs. Unfortunately, it was not possible to obtain highly pure quantities of 
SWNTs as prolonged oxidation in H20 ultimately resulted in the loss of the very small fraction of 
SWNTs prior to consumption of all other carbon fractions (Dillon et al. 1996). 

The oxidation of arc-generated carbon nanotube material by heating between 325-975 K at 1 K/s in 
1 Torr 02 was also explored. An increase in the partial pressure of C02 corresponding to a 
decrease in the 0 2  pressure was detected above 600 K again indicating the oxidation of the carbon 
substrate. However, in sharp contrast to the hydrogen adsorption studies after oxidation in water, 
no hydrogen adsorption at ambient temperatures was observed. Subsequent TEM investigations 
revealed that the SWNTs had been completely consumed during the oxidation process (Dillon et 
al. 1996). 

For comparison, controlled oxidation of laser-generated soots containing very high densities of 
SWNTs was also explomd. The materials were outgassed in vacuum and oxidized in 1 torr Hz0 
between 325-975 K at 1 Kls. Here, the procedure did not allow hydrogen to be adsorbed at near 
ambient temperatures as would be expected if arc-generated materials had been used. In a more 
aggressive oxidation experiment, the laser-generated material was heated in 8% water vapor / 92% 
argon with a total pressure of 1200 psi and a temperature of 800 K. Again no hydrogen adsorption 
at ambient temp-s was observed after this high pressure water oxidation. As discussed in 
detail in the next section, there are several explanations for this behavior. 

The effect of controlled oxidation with @ on the laser-generated material was also strikingly 
different than that behavior observed for arc-generated material. After t& laser-generated carbon 
soot was oxidized in 1 tom for 10 min. at - 1050 K approximately 113 of the initial material 
remained. Figure 7 displays TEM images of a) the initial laser vaporization material and b) the 
material remaining after oxidation. In Fig. 7a, large bundles of 13.8 A diameter SWNTs are 
clearly observed spanning the entire image. In addition, metal nanoclusters and amorphous soot 
are also observed interlacing the SWNTs. Figure 7b shows that oxidation in @ results in the 
consumption of the amorphous carbon components leaving purified SWNTs, oxidized metal 
particles, and some unreacted carbon. As noted above, this same oxidation would completely 
destroy the SWNT fraction in materials produced by arc-discharge. 

Differing Mechanisms for Oxidation 

The arc-generated SWNTs are evidently opened by oxidation in 1 torr of Hz0 between 325-975 K 
but are consumed by oxidation in under identical conditions. The temperature programmed 
reaction products from the arc-generated material indicate that water is oxidizing surface carbon to 
produce CO and H2 while oxidation in results in the production of C02. In the outgassing 
process, water is generated by desorption from the material and some portion of this water reacts 
with surface carbon to produce CO. In this case, the hydrogen evolution (not shown in Fig. 4) 
during the dynamic desorption/reaction of water cannot be directly comlated with evolving CO 
according to the reaction C, + H20 -> CO + Hz. The TPD spectra are complicated by the fact that 
CO is also being generated while C02 oxidizes surface carbon. 

It is possible that oxidation of the SWNT caps in water may occur with hydrogen termination of 
the carbon dangling bonds thereby passivating the tubes against completeJoxidative consumption. 
The amorphous components of the soots likely undergo oxidation in water producing CO and H2 
as indicated by the TPD data. Because the nanotube caps make up such a small  fixtion of the 
material, the temperature programmed reaction products observed during oxidation can not be used 
to establish their oxidation mechanism. 



In order to elucidate the oxidation mechanism of the nanotube caps, the arc-generated material was 
heated at 1 Ws in D20 between 325-975 K. The reaction with D20 provided a means of cleanly 
determining the addition of D without interference from desorbing H2 associated with H introduced 
by reaction with water while the samples were exposed to lab air. The temperature programmed 
desorption spectrum obtained following this oxidation in is displayed in Fig. 8. At 
temperatures above 800 K an increase in the background pressure of deuterium is observed, 
consistent with the release of chemisorbed D2. The TPD results show that some hydrogen 
(deuterium) addition occurs during the oxidation of carbon nanotube soots with water. The high 
desorption temperature in Fig. 8 is consistent with the formation of a very stable C-H (D) bond. 

Figure 9 displays DRFTIR difference spectra of the laser-generated at various 
tempemhues while heating in vacuum. As with the arc-generated materials a broad decrease in 
infrared absorption is observed at 3508 cm-1 indicating the decomposition reaction 2COH --> COC 
+ H 0. However, unlike the spectra in Fig. 5, an increase in infrared absorbance centered at 3216 f cm- is observed in Fig. 9 for the laser-generated material. The inbred feature at 3216 cm-1 may 
be attributed to the C-H stretching vibration of H attached to an aromatic c&n system. This 
increase in aromatic hydrogen can be attributed to hydrogen tc, '  on of graphitic carbon 
dangling bonds present at either the edges of graphitic platelets or the open ends of carbon 
nanotubes. The increase in infrared absorbance of the C-H stretching vibration was not observed 
for the arc-generated material presumably due to the small quantity of SWNTs. It will be quite 
interesting to repeat these experiments on laser-generated materials purified by oxidation processes 
(Fig. 7b). Collectively these DRFTIR results and the deuterium TPD signal of Fig. 8 are 
consistent with the idea that water is a more selective oxidant for the removal of SWNT caps due to 
hydrogen termination of the carbon dangling bonds. 

Hydrogen adsorption studied on laser-generated materials were unable to detect adsorbed H2 at 
near ambient temperatures as is found with arc-generated materials (Dillon et al. 1997). Several 
possibilities could account for this discrepancy. It is possible that the slightly larger diameter laser- 
generated tubes (13.8 A compared with 12 A) do not stabilize physisorbed & against desoqtion at 
the experimental base pressure of the chamber (c 5 x 10-8 torr). It is also quite possible that the 
laser-generated tube caps were not actually removed by oxidation. The (10,lO) tube which 
predominates in the laser-generated material is thought to be capped by one half of a C, fullerene. 
This cap would be much more stable than any cap which could form on the (9,9) tubes which are 
typically produced by arc-discharge. The stability against oxidation of the (10,lO) tube cap relative 
to the (9,9) tube cap rationalizes the fact that laser-generated SWNTs are purified under conditions 
which fully combust arc-discharge tubes. Furthermore, the higher-yield laser-generation process 
results in the formation of tubes which are considerably longer than those synthesized by arc- 
generation. The relatively low density of caps and ends and the increased number of tubes per 
bundle may affect the kinetics for oxidation of the tube ends. Finally, the longer tubes also stand a 
greater chance of being kinked so that the total length is unavailable for hydrogen adsorption, and 
filling the tubes deeply along their lengths may well be diffusion limited. Future investigations will 
explore hydrogen adsorption on purified laser-generated SWNTs with higher pressures of H2, 
methods for cutting SWNTs into shorter lengths, and the effect of nanotube length and diameter on 
H2 uptake. 

Hydrogen Reduction of Laser-Generated SWNTs 

The direct reduction of laser-generated SWNTs with hydrogen was also explored. A sample of 
laser-generated soot was heated in 2 ton H2 for 10 min. at 775 K. Subsequent hydrogen 
desorption was not observed in temper- programmed desorption spectra between 300-900 K. 
The sample was then heated at 773 K for 10 min. in a high pressure furnace with H2 at 650 psi. 
Figure 10 reveals the H2 TPD spectrum of the high pressure treated sample. A hydrogen 



desorption signal centered at 716 K indicating the addition of hydrogen to the carbon surfaces is 
clearly observed. The integrated area under the H2 TPD signal corresponds to an amount of 
hydrogen equivalent to - 0.1 wt% of the material. Qualitatively, the amount of chemisorbed H2 is 
too great to be explained only by hydrogenation of nanotube ends. In contrast to the & desorption 
data presented in Fig. 8, the majority of the H2 evolves a full 200 K earlier, indicating a weaker 
bond to the surface. This observation is consistent with the idea that the hydrogenation occurs by 
addition to the n-stabilized network of the nanotube walls rather than by terminating dangling 
bonds. These species are expected to be less stable than those terminating the tube ends and 
consequently have a lower desorption temperature. Failure to detect the reaction at lower pressures 
of Hz may be attributed to diffusion limitations between the densely packed SWNTs, or a lack of 
driving force for hydrogenation. Nanotube hydrogenation will be studied in more detail in the 
upcoming year to determine if chemical binding of hydrogen to SWNT surfaces could be used for 
hydrogen storage in certain applications. 

Synthesis of SWNTs by Laser-Vaporization 

We have recently begun to employ laser-vaporization as a technique for SWNT synthesis. The 
technique has recently been shown to be capable of producing SWNTs in yields approaching 90% 
(Thess et al. 1996). Figure 11 is a schematic of the experimental apparatus we have constructed 
for laser-based production of SWNTs. Briefly, 1.06 micron photons are produced by a Nd:Yag 
laser and directed by a scanning mirror onto the surface of a carbon target which is doped with 
transition metal catalysts. The energy of the laser beam is effective at heating the surface of the 
carbon target to t e m p e m s  above the vaporization point of carbon and SWNTs are formed 
during the subsequent condensation of the carbon vapor. In initial experiments we have produced 
SWNTs at > 60 % yield. Figure 12 compares TEM images of typical materials produced by arc- 
discharge and laser-vaporization, and the improved SWNT purity is readily observed. The 
synthesis can be performed with the laser operating in either pulsed or continuous mode, and 
external heating of the reactor vessel is not required. The experimental set-up allows variation in 
the laser energy density, raster sweep rate, and pulse period. Future work will be directed at 
optimizing the purity and rate for SWNT production. 

Conclusions 

Temperature programmed desorption spectroscopy techniques were used to demonstrate that 
hydrogen is physically- rather than chemically- bound to SWNT materials produced by arc- 
discharge. The heat of adsorption for hydrogen was measure to be 19.6 kJ/mol which is - 5 times 
higher than is found for planar graphite. 

Diffuse reflectance Fourier transform infrared @RFllR) spectroscopy was employed to elucidate 
the oxidation mechanisms of both arc- and laser-generated carbon single-wall nanotube materials. 
The oxidation behavior of these two materials was found to be surprisingly different. Both arc- 
and laser-generated SWNT materials undergo "self-oxidation" while heating in vacuum due to the 
decomposition of the surface hydroxyl and carbonyl species and a corresponding desorption of 
oxidizers such as H20 and COz. For the arc-generated materids this oxidation apparently results 
in the removal of the nanotube caps and the SWNTs may then adsorb molecular hydrogen at near 
ambient pressures. For the laser-generated materials hydrogen adsorption at near ambient 
temperatures is not observed following heating in vacuum. Further work ..is required to determine 
if the more stable caps are removed by the currently utilized oxidation processes, or if the larger 
diameter SWNTs require over-pressure of hydrogen in order to stabilize physisorbed Hz. 
Alternatively, entrance of hydrogen may be hindered by poor diffusion kinetics due to a bend or 
kink in the long SWNTs. If so, it will be important to develop methods to cut and shorten the 
tubes produced by laser vaporization. 



The reduction of laser-generated soots has also been studied. Hydrogenation of the carbon 
material occurs after 10 rnin. at 775 K in 650 psi H2. Approximately 0.1 wt% of hydrogen is 
added to the material by this route, and the addition occurs mostly on the planar surfaces of the 
carbon nanotubes. The reaction is undetected after exposure at a lower H2 pressure of 2 torr for 
the same time and temperature perhaps due to insufficient thermodynamic driving-force or 
diffusion limitations. 

We have also developed laser-vaporization methods for the high yield synthesis of SWNT 
materials, and developed strategies for purifying the resultant tubes. These capabilities will allow 
us to investigate the hydrogen storage properties of gram quantities of SWNTs at pressures greater 
than one atmosphere. 
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Abstract 

While metal hycbides are a very attractive means for hydrogen storage, m order to fatacate practical 
mtal hydride-based energy storage systems, there is a need for n m  improved hqdriding alloys and 
novel system engineaiPg designs. Conventional high capacity hydrides need hgh temperatures to 
libaate the hydrogen whereas low tempmature metal hydrides sufEer fiom low gravkmtric energy 
density. This wo* was done under a cost-shared USDOE contract #DE-FC3696G010145, mning 
1 996- 1 997. The overall objective of this work is to develop conrmerciany viable metal hydndes capable 
of storing between 3-5 wt.% hydrogen for use with PEM M cells and for other applications mchdmg 
hydrogen fueled internal codustion agine (HIE). Durmg this contract period ECD has prepared 
and tested, proprietary Mg-based d-component alloys made by a mechanical alloying process. 
These high capacity alloys have excellent kinetics at 300" C. The characteristics of these alloys 
show indication of some modification of the Mg near-neighbor atomic configuration. While promking, 
additional work needs to be performed to achieve the goals of this work. We have also m d e d  in 
substachUy mcreashg the yield of the mechanical alloying process. 



Introduction 

Concerns about global warming, urban air quality, acid rain, and energy supply security are 
motivating increased interest in low-polluting alternative transportation fuels. The need to develop 
a sustainable energy system becomes even more urgent when we consider that in 1991 the United 
States spent $5 1 billion for imported oil, which accounted for more than 50% of the trade deficit. 

Hydrogen is a high quality, exceptionally clean fuel that has been demonstrated in experimental 
cars, buses, trucks and airplanes. With hydrogen internal combustion engine (H-ICE) vehicles, the 
only pollutants are low levels of nitrogen oxides and with hydrogen fuel cell vehicles, even NO, 
emissions would be eliminated. If hydrogen is produced from renewable resources, via water 
electrolysis using solar, wind, or hydroelectric power, it would be in principle possible to produce 
and use hydrogen as a transportation fuel on a large scale, resulting in zero emission vehicles. 

In a typical hydrogen powered fuel cell, hydrogen fuel combines with oxygen fiom air to form 
water, heat and electricity. The primary fueling option for most applications will be direct hydrogen 
stored on-board the vehicle. Hydrogen fuel cell vehicles combine the best features of electric- 
battery vehicles (zero emissions, high efficiency, quiet, long life) with the convenience and 
flexibility of gasoline vehicles (fast refueling time, long range). The hydrogen powered proton 
exchange membrane (PEM) fuel cells appear the most likely type of fuel cells for passenger 
vehicles and light-duty applications. One of the most serious baniers to the utilization of fuel cell 
technology is the lack of a practical hydrogen storage system and the related infhstmcture 
requirement. 

Background 

Large-scale introduction of hydrogen requires the development of compact, lightweight, cost- 
effective and safe means of storing the hydrogen for use in mobile and stationary applications. The 
desired hydrogen storage system must have high gravimetric and volumetric energy density, 
packaging flexibility, ease of recharging, ease of manufacturing, long life, environmental 
acceptability, and low to zero energy loss during storage. Hydrogen stored as compressed gas will 
neither result in high energy density nor the degree of safety and cost required. Liquid hydrogen 
requires special handling, and boil-off losses are a problem. The safest and most practical method 
for storing hydrogen is in the form of metal hydrides. 

Metal hydrides consist of solid alloys that are capable of reversibly storing large amounts of 
hydrogen at ambient temperatures and at much lower pressures than gaseous or liquid hydrogen. 
There is much already known about the thermodynamic and kinetic properties of metal hydrides, 
and compared to all the carbon-based materials, metal hydrides have the advantage of low cost and 
ease of manufacture. They can provide a safe, energy efficient, environmentally sound means of 
storing hydrogen fuel for use with fuel cells and for H-ICE vehicles. An additional advantage of 
metal hydrides is their ability to deliver very pure hydrogen. This is an advantage for use in fbel 
cells which use catalysts that can be easily poisoned if any impurities (such as CO) are present in 
the hydrogen. Metal hydrides have negligible, if any, loss during storage, giving them extremely 
long shelf-life. A significant advantage of metal hydrides is their safety, since they are low pressure 
systems. Another important advantage is that their chemistry is well understood. This is a result of 
many years of research efforts by a large number of scientists worldwide. 

Hydride storage has been demonstrated in vehicles in the US and overseas by Mercedes-Benz, 
Mazda and Toyota. However, vehicle range has been limited because low temperature alloys have 



low gravimetric energy density and high capacity alloys are too stable for some applications. 
Significant opportunities exist to advance the state-of-the-art by developing high capacity alloys 
that can release hydrogen at low-medium temperatures. With rapid progress occurring in the 
development of renewable energy (such as PV and wind), water electrolysis, and PEM fuel cell 
technology, the market for new improved metal hydrides can be enonnous. 

Applications of metal hydrides include: 

Hydrogen storage/energy transportation medium 
Rechargeable batteries 
Non-CFC Heat pumps/air conditioners 
Hydrogen storage for fuel cells and hydrogen fueled vehicles 
Fuel storage for portable power h e l  cells 
Catalysts 
Compressors 
H-gas separation medium 

For practical applications, metal hydrides must have the following properties: 

Good reversibility 
High storage capacity 
Desired pressure/temperature characteristics 
Easy activation 
Low cost 
Stable in ambient environment 
Ease of scale-up 
No environmental consequences 

According to DOE sponsored studies @TI data), it is estimated that 3.58 kg of hydrogen is needed 
onboard a standard PEM he1 cell vehicle which will provide a range of 300 miles. This calculation 
takes into account fuel cell inefficiencies. Table 1 shows the relationship between the hydrogen 
storage capacity of a metal hydride and the amount of alloy needed to store 3.58 kg of hydrogen. 

Wt. % Storage Wt. of alloy 
Capacity (kg) 

At 4 wt.% storage capacity, metal hydride onboard storage of hydrogen becomes feasible. Addition 
of 20-30 % for the containerheat exchanger, etc. could bring the total weight to less than 120 kg. 
These rough estimates are for the average US passenger car giving in excess of 300 miles. For 
many transportation applications these numbers can be much lower, requiring a smaller amount of 
hydrogen to be stored onboard. 

For all the other applications of metal hydrides requiring small amounts of hydrogen, such as 



portable power and hydride air conditioners, even 2 wt.% alloys will be attractive. The overall 
market potential for metal hydrides can thus be enormous. 

Due to the rapidly growing market for nickellmetal hydride batteries, large scale metal hydride 
alloy manufacturing facilities already exist for low temperature hydrides. ECD has pioneered the 
development of metal hydrides and metal hydride batteries and holds 45 patents in the US and 202 
related patents worldwide, in this field. ECD currently has large-scale metal hydride manufacturing 
facilities at its subsidiary, the Ovonic Battery Company (OBC). 

Overall Objectives 

The overall objective of this work is to develop commercially viable metal .hydrides capable of 
storing between 3-4 wt.% hydrogen for use with PEM fuel cells and for other applications such as 
the hydrogen heled internal combustion engine (HICE). This includes the development of low 
cost bulk methods for commercial manufacturing of the alloys, and improved hydride 
bedlcontainer designs. 

The specific technical objectives are as follows: 

1. To reduce the desorption temperature of Mg-based alloys while maintaining acceptable 
storage capacity. 

2. To achieve the desired equilibrium hydrogen pressures for practical applications. 

3. To ensure long cycle life, low cost, ease of manufacturing. 

4. Explore novel methods of alloy preparation, in addition to mechanical alloying. This 
should allow for greater degree of alloying, in addition to making homogeneous 
materials of small particle size (nano-size). 

Technical Discussion 

Overall Approach and Background 

The greatest challenge in the development of low temperature Mg-based hydrides is to affect the 
thermodynamic properties of these alloys in order to reduce their H-desorption temperature without 
drastically lowering their hydrogen storage capacity. This problem is even more challenging due to 
Mg's low miscibility with most transition metals, it's low melting temperature and high vapor 
pressure. The use of novel alloy preparation techniques needs to be explored to obtain near- 
neighbor interactions between Mg and modifier elements since traditional high temperature melting 
techniques have not been successful. In addition to alloy composition, processing conditions 
become very important. 

In order to obtain high hydrogen storage capacity, a low weight hydride former such as Mg is 
required. However Mg suffers fiom slow H-sorption kinetics and high desorption temperatures 
(>300° C). 
These problems can be diminished by surface and bulk modification to: 1) increase the number of 
catalytically active sites and 2) to modify the local sites for metal-hydrogen bonding. Thus, 
judiciously designed Mg-based small grainlparticle-sized alloys have the potential of overcoming 
the problems of slow kinetics and high H-desorption temperatures. While Mg readily alloys with 
Ni, hydrides of Mg-Ni alloys are also too stable. Thus our approach is to use non-conventional 



processes that will allow the alloying of Mg with selected transition metal (TM) and rare earth (RE) 
elements coupled with surface modifications. Such novel processes include: 

1. Mechanical alloying 
2. Gas Phase Condensation 
3. Melt Spinning 
4. Gas Atomization 

Past Results and Summary of Recent Achievements 

Past Results 

In the early 19803, ECD developed and patented several families of Mg-based alloys having 
superior hydrogen storage properties. These alloys were prepared using thin film techniques such 
as sputtering. Under the DOE cost-shared program we have successfully scaled up these materials 
fiom thin film to bulk, using a mechanical alloying process. Mg- based multi-component alloys 
have been prepared and characterized. Results to date have been very encouraging. Alloys having 
above 5 wt.% hydrogen storage capacity and good cycle life have been prepared. 

Summary of recent achievements 

A. Process Optimization 
B. Alloy Optimization 
C. Product and Market Research 

Process Optimization 

We have demonstrated that the grinding speed during mechanical alloying can have a significant 
effect on the degree and nature of the alloying. We demonstrated that in order for the Mg and the 
TM elements to be in close proximity and enhance the probability of alloying, high grinding speeds 
are desirable. Alloying was done at speeds varying from 150 to 1000 rpm. 

In addition to higher grinding speeds, we experimented with the addition of grinding aids. Two 
types of grinding aids have been wd. Graphitic carbon was used as a solid grinding aid and 
heptane as a liquid grinding aid. Addition of heptane improves the alloy yield substantially. Carbon 
addition has two effects, it acts as a lubricant and also has a significant effect on the enhancement 
of sorption kinetics. Figures 1 - 9 show the experimental results of process optimization. 

Alloy Optimization 

Research on alloy optimization includes the following approaches: 

1. Effect of processing conditions on alloy properties. 
2. Modification of Mg with pre-alloyed, low temperature hydride formers such as FeTi. 
3. Modification of Mg with individual elements of low temperature hydride, i.e. Mg+Fe+Ti. 
4. Modification of Mg with pre-formed alloy of a number of TM elements. 
5. Modification of Mg with individual elements of the TM alloy. 



6. Mechanical alloying of MgH, using the above modifiers. 

Figure 10 shows the desorption kinetics of the modification of Mg by the addition of FeTi in three 
different ways: 

a) Simultaneous grinding of Mg, Fe, and Ti 
b) Grinding of Mg with an inductively melted alloy of FeTi and 
c) Pre-alloying of FeTi by mechanical alloying before the addition of Mg. 

Figure 1 1 shows the X-ray diflkaction patterns of the alloys made using the three different means 
of alloy preparation. 

The effect of the addition of multiple transition elements in the form and a pre-alloy and as 
individual elements is shown in figure 12 which shows somewhat improved kinetics by the 
addition of individual elements. Figure 13 shows the corresponding XRD data. 

The most important aspect of the above modification is affect on the PCT characteristics as shown 
in figure 14. We see the presence of additional small plateau regions in the PCT profile which are 
not attributable to MgH, or MgNi alloy. There is indication that we may have actually begun to 
affect the near neighbor atomic and electronic configuration of the Mg atoms. This result while 
preliminary, is the first of its kind and very encouraging. 

As mentioned above, one approach that may prove promising is to use MgH, as a starting material 
instead of Mg. The XRD pattern of a preliminary experiment in this direction is shown in figure 15. 

The results of the process and alloy optimization to date can be summarized as follows: 

1. Alloy yield has been substantially increased. 
2. Increasing the grinding speed improves the diffusion of TM elements into the Mg particles, 

enhancing break-up into smaller particles, resulting in improved kinetics. 
3. Addition of graphitic carbon and heptane drastically improves the alloy yield and also it's 

kinetics. 
4. For a fixed alloy composition, processing parameters have an effect on the alloy properties. 
5. Addition of C improves the alloy kinetics. 
6. We have shown that several TM elements can be added to Mg without substantially reducing 

the alloys H-storage capacity. The resulting alloy has excellent kinetics at 300°C and its PCT 
profile shows the presence of some species other than Mg, having small regions of plateau 
pressure which is higher than that of Mg or Mg-Ni. 
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Abstract 

Specially coated magnesium particles have been shown to selectively absorb hydrogen 
from a hydrogen-rich gas stxeam. These coated magnesium particles can store the 
absorbed hydrogen as requid  and subsequently deliver pure hydrogen, just as uncoated 
magnesium particles can. These coated magnesium particles could be used in a device 
that accepts a steady stream of refomate, as from a methane reformer, stores the 
selectively absorbed hydrogen indefmitely,and delivers purified hydrogen on demand. 

Introduction 

Magnesium is a superior metal for hydriding from the standpoints of capacity and cost 
Magnesium hydride holds 7.6% hydrogen by weight, considerably more than any other 
practical metal hydride. Also, magnesium is much less expensive than the more 
commonly used hydridable alloys. 

There are three reasons why magnesium is not more commonly used in hydrogen storage 
applications: 

1. Its reaction kinetics a n  poor. This can be remedied by catalyzing the dissociation of 
molecular hydrogen at or near the surface of the magnesium particles. ~o~clanovic' 
has demonstrated the effectiveness of co-macerating the magnesium powder with 
powdered nickel to accomplish this. The authors2 have demonstrated the 
effectiveness of coating the magnesium. powder with a thin layer of nickel to 
accomplish the same thing. 

2. The considerable energy to dehydride magnesium hydride must be provided at 
inconveniently high temperatures. The energy required to dehydride magnesium 
hydride is 27% of the higher heating value of the hydrogen released. Most 
metal hyQides require roughly 10% of the HHV of hydrogen to dehydride. In some 
applications, this energy can be provided by waste heat such as the sensible heat in 
engine exhaust or in fuel cell tailgas. However, magnesium hydride must be 
dehydrided at temperatures well above vehicular fuel cell operating tempratures. 
This limitation can be =medied by storing the energy from the hydriding reaction at 
high temperature by using it to melt a phase change material, and by subsequently 

l~orislav Bogdanovic, "Method of Preparing Active Magnesium-Hydride or Magnesium Hydrogen-Storer 
Systems," US Patent No. 5,199,972, April 6,1993. 

S. J. Hynek aud W. D. Fuller, "S~onary Hydrogen Storage Using a Phase Change Material," 
Proceedings of the l l th World Hydrogen Energy Conference, Stuttgart, Germany, June, 1996. 



recovering that heat of fusion to supply the dehydriding energy. This concept was 
patented by Sandrock and snap3 for hydridable materials in general and 
demonstrated specifically for magnesium by the authors4. 

3. Magnesium will react with some of the non-hydrogen species found in reformute. 
This limitation does not apply to using magnesium to store pure hydrogen, but it does 
apply to using magnesium to selectively absorb hydrogen from reformate. It also 
applies to using nickel-coated magnesium to selectively absorb hydrogen from 
reformate. It was this limitation that prompted the development of the special coating 
to be discussed below. 

Hydrogen is typically produced by reforming methane, purified by a pressure swing 
adsorber (PSA), and stored as a compressed gas (unless the production rate is large 
enough to justify liquefaction and cryogenic storage). Magnesium particles coated with a 
hydrogen-permselective material would pennit the construction of a device that could 
simultaneously purify and store the hydrogen. This device could replace both the PSA 
and much, if not all of the compressed gas storage. 

Such a device is represented schematically by Figure 1. This device could accept a 
steady flow of reformate fiom a methane reformer, and it could satisfy an intermittent 
demand for hydrogen by a small industrial user of hydrogen or by a hydrogen fueling 
station. The mismatch between reformate supply and hydrogen demand is 
accommodated by che hydrogen storage capacity of the coated magnesium particles. The 
thermal mismatch between heat rejected by the hydriding bed and the heat accepted by 

.. the dehydriding bed is accommodated by the thennal storage capacity of the phase 
change material. 

PCM on shell side 

Coated Mg particles on' 
tube side of both a rcuits 

Figure 1 - Schematic Flow Diagram of Device to Accept Steady Flow of Reformate and Deliver 
Intermittent Flow of Hydrogen 

Gary D. Sandrock and Edwin Snape, "Reaction Heat Storage Method for Hydride Tanks," US Patent No. 
4,566,281, January 28,1986. 

"High Efficiency Stationary Hydrogen Storage," final technical report to NREL, Arthur D. Little 
Reference No. 45781, February, 1995. 



Discussion 

Hydrogen can be separated from the other species in a hydrogen-rich gas mixture by 
pressurizing that mixture and exposing it to a hydrogen-permselective membrane. 
Usually these membranes are supported by some sort of substrate, and the thickness of 
that membrane is determined by a compromise: both performance and cost favor thin 
membranes, while the ability to withstand high press= drops and the ability to use 
substrates with practical p o ~  sizes both favor thick membranes. 

Alternatively, if the membrane is deployed as a coating on an essentially spherical, 
non-porous particle, then the membrane can be very thin indeed. It can be so thin that 
the natural gaps that attend very thin layers, such as lattice discontinuities, exist If these 
nahual gaps exist, and if they are small enough to permit the passage of hydrogen but not 
other species, thcn this coating constitutes a hydrogen-permselective membrane. And if 
that spherical particle is rnade of a hydridable material such as magnesium, then the 
coated particle should be able to absorb hydrogen selectively from a hydrogen-rich gas 
mixture. 

A snitable coating material for magnesium particles should possess the following four 
characteris tics: 

1 .  Hydrogen Pennselectivity - It must pass hydrogen, but it must not pass any other 
species with which the magnesium might react. 

2. Chemical Inertia - It must not itself react with the other species, lest it lose its 
hydrogen-permselectivity . 

3. Compound of Magnesium - If this coating is fonned from the surface of the 
magnesium particle itself, then its adherence to that particle should be greatly 
enhanced. This is important given the swelling and contracting that attend, 
respectively, hydriding and dehydriding of magnesium particles. 

4. Inexpensive - Magnesium is attractive as a hydridable material partly because it is 
inexpensive. Were its coating to be expensive, this advantage would diminish. 

These coated particles would have to be used in conjunction with a suitable catalyst for 
dissociating molecular hydrogen. This catalyst should also be inexpensive and inert to 
the other species, but it need not be hydrogen-permelective, and it need not be a 
compound of magnesium. This catalyst could be co-macerated with the coated 
magnesium particles, or it could be applied as a secondary, discontinuous coating. 



Results 

Our preliminary results indicate that a coating that possesses the above chatactexistics 
may be achievable. 

1. We have established that magnesium particles can easily be coated with magnesium 
nitride by means of chemical vapor deposition (0) in a fluidized bed reactor. 

2. We have established that these magnesium nitride coatings do not degrade the ability 
of the magnesium particles to hydride and dehydride in the presence of pure 
hydrogen. 

3. We have established that these coated magnesium particles can repeatedly hydride 
and dehydride in the presence of a mixture of hydrogen, steam, and carbon dioxide. 

We measured the ability of magnesium particles to hydride and dehydride using a closed, 
heated volume in which is contained the magnesium particles (with or without coatings) 
and a gas (either pure hydrogen or a mixture of hydrogen and other species). Our 
technique consists of the following steps: 

1. Allow the particles and the hydrogen in the gas to reach equilibrium at 300°C , 

2. Vent some of the gas until the hydrogen partial pressure equals the 
hydrogenlmagnesium hydride equilibrium pressure at 300°C (1.45 atm), 

3. Allow the particles and the hydrogen in the gas to reach equilibrium at 400°C, 

4. Allow the particles and the hydrogen in the gas to reach equilibriqn at 300°C , 

Steps 3 and 4 are repeated as long as desired. 

Figure 2 shows the result of Step 3 (above) using uncoated magnesium particles in pure 
hydrogen. The hydrogen pressure is seen to rise when the temperature is increased to 
400"C, indicating that the magnesium particles are dehydriding. 
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Figure 2 - Uncoated Magnesium Particles Dehydriding in Pure Hydrogen 

Even if the particles did not dehydride at all, the pressure within the closed volume 
would rise somewhat. Even if the particles were made of an inert substance such as sand 
instcad of magnesium, the gas pressure would rise with temperature in accordance with 
the perfect gas laws. The pressure rise in that case would be much less than the one 
observed, and would match the solid line on Figure 2. 

Figure 3 shows the results of Steps 3 and 4 (above) using coated magnesium particles in 
pure hydrogen. Again, the hydrogen pressure is seen to rise when the temperature is 
increased to 40O0C and to fall when the temperature is decreased to 300°C, indicating 
that the magnesium particles are dehydriding and hydriding again. If the magnesium 
nitride coating were not permeable to hydrogen, then there could be no such hydriding 
and dehydriding. If the magnesium nitride coating were not permeable to hydrogen, then 
the magnesium particles would "behave like sand" and the pressure of the closed volume 
would rise and fall only in accordance with the solid line on Figure 3. . 
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Figure 3 - Coatad Magnesium Partides Dehydriding and Hydriding in Pure Hydrogen 

Figure 4 shows the results of repeated cycling using coated magnesium particles in a gas 
mixture that is roughly one part steam, one part carbon dioxide and two parts hydrogen 
("quasi-reformate"). In this gas mixture, suggestive of refomate, the uncoated particles 
were observed to ''behave like sand" as the non-hydrogen species reacted with the 
magnesium to prevent its hydriding/dehydriding; the pressure rose and fell with the 
temperature only in accord with the perfect gas laws. However, the coated particles in 
the simulated reformate stream were observed to hydride and dehydride over eleven 
cycles. 
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Figure 4 - Coated Magnesium Particles Dehydriding and Hydriding in Quasi-Reformate 

Conc 1 usions 

1. It is apparent that a magnesium nitride coating does indeed permit magnesium 
particles to selectively absorb hydrogen fkom a hydrogen-rich mixture. 

2. It is also apparent that there is room for improvement in this coating. Magnesium 
particles with an "ideal" coating would exhibit the same hydrogen partial pressure 
swing in quasi-refomate as would uncoated magnesium particles in pure hydrogen. 

3. These magnesium nitride coatings offer the potential to construct devices that could 
reduce both the cost and the size of small hydrogen supply systems for industrial or 
vehicular refueling applications. 

4. Additional testing is needed to optimize the coated particles with respect to reaction 
kinetics and completion of reaction. 
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Abstract 

A prototype hydride bed for supplying hydrogen to a fuel cell on a mobile vehicle has been 
designed and tested in the laboratory. The original bed design consists of 8 modules and is 
intended for use with the fuel cell on the Palm Desert Vehicle (PDV) under development at the 
Schatz Energy Center, Humbolt State University. Each module contains approximately 2 kg of a 
commercially available, low temperature, hydride-forming alloy. Waste heat from the fuel cell in 
the form of heated water is used to desorb hydrogen fiom the alloy for supplying feed hydrogen 
to the fuel cell. In order to help determine the performance of such a modular bed system, six 
modules were constructed and tested. The design and construction of the modules is described in 
detail. In laboratory testing, the modules meet or exceed all design criteria: Initial testing of the 
modules both individually and as a group showed that each module can store -30 g of hydrogen 
(at 165 PSIA fill pressure, 17 OC), could be filled with hydrogen in 6 minutes at 75 standard 
literdmin (slm) fueling rate, and could supply hydrogen during desorption at rates of 25 slm, the 
maximum anticipated hydrogen he1 cell input requirement. Tests made of 5 modules as a group 
indicated that the behavior of the group run in parallel both in fueling and gas delivery could be 
directly predicted fiom the corresponding, single module characteristics by using an appropriate 
scaling factor. 



Introduction 

Fuel cells are emerging as attractive sources of power for electric vehicles because of their low 
emissions and quiet operation. Air (or oxygen) and hydrogen are the feed gases for these cells, 
and various types of hydrogen supplies such as high pressure hydrogen tanks, liquid hydrogen, 
hydrogen reformers, and metal hydrides have either been used or planned for use with h l  cells. 
Examples of vehicular systems include a 250 W phosphoric acid fuel cell supplied by a hydride 
bed and powering a golf cart (Shindo, 1993), 15 kW fuel cells used in different "green" vehicles 
and fueled with hydrogen fiom high pressure tanks (Nadal, 1996), and small scale, conceptual 
systems for railroad locomotives powered by fuel cell - hydride bed combinations (Hasegawa, 
1995). Fuel cells for submarine use (Brighton, 1994) have been proposed . It is clear that fuel 
cell applications abound, and that the best choice for the hydrogen supply will depend critically 
on the exact configuration and requirements of the fuel cell system. 

This current work describes the design, construction, and initial laboratory testing of a metal 
hydride bed system which was designed to supply hydrogen to a nominal 5 kW fuel cell made by 
the Schatz Energy Research Center (SERC), Humboldt State University, Arcata, CA and used in 
SERC's Palm Desert Vehicle (PDV). Although the design and construction of the bed system 
was dictated by the performance and constructional requirements of the SERC fuel cell PDV, it is 
likely that the general design features used to make the present hydride bed could be incorporated 
in future bed systems serving other fuel cells. Primary goals in this work were to make a 
practical hydride system which satisfied all hydrogen supply requirements of the PDV fuel cell 
system, and could be built with existing hydride bed fabrication techniques and commercially 
available, metal hydride-forming alloys. It was the intent of this work to make a hydride bed 
system which would be prototype, working device, for use in the PDV. It is expected that 
working experience with this bed system both in the laboratory and, eventually, in a working 
vehicle, will lead to the development and manufacture of less expensive bed system with 
improved performance characteristics. 

Design and Construction 

The primary, SERC PDV requirements for a hydride bed used as a hydrogen supply are given in 
Table 1. These requirements were determined by combining the performance statistics of 
compressed hydrogen tanks currently used on the PDV with anticipated operational conditions 
using a hydride bed. Note that some of the requirements are rather arbitrary: For instance, the 
refueling time of 5 10 minutes is long compared to a typical "tanking up" at a gasoline station (I 
2 minutes), but was considered an acceptable time to refill the hydride bed. (Bed refueling times 
are only relevant to the refueling scenario where gas is put back into the beds at a drive-up 
refueling station. It may be that a complete bed changeout/exchange in the end is the best means 
for "refueling."). The environmental requirement, operating temperatures of -5 OC to - 65 OC, is 



one which has not been actually measured but, rather, is an estimate of the temperatures which 
the hydride bed might experience. 

Table 1. Hydride Bed Requirements for the SERC PDV 

Requirement Amount 
1 

. 
Hydrogen Supply 

Total hydrogen stored -1 60 grams 
Maximum delivery rate -25 slm 
Refueling time 5 10 minutes 

Environmental Temperature Range -5 OC to - 65 "C 
Overall Size Fit in space - 3" x 20" x 21" 
Bed Heating 

"normal," steady state operation water, fuel cell waste heat ( ~ 2 . 5  kW max.) 
startup batteriesJ2 - 36 V, - 600- 1000 kJ max 

Modular Bed Details 

A "modular" hydride bed is one made up of several, smaller beds configured so that the overall 
hydrogen capacity is the sum of the smaller (modular) individual bed capacities. Hydrogen 
Components, Inc. (HCI), Littleton, CO, has experience in construction of similar beds 
(HCI1Fran.k Lynch, 1993), and it has developed effective techniques to control unwanted 
hydride swelling. Therefore, we decided to design a modular bed based on HCI's proven bed 
construction techniques and to have HCI build the modular beds based on our design 
requirements. 

A modular, prototype system was chosen primarily because it should best utilize the small 
amounts of waste heat available fiom the fuel cell (discussed below), would fit in the space 
available, could be mounted in the PDV so that the bed modules would be readily accessible, and, 
if necessary, could be reconfigured to be used in different hydrogen-delivery gas manifolds. 
However, a modular design is most likely not optimized from a capacity standpoint, and would 
also involve more gas and water connections than a single, larger bed with the same amount of 
hydride alloy. 

A drawing of one of the proposed modular beds is shown in Figure 1. The entire bed assembly 
would consist of 8 such beds, and one possible, planar arrangement of these beds in the PDV 
space is shown in Figure 2 (The gas plumbing for the beds is not shown in this Figure). The 
space available for the entire bed assembly is located underneath the fuel cell and above the belly 
pan of the PDV, and is basically a volume - 20" x 2 1" x 3" in size. Other components 
necessary for interfacing the metal hydride bed system to the he1 cell water cooling/heating 
system, such as heat exchanger, water pump, etc., would fit in other available space in the PDV. 



Even though each of the eight modules looks the same as the others, there are actually two types 
of modules with different hydride-forming alloys: 

"Main Module." This is the primary bed module and there would be 7 such modules in 
the bed. Each main module contains approximately 1900 g of C 15 (Aits, 1999, a hydride- 
forming alloy made by GfE in Nuremberg, FRG. C15 was chosen because, when hydrided, it had 
hydrogen overpressures which were in the proper range, - 1 - 15 bar. The module consists of 9, 
hydride-containing tubes approximately 1 111 6" in diameter. The C 15 is loaded in the tubes to a 
packing density of -3 glcc; the loading of the material is done such that the 15" length of each 
tube is physically partitioned into separate zones, each of which is approximately 314" long (this 
technique is called the "bar stool" arrangement by HCI). In addition, an eccentrically mounted, 
fiitted gas tube runs the entire length of each of the hydride tubes. The hydrogen outputs of the 
tubes are connected in parallel internally in the bed in a plenum (see Figure 1, "Side View"). 
Connections to the plenum consist of a single, manual valve, for external gas delivery, and a 
pressure relief valve, set at a nominal 250 PSIG. All the hydride tubes are encased in a water- 
cooled, stainless steel jacket. Lexan rods, with either square or triangular cross sections and 
running the length of the module, are inserted between the hydride tubes in order to reduce the 
cross-sectional water flow area, a strategy employed to increase the water flow velocity in the 
module and to promote turbulent flow for improved heat transfer inside the module. On the ends 
of the jacket are welded brackets which will be used to attach each module to the angle-iron M e  
of the PDV. 

"Cold Start Module." There is one such module, and it will contain an alloy which is 
less stable (higher hydrogen pressure at the same temperature) than C15. The main purpose of 
this module was to provide higher output pressure than the C15 during "cold start" ( 
temperatures below -20 OC) starting conditions. The alloy used in the system which was made is 
Ergenics Hy-Stor 208 (Huston, 1980). 

Six modules were built by HCI and their specifications are given in Table 2. Note that the first 
five modules (1.1 - 1 through 1.1-4 and 3.1-1) contain C 15, while the sixth module has Hy-Stor 
208. As shown in Table 2, each module weighs about 4 kilograms, of which -4540% is hydride 
alloy weight. Also given in the last column are the predicted weights of hydrogen stored in the 
alloys for 1.5 weight per cent (wlo) loading and the overall, effective wlo of hydrogen storage in 
the module. This last number underscores the necessity of considering an often-neglected 
component in hydride systems - the container. The wlo figures quoted for many alloy systems 
must always be put into practical perspectives by including container weights. As indicate 
above, it was not the intent of the current study to achieve optimum wlo figures with the 
modular system. 



Table 2. Module Specifications 

Available Energy and System Design 

A simplified, block diagram of the assumed functional relationship of the modular bed with the 
fuel cell is shown in Figure 3. There are two water loops in this system: one water loop cools the 
fuel cell; the second loop heats the modular hydride bed. Energy is tramfened from the fnst 
water circuit to a second by a heat exchanger. An onboard battery/ regulator system provides 
power to run such items as the water pumps, valves, and electrical heater. This heater is located 
in the bed water circuit and is used to heat the water when reject heat from the fbel cell is 
insufficient to heat the hydride bed, a situation which would occur most often during "cold start7' 
conditions, those times when the fbel cell is first used and the ambient bed temperature is not 
high enough to satisfy energy demands for hydrogen desorption. 

Module 

1.1-1 
1.1-2 
1.1-3 
1.1-4 
3.1-1 

2.1-1 

Totals 
(9) 

average 

There are two basic modes of operation for the fuel cellhydride bed system: "steady state," and 
"startup," or transient operation . During steady state operation, dl system components are at 
the nominal operating temperature, and the only energy required for hydride bed operation is the 
amount necessary to supply the heat of desorption of hydrogen from the metal hydride alloy: 
Since the maximum anticipated use of hydrogen by the he1 cell is about 25 slm (-0.01 86 moles 
hydrogen/s), and the heat of desorption of hydrogen in C 15 is about 34 kJ/mole hydrogen 
(Pechoff, 1996), during steady state desorption of hydrogen from the hydride, a heat input of 
-0.0186a34 ~ 0 . 6  kW, is required. 
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Entire 
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219C 
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49.57 
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92.00 
92.00 
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W/O 

- -  - 
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27.33 
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92.00 

92.00 

27.37 
27.34 

32.85 

45.82 

0.67 
0.66 

0.74 

171.3 
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In principle, the reject heat from the fuel cell should be more than this 0.6 kW, since the fuel cell 
used in the PDV has a maximum power rating of - 5 kW and is - 50% efficient. Thus, 1 2.5 kW 
could be reject heat and available for transfer to the hydride bed heating loop. Although the exact 
amount of available heat depends on the load on the fuel cell and can vary, there should be 
enough waste heat generated by the fuel cell for maintaining desorption of hydrogen from the 
hydride. It is also important to recognize that high hydrogen demand is coupled with high load on 
the &el cell. The high load produces more available heat, but the availability of this heat will lag 
the demand by times determined by the thermal transfer characteristics of the water 
heatingkooling system. 

These steady state estimates, however, do not take into consideration the amount of energy 
necessary to heat the hydride bed to operating temperatures, a situation which would occur 
during "cold start" conditions. In this case, when insufiicient reject ("useful") heat is available 
fiom the operating fuel cell, an electric immersion heater powered by onboard batteries would be 
used to heat the water in the bed water loop. Estimates of the maximum amount of energy 
available fiom the 3 x 12V = 36 V onboard batteries range from about 36 V x 5-8 amp-hours (P. 
Berger and R Chamberlain, 1996). 

In order to maximize the effectiveness of these small amounts of energy available in the PDV, 
energy should not be used to heat components which do not directly contribute to the production 
of necessary hydrogen fuel. This suggests that the bed system heat capacity should be lowered, 
if possible. One way of doing this is to divide the bed into smaller beds, or modules, and to heat 
one bed module at a time, as needed, for hydrogen supply. Heating one bed module at a time also 
decreases the time required to reach operating temperatures, an important consideration in cold 
start situations. Even though a modular system has more complex plumbing and control than a 
single, monolithic bed, the potential improvement in response times and energy economy would 
seem to more than justify the added system complexity . In this current work, it was therefore 
decided to design and build a bed system based on this modular concept. 

In order to provide an estimate of the bed heating required in transient or start up conditions, it is 
necessary to know the heat capacities of the bed module system. Estimates of heat capacities for 
a module are given in Table 3 below. The approximate, total heat capacity per module is thus 
about 3 kJ/K. To estimate the amount of energy to heat up a bed to temperature, however, the 
total amount of water and other equipment in the module water loop also must be considered: 
For instance, this must include at least the heat capacity of the water, water pump, and heater . 
If there were - 2 liters of water in this loop (not an exceptionally large amount), the heat 
capacity of the water would be about 4 kJ/K, slightly larger than that of a single module. The 
water pump, heater and other plumbing connections could easily add to this value to increase the 
heat capacity of the loop system external to a single module to -6 kJ / K, about twice that of a 
single module. Using these estimates, therefore, the total heat capacity of a single module 
system would be - 10 W / K, while that for an 8 module system would be -30 W / K. 



Table 3. Heat Capacities of A Typical Bed Module with 1.5 wlo Hydrogen 

Thus, based on these estimates, a single module system would require no more than 1/3 the 
power than a M l  module system to have a given time-temperature heating cycle, and that - 200 
kJ would be required to raise the temperature of a single module system 20 OC. If a 1 kW heater 
in the fuel cell loop were present, it would take - 3.5 minutes to heat up the system. I f ,  on the 
other hand, all eight modules were heated, the corresponding energy amounts would be - 600 id 
and - 10 minutes. These considerations demonstrate the necessity of minimizing the heat 
capacity of the bed system, and form the rational basis for adopting a modular bed design for the 
PDV. These estimates also underscore the fact that the actual performance of the bed heating 
system will depend on the exact system details and amount of heat capacity in the fuel cell- 
hydride bed water loops. 

MODULE PART 

hydrogen 

Module Testing 

The performance characteristics of the six modules were determined using the Hydride Bed 
Testing Laboratory (Hl3TL). Initially one module alone ( Module 1.1-1, Table 2) was tested. 
That module was then sent to SERC for collaborative testing on one of their test stands. In 
parallel with that activity, the remaining 5 modules were put on the HBTL and tested both 
individually and as a group. The results discussed in this section were taken from this group of 5 
modules; the first module (1.1 - 1) had characteristics essentially identical to the other C 15- 
containing modules except that it container more C 1 5 alloy ( - 1940 g vs. 1820 g ), the result of 
having smaller diameter gas delivery tubes in the hydride tubes. 

SPECIFIC 
HEAT (J/g-K) 

14.226 
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A simplified schematic of the module test system is shown in Figure 4. This figure shows the 
ammgement for one module; when 5 modules were tested the hydrogen outputs fkom the 
modules were connected in parallel and the input and output water lines could likewise be 
connected to in parallel. A water bath heater circulator, with approximately 1 1 liters water 
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inventory, was used to heat or cool the bed module by circulating water through the module 
water jacket; water flows up to approximately 1.2 gallons per minute (gpm ) could be achieved 
in one module when using the circulator. The input and output water temperatures were 
measured with sheathed chromel-alumel thermocouples directly in the water flow. Water 
temperatures fiom 11 OC to 70 OC could be routinely achieved using the current bath/circulator 
configuration. 

When testing a module, the main module valve, labeled V1 in Figure 4, was opened. To hydride, 
or fuel, a bed, 99.995% pure hydrogen fiom external tanks was supplied to a pressure regulator. 
In most tests discussed in the current work, the output pressure of the regulator was set to -165 
PSIA. The fueling of the module was performed by opening valve V2 and controlling the 
hydrogen flow, Fin , into the module by manually adjusting valve V2 . The hydrogen mass 
flowrneter (MFM) had a range of 0 - 400 standard liters1 minute (400 slm). During this process, 
the hydrogen mass flow controller (MFC) shown in the figure was kept closed. The bed 
pressure was measured by a strain gage pressure transducer, Pout , while the supply pressure to 
valve V2 was measured by a similar transducer, Pi, . All data fiom the pressure gauges, 
thermocouples, flowrneter and hydrogen mass flow controller were recorded and display using a 
computer-based acquisition system. 

During gas delivery fkom the bed, valve V2 would be closed and the bed be heated and the 
hydrogen vented through a mass flow controller, which has a range of 0 - 50 slm. In many 
desorptionl hydrogen delivery data runs, the mass flow controller would be set to a constant 
value; when the bed started mming out of hydrogen, the bed temperature would be increased to a 
maximum of 70 OC to desorb all hydrogen. 

Since the bed fueling was determined with the 400 slm MFM, while the gas delivery measured 
with the MFC, there was typically a discrepancy of - 2% in integrated amounts between 
absorption and desorption of a module. This is much less than the manufacturer's quoted f 1% 
of full scale accuracy (k 4.4 slm total) of the MFMlMFC combination. 

Results: Single Module 

PCT Data 

Figure 5a shows the predicted mid-plateau hydrogen pressures for both the C15 and Hy-Stor 208 
alloys. These data, which were derived fiom PCT taken on C15 and fiom literature parameters 
for a material similar in composition to Hy-Stor 208 (Huston, 1980), show that Hy-Stor does 
have a higher overpressure than the C15, the primary basis for choosing Hy-Stor 208 as the "cold 
start" bed material. As a check on the actual behavior of each different alloys, 15 OC isotherms 
were measured in two different modules (1.1-4 for the C 15,2.1- 1 for the Hy-Stor 208). The data 
are shown in Figure 5b as a function of the total amounts of hydrogen stored in the two different 
modules; absorption and desorption isotherms are indicated by the different arrows on the graph. 



The experimental results shown in Figure 5b indicate the following: 
1. The Hy-Stor 208 has a higher overpressure than the C15 at any given amount of stored 

hydrogen. In addition, the Hy-Stor has less hysteresis and flatter plateau pressures than the 
C15. 

2. In a given module, the C15 has a higher capacity. The -34 g stored hydrogen in the 
C 15 module corresponds to - 1.8 w/o storage, while the -27 g stored in the Hy-Stor 208 module 
corresponds to -1.1 w/o storage. Note that these total amounts stored in the modules are higher 
than the amounts reversibly available: in the case of C15, the mount reversibly available in the 
current experimental setup is - 30 g, which corresponds to - 1.64 w/o, while in the Hy-Stor, the 
reversibly available amount is - 25 g. The "reversibly available amounts" are defined as those 
amounts of hydrogen which can be desorbed Erom the alloys by heating the alloys to -70 O C  and 
venting the hydrogen at -1 bar, conditions which are relevant to PDV operation and used in the 
HBTL testing of the modules. 

These data indicate that the Hy-Stor module will have a higher overpressure, but lower capacity 
than the C15 modules. These characteristics will be important when discussing hydrogen 
delivery characteristics below. 

Module Fueling 

Figure 6a gives the fueling results for a C15 module, Figure 6b, for the Hy-Stor 208 module. In 
each graph, the mass of hydrogen absorbed by the module is shown as a function of time for 
different, nominal fueling rates. All the data presented were acquired with water flows of 0.6 
gallons/lminute (gpm) through the modules. Data were also acquired with module cooling of 1.2 
gpm and were essentially identical to the data shown in the figures for the lower water flow of 
0.6 gpm. 

The fueling rates indicated on the graph were maintained as long as possible: beyond a certain 
time in fueling a module, the difference between the supply pressure, which was -165 PSIA, and 
the module overpressure became too low to support the original flow. At this point, the fueling 
rate decreases and results in the deviation from linearity observed in all curves. This deviation is 
probably directly related to the heating of the modules (and, hence, increase in the effective 
equilibrium overpressure) caused by the absorption of hydrogen by the alloys. The amounts of 
hydrogen fueled and shown in these figures are reversibly available fiom the modules by heating 
the modules to temperatures 2 60 OC. 

Note that in both types of modules, (1) the fueling characteristics of both modules are very 
similar; (2) the times required to fuel the module to 95% of capacity decreased with increased 
heling rates; (3) the modules could be fueled to 95% in less than 10 minutes, one of the design 
requirements ( a minimum fueling time of - 5-6 minutes is observed for the C 15 module); (4) the 
storage capacity of a C15 module is -30 g at 17 OC; and (5) Wing at rates in excess of - 50-75 
slm did not result in significantly reduced times to achieve 95% fueling. 



Module Gas Delivery 

Figures 7a and 7b show the results of a series of gas delivery experiments with a C15 module and 
a Hy-Stor 208 module. Figure 7a shows gas delivery from fully loaded modules ( - 34 g in the 
C15,27 g in the Hy-Stor 208), while Figure 7b shows delivery fiom modules that were 
intentionally filled to approximately 50 % capacity. In both figures, the initial temperature of the 
modules was approximately 11 OC, the lowest temperature achievable in the existing experimental 
test stand. This starting temperature approximates a "cold start" condition for the modules. In 
all the results graphed, at the time corresponding to t= 0 minutes, the modules were heated at 
nominally the same rate. Simultaneously with the start of heating, gas was withdrawn from the 
modules at rates determined by the mass flow controller (MFC - see Figure 4). In each separate 
figure, the delivery rate -time profile for the C15 and Hy-Stor modules were the same: For 
instance, in Figure 7% for the lirst 3 minutes 10 slm were delivered, after which, 25 slm, the 
maximum required delivery rate, was delivered as long as each module could supply the gas. A 
similar delivery-time schedule was followed in the data of Figure 7b. In both figures, the module 
pressures and inlet water temperatures are also plotted. 

As both Figures show, the modules are capable of supplying hydrogen at 25 slm, one of the 
design requirements. Figure 7a shows that this rate can be sustained for about 12 minutes with a 
C 15 module, and for about 9 minutes with a Hy-Stor 208 module and directly demonstrates the 
higher capacity of the C15 module. When, however, the modules are half loaded, the Hy-Stor can 
supply hydrogen at the maximum rate for about twice the length of time than that with the C15 
module. This is because of the higher overpressure in the Hy-Stor 208. 

Thus, the initial module hydrogen gas content and temporal variations of both the module 
temperature and the gas delivery demand all influence the observed performance of the modules. 
The data present in Figures 7a and 7b suggest that, for fully loaded modules, there may be no 
advantage to a "cold start" bed, while in partially loaded modules, the cold start bed would be 
able to supply gas at higher rates for longer lengths of time than with the C15 modules. Heating 
the modules more quickly, which could occur in systems with water heating loops with lower 
volumes than the 10 liters of the current work, could also improve the performance of both 
modules. These results further demonstrate that there is more to employing a cold start bed than 
might be expected on plateau overpressure considerations (Figures 5% 5b) alone, and they suggest 
that minimizing water loop inventories to improve module thermal response will be an important 
ingredient in vehicular applications of this modular system. 

Results: Multiple Modules 

Fueling and delivery tests were run with two, different module groupings: 3 of the C 15 modules 
as a group and all five modules - 4 C15 and 1 Hy-Stor 208- as a second group. In both cases, the 
two different groupings were fueled in parallel and the gas delivered fiom the groups in parallel. 
This corresponds physically to running the modules as one bed, and one would expect that the 



fueling and delivery of such an arrangement would be directly predicted fiom the corresponding 
characteristics of a single module. 

Figure 8a shows the fueling characteristics of the first group (3 - C15 modules). The fueling rate 
for this group was 150 slm. For comparison, the heling - time behavior of a single C 15 bed 
fueled at 50 slm ( see Figure 6% 50 slm curve) is scaled by a factor of 3 and plotted on the same 
graph. As the data indicate, parallel helug behavior of a group can be directly scale fiom the 
characteristics of a single module. A similar result was obtained when fueling the five module 
group- 

The delivery fiom the second group (4 - C15 modules, 1 - Hy-Stor 208 module) is shown in 
Figure 8b. As indicated, the maximum delivery rate of 25 slm can be sustained for about an hour, 
which is about a factor of 5 greater than the maximum rate, delivery time observed in a single 
module (Figure 7a). Note, in addition, that a steady state temperature of only about 40 OC is 
necessary to maintain this rate and that the total amount of gas available fiom this six module 
system is about 145 g, which is the sum of the total amounts available fiom four C15 (4 x 30 
4 2 0  g ) and one Hy-Stor 208 (25 g) modules. These results show that when a 6 module bed 
system is used and fueled at 17 OC, a total of 175 g would be available fiom the complete system. 
This exceeds the capacity requirement of 160 g., even though only 6, and not 8 beds as originally 
planned, are used. 

Summary 

In the current work, a modular, hydride beds for supplying hydrogen to a fuel cell have been 
designed, constructed, and subjected to initial testing. Based on experimental data, this bed 
system consisting of 8 modules would have a usable hydrogen capacity of about 235 grams when 
fueled at 17 "C and 165 PSIA, a capacity which exceeds the original design goal of 160 grams of 
hydrogen. Fueling at higher temperatures would lower the stored amount of hydrogen, while 
fueling at higher pressures would raise it. The exact amount of hydrogen which would be stored 
onboard a vehicle will depend on the particular operating temperatures expected and the fueling 
scenario chosen. In spite of these variables, the current work shows that the modular system 
built should meet or exceed capacity requirements. 

The results directly demonstrate that module refueling times of less than 10 minutes are readily 
achievable at fueling rates of 50 - 75 slm / module and cooling water flows of 0.6 gpm / module. 
95% refueling times of - 5 - 6 minutes with the current module design were demonstrated. 
Ongoing thermal modeling of the modular system indicates that the basic limitation on fueling 
times is related to neither hydrogen fueling rate nor water flow, but rather to the low thermal 
conductance of the hydride within the hydride tubes. 

Gas delivery rates of 25 slm were readily achievable at bed temperatures of -35-40 OC. The data 
comparing the C 15 module with the Hy-Stor 208 module indicate that, in order to make the 
modular concept work and provide a thermal response advantage over a larger single bed, the 



water inventory in the heating cooling loop must be reduced fi-om the amount used in these tests. 
The arguments presented in the section on "Available Energy and System Design" indicate that 
amounts as low as possible should be used and suggest an inventory of -2 liters would make a 
desirable goal for use with an 8 module system. 

The modules as made should be excellent candidates for deployment in a prototypical hydride 
bed - fuel cell test vehicle, and should be so used in order to evaluate the true utility of such beds 
in actual, working environments. When so used, the next step in this bed work is the design and 
testing of the bed system, that is, the interconnection, control and end use of the separate 
modules operating as a group. 
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Figure Captions 

Figure 1. Drawings of a single, hydride bed module. The module cross-section in the upper left 
hand side of the drawing shows the internal module construction. 

Figure 2. A sketch of the volume on the PDV where an 8 bed, module-based hydride system 
could fit. 

Figure 3. Simplified schematic of a fuel cell- hydride bed system. 

Figure 4. Simplified schematic of the experimental system used to test the modules. 

Figure 5. Selected static properties of C15 and Hy-Stor 208, the alloys used in the hydride 
modules. 

Figure 5a (upper). Mid-plateau overpressures of the two alloys. 
Figure 5b (lower). 15 OC isotherms for the two alloys; isotherms measured using actual 

modules. 

Figure 6. Dynamic, fueling properties of single, C15 and Hy-Stor 208 modules. 
Figure 6a(upper). Fueling of C 15 module. 
Figure 6b(lower). Fueling of Hy-Stor 208 module. 

Figure 7. Hydrogen delivery from single, C15 and Hy-Stor 208 modules. 
Figure 7a (upper). Delivery from fully fueled modules. 
Figure 7b (lower). Delivery fiom half-fueled modules. 

Figure 8. Hydrogen fueling and delivery fiom groups of modules. 
Figure 8a (upper). Fueling behavior of a group of 3, C15 modules fueled and water- 

cooled in parallel. 
Figure 8b (lower). Delivery from a group of 4, C15 + 1, Hy-Stor 208 modules heated 

in parallel and delivering gas in parallel. 
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Abstract 

A hydrogen storage system which capitalizes on the favorable energetics of reversible hydrogen 
\ 

binding and C-H bond activation by polyhydride complexes is under development. The iridium 
P-C-P pincer complex, m{ Ca3-2,6-(CHzPBut32) (1) was found to be an unusually robust 
and active catalysts for the transfer dehydrogenation of cycloaikanes (cyclohexane, 
methylcyclohexane, decalin, and dicycolhexyl) to aromatic hydrocarbons (benzene, toluene, 
naphthalene, and biphenyl) in the presence of the hydrogen acceptor, t-butylethylene at 
temperatures as low as 100 'C. Hydrogen can also be directly evolved from the system through a 
PdAg membrane at 200 'C rather than transferred from the cycloalkane to an acceptor. The 
system can be efficiently recharged by the hydrogenation of arenes to cycloallranes at 150 'C and 
50 atm H2. A maximized system will efficiently release greater than 7 weight percent hydrogen 
from the dehydrogenation of c y c l o ~ e s  to arenes at temperatures less than 200 'C. 

Introduction 

A major concern in the development of hydrogen as a fuel is the problem of hydrogen 
storage. High pressure and cryogenic hydrogen storage systems are impractical for vehicular 
applications due to safety concerns and volumetric constraints. This has prompted an extensive 
effort to develop solid hydrogen storage systems. Unfortunately, despite decades of extensive 
effort, especially in the area of metallic hydrides, (Sandrock, 1992; Sandrock, 1995) no materid 
has been found which as has the combination of a high gravimeteric hydrogen density, adequate 
hydrogen dissociation energetics, and low cost required for commercial vehicular application 
(Sandrock, 1995; Suda and Sandrock, 1995). The dehydrogenation of cycloallcanes to arenes 
releases approximately 7 weight percent hydrogen. Thus cycloalkanes meet high hydrogen 
density as well as the low cost criteria. Their use as onboard hydrogen carriers is, however, 
generally considered to be impractical due to the high loadings of heterogeneous precious 



catalysts and temperatures in excess of 300 OC required for their dehydrogenation (Linstead, 
1938). 

We have sought to develop a hydrogen storage system which capitalizes on the favorable 
energetic of reversible hydrogen binding and C-H bond activation by polyhydride complexes 
(Mediati et al., 1990; Le-Husebo et al, 1993; Eckert et al. 1995). Our studies of the reversible 
dehydrogenation of cycloalkanes to arenes were initiated by our finding that IrH5(PPri3)3 and 
RhCl(PPh3)3 catalyzed this reaction at 150 'C. We subsequently found that the complex, 
I rH2{C~3-2 ,6- (Bu~2H4)2)  (1) is a catalyst for the dehydrogenation of alkanes to akenes of 

unprecedented thermal stability (Gupta et al., 1996). The unique reactivity can be ascribed to the 
P-C-P ligand which renders the metal center reactive with saturated hydrocarbons but restricts its 
access to the ligand P-C bonds. We initially studied a transfer dehydrogenation process at 
temperatures as low as 100 'C (Gupta et al., 1996) but soon found that catalytic dehydrogenation 
also occurs without a sacrificial hydrogen acceptor at 200 "C (Xu et al., 1997). These results 
have prompted us to explore the feasibility of a hydrogen storage system based on the reversible 
dehydrogenation of cycloalkanes to arenes catalyzed by 1. Towards this goal, we have 
examined 1 as a catalyst for the dehydrogenation of methylcyclohexane to toluene in the absence 
of a hydrogen acceptor as well as the reverse reaction, the hydrogenation of toluene to 
methylcyclohexane (Gupta et al., 1997). 

Results 

P-C-P Pincer Complex Catalyzed Dehydrogenation of Cycloalkanes to Arenes. 

The activity of 1 as a catalyst for transfer-dehydrogenation of cycloalkanes to arenes was 
investigated using solutions of cycloalkanes (4.0 mL), tbe (0.20 mL, 1.55 mmol), and 1 (3 mg, 
0.005 mmol). The results of the catalytic dehydrogenation experiments are summarized in Table 
1. The solutions were sealed in tubes under argon, and fully immersed in an oil bath for the 
prescribed reaction times. The orange solutions became red upon heating but did not further 
darken or discolor during the reaction period. The reaction was unaffected by the addition of 
metallic mercury to the solution, indicating that metallic iridium is not involved in the hydrogen 
transfer (Anton and Crabtree, 1982). The products were identified by GC-MS analysis and 
quantified by gas chromatography. As seen in Table 1, our quantification balances the number 
of dehydrogenated C-C bonds within 4% to the amount of tbe hydrogenated to t-butylethane 
(tba) in all experiments. The rates of the dehydrogenation of cyclohexane and 
methylcyclohexane are comparable to those previously found for the dehydrogenation of 
cyclooctane to cyclooctene by 1 (Gupta et al., 1996). The dehydrogenation of decalin required 
longer reaction times to yield products in adequate amounts for accurate quantification. This 



Table 1. Catalytic dehydrogenation with 1. 

dehydrogenated/ 
Products hydrogenated 
& C-C bonds 
cyclohexene (44) 0.98 
benzene (54), tba (21 1 ) 

Substrate 
Cyclohexane 

cyclohexene (86) 1.02 
benzene (n), tba (31 0) 

Methyicyclobexane methylcyclohexenes: 0.97 
1 (8), 3 (20),4 (41) 

toluene (1 1). tba (1 05) 

Methylcyclohexane rnethylcyclohexenes: 0.96 
1 (27),3 (39). 4 (70) 

toluene (54), tba (31 0) 

Methylcyclohexane rnethylcyclahexenes: 0.97 
1 (67). 3 (13), 4 (25) 

toluene (65), tba (310) 

octahydronaphthalenes (24) 0.96 
tetrahydmnapht hatene (8) 
naphthalene (41, tba (71) 

odahydronaphthalenes (69) 0.96 
tetrahydronaphthalene (1 6) 
naphthalene (7), tba (1 59) 

reduced reactivity reflects the stringent steric constraints at the metal center. The solutions 
containing 1 remained active to the limit of complete hydrogenation of the hydrogen acceptor. 
The 5 day experiment with methylcyclohexane shows that while the total number of unsaturated 
C-C bonds does not change after the tbe acceptor has been consumed. However, the distribution 
of dehydrogenated products continues to shift towards the tri-substituted, 1-cyclohexene and 
toluene as a result of the 3- and 4-cyclcohexenes acting hydrogen acceptors. As previously 
found for the dehydrogenation of cyclooctane by 1, the system is inhibited at tbe to catalyst ratios 
greater than 350: 1. Thus, high turnover numbers can be achieved only in solutions containing a 
limited amount of tbe which must be added periodically. The dehydrogenation activity resumes 
following incremental additions of tbe (0.20 mL, 1.55 mrnol). However, the products apparently 
compete with tbe for coordination to the iridium center. After 1000 total turnovers there is no 
increase in the total amount of dehydrogenated products. 

To our knowledge, our system if the fist for the conversion of cyclo&anes to arenes which is 
completely catalytic in precious metal. Our moderate temperature, homogeneous catalysts may 
represent a breakthrough in the development of a feasible hydrogen storage system based on the 
dehydrogenation of cycloalkanes to arenes. Towards this goal, we have developed methods 
whereby hydrogen is directly evolved from the system rather than transferred from the 
cycloalkane to an acceptor. We initially found that significant amounts of hydrogen are 
produced in reactions carried out under reduced pressure (Xu et al., 1997). In a typical 
experiment, a solution of cycloalkane (4.0 mL) and 1 (3 mg ,0.005 mmol) was sealed in a tube 
under an 0.007 mbar of argon and fully immersed in a 200 'C oil bath for 0.5 h. Gas 
chromatographic analysis of the reaction mixture indicated that 10 turnovers of cyclooctene had 
been produced. The production of molecular hydrogen was confinned by gas chromatographic 



analysis of the vapor above the reaction mixture. Increased levels of cyclooctane 
dehydrogenation were not observed in solutions which were heated for longer reaction times. 
However, additional dehydrogenation activity was achieved in solutions which had been heated 
to 200 'C for 0.5 by removing the resulting molecular hydrogen by freeze-pump-thaw degassing. 
A total of 36 turnovers of cyclooctene were obtained in an experiment in which molecular 
hydrogen was removed 4 times through this procedure. These results demonstrate that the 
catalytic dehydrogenation of cyclooctane by 1 is limited by equilibrium constraints rather than 
catalyst stability. 

We recently have found that hydrogen can be evolved more efficiently from an autoclave 
containing solution of rnethylcyclohexane (8.0 mL) and 1 (6 mg, 0.010 mmol) through a PdAg 
filter tube. In contrast to transfer dehydrogenation of methylcyclohexane, only toluene is the 
only observed product of the catalytic dehydrogenation. The absence of methylcyclohexenes in 
the reaction mixture suggests that the dehydrogenation reaction, like the hydrogenation reaction, 
occurs by a roll over mechanism. The observed rate of methylcyclohexane dehydrogenation is 
about 3 times slower than those observed in transfer dehydrogenation experiments. However, no 
attempt was made to maximize the configuration of the filter tube in the reactor. Thus the 
difference in the rates of direct and transfer dehydrogenation is most likely due to mass transfer 
limitations rather than the relative rates of the two catalytic reactions. The major limitation of 
the catalytic reaction is that pronounced product inhibition was observed after about 5% 
conversion of rnethylcyclohexane to toluene. A similar effect was previously observed to occur 
in transfer dehydrogenation of c y c l o ~ e s  to arenes catalyzed by 1. 

P-C-P Pincer Complex Catalyzed Hydrogenation of Arenes to Cycloalkanes. 

The polyhydride complex, 1 has also been found to catalyze the reverse reaction, the 
hydrogenation of arenes. The activity of 1 as a catalyst for arene hydrogenation was investigated 
using solutions of c y c l o ~ e s  (8.0 mL) containing 1 (6 mg, 0.010 mmol). The solutions were 
loaded in an autoclave under 1 atm of argon which was pressurized with 10 atm of hydrogen and 
heated for the prescribed reaction times. The results of these experiments are summarized in 
Table 2. The products were quantified by gas chromatography and their identities verifiedby 

Table 2. Catalyt'ic hydrogenation with 1. 

Substratem Products (moll mol of 21 

benzene 12 150 cyclohexane (21 0) 

benzene 72 150 cyclohexane (524) 

benzene 12 25 no products observed 

toluene 12 150 methylcyclohexane (1 44) 

naphthalene 12 150 decalin (51) 

GC-MS. Cyclohexenes were not observed along with the cyclohexane products. We therefore 
conclude that the hydrogenation occurs through a roll over mechanism whereby the hydrocarbon 
remains coordinated to the metal center until it is fully dehydrogenated to the arene. The rate of 
toluene hydrogenation is linear in both temperature and hydrogen pressure. Although the rate is 
significantly reduced at longer reaction times, up to 85% conversion to rnethylcyclohexane can 
be achieved. Several transition metal complexes have been found to catalyze the homogeneous 
hydrogenation of arene to cycloalkanes (Russell et al., 1977; Bennett et al., 1978; Muetterties 



and Bleeke, 1979; Bennett, 1980). The hydrogenation activity of 1 is comparable to that {0l6- 
C6Me6)Ru(p-H) ] 2(p-Cl) which is the most active and stable that has been reported (Bennett, 
1980). However, unlike any of the previously reported catalysts, 1 also catalyzes the reverse, 
dehydrogenation reaction. 

The dehydrogenationhydrogenation of metylcyclohexane in a single reactor has been carried 
out The reactivity observed for the pincer complex thus represents the basis for a hydrogen 
storage system which operates under mild conditions as seen in Scheme 1. A maximized system 

Scheme 1 

will efficiently release greater than 7 weight percent hydrogen from the dehydrogenation of 
cycloalkanes to arenes at temperatures less than 200 'C and rechargeable at 150 'C under 50 atm 
of hydrogen pressure. This technology is especially attractive since it is compatible with existing 
gasoline infrastructure. 

Future Directions 

Anthryl P-C-P Pincer Complexes 

The major obstacle to the application of our catalytic system to hydrogen storage is that 
pronounced product inhibition occurs at high conversion of cycloalkanes. The dissociation of 
the arene products from the catalyst is apparently reversible and, at high concentrations, arenes 
effectively compete with cycloalkanes for coordination to 1. In order eliminate the problem of 
product inhibition, the electronic environment at the metal center must be altered to improve the 
arenefcycloalkane binding selectivity. This can be accomplished by replacement of the alkyl 
substituents on the phosphorous by more electronegative groups which will render the 
phosphorous a weaker a-donor and a stronger x-acceptor (Lukeha.1~~1985). As a result, the 
modified pincer catalysts will have markedly reduced alkene affinities than 1. These same 
electronic factors should confer a greater cycloalkane affinity on the modified pincer catalysts 
and thus further alleviate the product inhibition problem. Our studies have indicated that the 
elimination of the arene product from the metal center is the rate limiting step in the catalytic 



reaction. Thus the reduced allcene affinity of the modified pincer complexes should also improve 
the kinetics of the dehydrogenation reactions. 

We have synthesized an iridium 1,8-bis(phosphino)anthryl pincer complex. We originally 
prepared this complex expecting it to have much greater stability than the xylenyl complex, 1 
since it has no C-H bonds proximal to the metal center. The phosphorous is directly attached to 
the aromatic anthryl backbone in this complex. Therefore, the the desired substitution of the 
phosphorous with a more electronegative group has also been accomplished. The anthryl 
complex will be characterized by multinuclear NMR spectroscopy and X-ray crystallography. 
The activity of this complex as catalysts for the dehydrogenation of cycloalkanes to aromatic 
hydrocarbons in the 200-300 'C temperature range will examined. 

System Development. 

The number dehydrogenationhydrogenation cycles which can be carried out with a single 
loading of cycloalkane and catalyst is presently under investigation. We also plan to explore 
where bulkier cycloalkanes such as decalin and bicyclohexyl can be dehydrogenationed beyond 
the 5% limit found for methylcyclohexane. Finally, we plan to explore whether improved rates 
of dehydrogenation can be achieved by different configurations of the PdAg filter tube. 

Testing of Low Molecular Weight Iron Complexes as Catalysts for Cycloalkane 
Dehydrogenation. 

Economic considerations dictate that low catalyst loadings would be required for a precious 
metal catalyzed hydrogen storage system. In order for such a system to be economically viable, 
an iridium complex with catalytic activities approximately 2 orders of magnitude greater than 
those of the xylenyl P-C-P complex would be required in order to achieve an acceptable rate of 
dehydrogenation. Alternatively, a systems which employ iron complexes for dehydrogenation 
could economically tolerate higher catalyst loadings in order to achieve satisfactory rates of 
dehydrogenation. Towards this end, we plan to explore iron complexes as catalysts for the 
reversible dehydrogenation of cycloalkanes to arenes. Our catalyst screening will begin with the 
cyclopentadienyl iron complexes which were synthesized as part of our Hydrogen Program 
studies during the period 1989-1992. Due to their low molecular weights, these complexes have 
low melting points and in cases are liquids at room temperatures. This unusual property of these 
complexes my provide an advantage in the engineering of hydrogen storage systems. 
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Abstract 

Although lllerenes have the potential for high gravimetric and volumetric hydrogen storage 
densities, the large heats of hydrogenation attributed to most members of the alkene f d y  and 
the high activation energies associated with relevant absorption and desorption processes indicate 
potential difiiculties in the realization of such attractive storage perfonmince in practical designs. 
Past efforts on this project using limited experimental data indicated that simple physical models 
could provide reasonable characterizations of both the absorption and desorption processes in 
Illerenes. Recent.commerciahtion efforts by one of the organizations cooperating in this 
project have pointed toward substantial price reductions for this unique class of materials. Initial 
combustion calorimetry measurements accomplished during the past year have provided 
prehimry substantiation of earlier estimates for lllerene heat of hydrogenation from absorption/ 
desorption data. New data and calculations have been incorporated into an integrated model . 
considering fullerme hydrogenation and dehydrogenation as thermally-activated processes. The 
model has been used to predict the impact of reductions in activation energy on effective 
desorption operating temperature. Tests employing two ditferent solid catalyst systems were 
conducted, but they showed no sigmficant decreases in desorption activation energy. 
Investigations of improved materials and preparation methods were initiated along three avenues: 
solid catalyst mechanically alloyed with fiderene; solid catalyst in solvent with Werene; and 
liquid catalyst with illerene. The latter two of these showed positive results in early tests. 
Thermal management simulations employing a commercial code based on finite control volume 
methods were validated for simplified situations by comparison to analytical solutions. 
Simulations were extended to transient hydrogen desorption in a more practid storage device 
design. A plan for h r e  work was developed. 



Introduction 

Fullerenes are giant cyclic alkene molecules as illustrated for C, and C,O in Fig. 1. They may 
represent attractive hydrogen storage media because, in these structures, each constituent carbon 
atom has an associated double bond--offering the possibiity of achieving the relatively high 
gravimetric and volumetric storage densities characteristic of hydrogenation up to one hydrogen 
atom per carbon atom. Furthermore, Materials & Electrochemical Research Corporation has 
developed and published Loutfy, and Rowe 1997) a vision for Merene 
commercialization which projects continuing improvements in production processes and 
substantial reductions in prices for this unique class of materials. However, the large heats of 
hydrogenation attributed to most members of the alkene fkmily and the high activation energies 
associated with the relevant absorption and desorption processes indicated potential dBculties in 
the realization of such attractive storage performance in practical designs. 

Background 

Earlier experimental results have shown that: 

as expected, adsorption processes did not show significant promise (Wang, Chen, 
Lu, Lou*, and Veksler 1996; Lu, LoutfL, Veksler, and Wang 1996), 

absorption methods with C, could achieve substantial storage levels--up to about 
6 wt% of hydrogen (corresponding to C&), 

the absorbed hydrogen can be released by heating (Wang, Chen, Lu, and Lou* 
1995b), and 

the rates of the absorption-desorption processes can be tailored by the use of 
various catalysts (Wang, Chen, Lu, and Lout@ 1995a). 

Preliminary heat generatiodtnder simulation results indicated that the characteristics of a 
hydrogen storage device can be significantly controlled by the heating and cooling rates in the 
device. 

Approach 

The approach adopted in the present project is to utilize the expertise at Oak Ridge National 
Laboratory and Materials & Electrochemical Research (MER) Corporation in the areas of 
materials science, electrochemistry, solid state physics, and thermal management to: 

w Understand the mechanism of hydrogen storage in Mlerenes. 

• Optimize the hydrogen absorptionldesorption properties of Merene-based media. 



Develop the thermal management technology needed for hydrogen storage in such 
media. 

Construct and demonstrate an experimental hydrogen storage device based on the 
lessons leamed. 

The near-term strategy is to acquire experimental data, develop physical and heat transfer models 
to describe hydrogen absorptioddesorption in 111erenes and their derivatives, to characterize the 
behavior of the dynamic storage process, and to design practical conEigurations to accommodate 
thermal management in hydrogen storage devices. 

Past Results 

The initial effort on this project emphasiied the use of simple physical models to interpret limited 
experimental data related to the hydrogenation and dehydrogenation of fullerene samples. It was 
found that crude representations based on thermal activation mechanisms provided reasonable 
characterizations of both the absorption and desorption measurements. The results were 
employed to estimate the temperature profiles and hydrogen release associated with heating of an 
idealized fbllerene storage medium using selmed values for heat of dehydrogenation and t h d  
diffusivity (Wang, Chen, and Murphy 1996). 

Current Year Accomplishments 

During the current year progress was made in several areas. Preliminary combustion calorimetry 
experiments were conducted to determine heat of dehydrogenation for a lllerene hydride sample. 

. . 

Comparisons of dehydrogenation heat estimates from absorption and desorption tests were made 
to values deduced from the combustion calorimetry experiments. Based on estimates of 
dehydrogenation heat, desorption activation energy, and absorption energy an integrated model 
for the absorption and desorption processes was constructed. Thermal management simulations 
of a sample storage device were created. Investigations of improved materials and preparation 
methods were initiated along three avenues: solid catalyst mwhanically alloyed with fidlerene; 
solid catalyst in solvent with fidlerene; and liquid catalyst with fbllerene. 

Heat of Hydrogenation 

A C, sample produced by MER was hydrogenated to CJ13,, as characterized by mass spectrum 
measurements. Preliminary combustion calorimetry measurements on this sample were conducted 
at the National M t u t e  of Standards and Technology to estimate the heat of formation for this 
hydride. Fullerene heat of fomtion was estimated from two foreign combustion calorimetry 
measurements in the literature. From these data a preliminary estimate for the average heat of 
hydrogenation for 



was determined to be 59.3 kJlg-mole H,. This value was found to be in good agreement with the 
60 M/g-mole H2 estimated previously fiom our absorption/desorption data. 

CatalysWActivation Energies 

In this work, fidlerene heat of hydrogenation has been interpreted as the difference between the 
activation energy required for hydrogen absorption and that for hydrogen desorption. That is, this 
quantity represents the net amount of energy that must be removed to accomplish i s o t h d  
hydrogenation or that must be added to accomplish i s o t h d  dehydrogenation of the lllerene. 
However, the size of the respective activation energies can be substantially greater than the heat 
of hydrogenation. For example, in one case fiom our earlier work with fidlerenes, effective 
dehydrogenation of lllerenes required heating to the 400°C temperature range, with an 
associated desorption activation energy estimated to be 160 Wg-mole H, (approximately 
1.6 eV/W. 

This elevated temperature requirement is not likely to lead to a viable hydrogen storage design. It: 
however, as shown in Fig. 2, the desorption activation energy can be reduced fiom 1.6 eV/H, to, 
for example, 1.2 eV/H2 by catalytic or other means, the effective dehydrogenation temperature 
would drop to about 230°C. A fiuther decrease to 1.0 eV/& would cut the effective operating 
temperature to about 150°C. 

In an effort to reduce the activation energies and associated operating temperatures, 
dehydrogenation tests were conducted using mixed lllerenes with two solid catalyst systems. As 
illustrated by the representative data presented in Fig. 3, neither system showed a consistent 
ability to reduce activation temperature by a significant amount. As a result, efforts involving 
improved materials and preparation methods were initiated along three avenues-two of which 
have already shown significant potential. 

Prelirmnary results fiom the first avenue, solid catalyst in solvent with fidlerene, indicate 
substantial reductions in activation energy-enabling the absorption process to take place under 
much milder conditions. From the Arrhenius plot data presented in Fig. 4, it appears that two 
different mechanisms (one for low hydrogen concentrations and one for high hydrogen 
concentrations) may be responsible for the observed improvement. In this interpretation, two 
distinct activation energies, 22 Wg-mole H2 and 4.3 Mlg-mole H, are evident, but both are much 
smaller than the 100 Mlmole estimated earlier for the solid-phase hydrogenation experiments 
which no such indications of a second mechanism were observed). 

Initial trials fiom the second avenue, liquid catalyst with lllerene, conducted in cooperation with 
the University of Hawaii, using polyhydride metal complex catalysts with mixed fiillerenes showed 
effective reduction of dehydrogenation temperatures into the 200°C range. Plans were developed 
for a third avenue, involving the mechanical alloying of fbllerenes with solid catalyst, to be 
pursued in cooperation with Sandia National Laboratories. 



Thermal Management Simulation 

The data acquired were used to develop estimates for heat of hydrogenation, desorption 
activation energy, and absorption energy. Based on these values, an integrated model 
considering 111erene hydrogenation and dehydrogenation as thermally-activated processes was 
constructed. A commercial computational fluid dynamics code employing finite control volume 
methods was applied to a m d  tubdfiderene rod geometry (Fig. 5). The code was used to 
calculate temperature profles (Fig. 6) for representative transient heating situations. 
Comparisons of these results to analytical solutions available for these simplified situations were 
used to validate the accuracy of this method. 

The code was then used to extend the simulations to a device of a more practical geometry 
(Fig. 7) which incorporated metal fins and fidlerene disks in a metal cylinder, with hydrogm 
distribution accomplished by means of a central porous metal tube and heating (or cooling) 
provided at the periphery. The scenario described is one in which the initial condition is a system 
at a uniform temperature of 301 K (28°C) with the lllerene hydrogenated to 400 std Vkg. From 
this point the outer periphery is specified to increase in temperature at a constant rate for 10 min, 
at which time the periphery has reached 673 K (400°C). Subsequently, the temperature of the 
periphery is maintained constant at this elevated level. 

The first set of calculated isotherms presented in Fig. 8 shows that, at the end of the 10-min 
periphery temperature increase period, temperature gradients within the Werene disk are 
relatively small-with a peak temperature of about 608 K (3 3 5 ' C, still substantidy below the 
effeaive dehydrogenation activation temperature of about 400°C for this example). The 
corresponding hydrogen concentration distribution given in Fig. 9 shows that hydrogen evolution 
at the 10-min mark is very limited and has essentially been confined the portions of the disk that 
are immediately adjacent to the metal surfaces. However, at the 20-min mark, Fig. 9 shows that 
significant dehydrogenation has occwed (more than 80% of the initial charge has been removed), 
with meaningful concentrations remaining only in the central regions of the disk. The 
corresponding temperature distribution in Fig. 8 shows relatively large temperature gmhents at 
the 20-min mark. Because dehydrogenation is an endothermic process, heat is removed fiom the 
Werene in the regions undergoing hydrogen removal. At the 20-min mark the portions of the 
fbllerene disk near the metal surfaces have undergone essentially complete dehydrogenation and 
have had time to receive heat by conduction and, thereby, to experience significant temperature 
recovery. The interior sections are still undergoing hydrogen desorption, and the sensible heat 
taken fiom the fullerene to this process has not yet been replenished by conduction through the 
intervening material. This combination leads to the more than 150 K temperature difference 
between the extremes of these respective regions indicated in Fig. 8. 

Plans for Future Work 

The following plans primarily address the Merene options; however the methodology developed 
and the experience gained for hydrogen storage in fbllerenes and their derivatives can be applied 
to other options: 



Extend heat of hydrogenation measurements for Werenes in cooperation with the 
National Institute of Standards and Technology. 

Expand data base for solventfcatdyst absorption and solid-phase 
absorptionldesorption of hydrogen in Werenes. 

Evaluate mechanical alloying of fbllerenes with selected catalysts to determine the 
potential advantages of improved solidfsolid contact in cooperation with Sandia 
National Laboratories. 

Investigate potential improvements using metal-complex liquid catalysts with 
fullerenes in cooperation with the University of Hawaii. 

Interpret all new information to determine the most attractive fullerenabased 
options. 

Employ characteristics of the most attmctive options to create relevant models and 
simulations of practical hydrogen storage units. 

Examine thermal management issues of carbon nanotube storage systems in 
cooperation with the National Renewable Energy Laboratory. 

Explore the potential of other novel options for hydrogen storage. 
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Figure Captions 

Fig. 1. CJC,,, fullerene structures. 

Fig. 2. Effects of reduced desorption activation energies on operating 
temperature. 

Fig. 3. Representative mixed fullerene dehydrogenation performance with solid 
catalyst system. 

Fig. 4. Arrhenius plot for fullerene hydrogenation using solid catalyst in solvent. 

Fig. 5. Simple metal tubetfullerene rod geometry for validation of computational 
simulation. 

Fig. 6. Computed radial temperature profiles for simple geometry during heating 
process. 

Fig. 7. Metal finlfullerene disk geometry for hydrogen storage. 

Fig. 8. Temperature (K) distributions in hydrogenated fullerene disk after 10 and 
20 min of heating. 

Fig. 9. Hydrogen concentration distributions (std [kg) in hydrogenated fullerene 
disk after 10 and 20 min of heating. 
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Abstract 

The Hydrogen Program at Sandia National Laboratories is developing internal combustion engine 

generators for application in series hybrid vehicles and stationary power units. The program 

consists of two approaches: investigating the utilization of hydrogen in a conventional crankshaft 

driven engine and in an advanced fiee piston configuration. 

The conventional engine program has taken the direction of utilizing the unique ability to spark 

ignite homogeneous fbeVair mixtures of hydrogen at low equivalence ratios (4 = 0.4) to achieve 

low NOx emissions and high t h e d  efficiency. 

The goal is to translate the indicated thermal efficiency of s i i e  cylinder engines into multi- 

cylinder configurations achieving at least 40?4 brake thermal efficiency. When coupled to an 

electrical generator the fuel to electricity conversion efficiency would be approximately 3 7%. 
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A modified Perkins 3.152 Diesel engine (850 cubic centimeters) is cwently being tested, and has 

achieved an indicated thermal efficiency of 45% in preliminary operations. 

The advanced fke piston design utilizes a new approach to IC engine combustion. A double- 

ended free piston is used to compression ignite homogeneous fbeVair mixtures as it o d a t e s  

inside a closed cylinder. Through this oscillation, electrical energy is generated in a linear 

alternator which acts also to control the piston motion by dynamically adjusting the 

electromagnetic forces felt by the piston. Electricity is the output of this engine, and electronic 

This paper will appear in a special hydrogen edition of Energy & Fuels. 
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ABSTRACT 

The planned use of hydrogen as the energy carrier of the future introduces new challenges 
and opportunities, especially to the engine design community. Hydrogen is a bio-friendly 
fuel that can be produced from renewable resources and has no carbon dioxide combustion 
products; and in a properly designed ICE, almost zero NOx and hydrocarbon emissions can 
be achieved. Because of the unique properties of hydrogen combustion - in particular the 
highly wrinkled nature of the laminar flame front due to the preferential diffusion instability 
- modeling approaches for hydrocarbon gaseous fuels are not generally applicable to 
hydrogen combustion. This paper reports on the current progress to develop a engine design 
capability based on the IUVA family of codes for hydrogen-fueled, spark-ignited engines in 
suppoa of the National Hydrogen Rograrn. A turbulent combustion model, based on a 
modified eddy-turnover model in conjunction with an intake flow valve model, is found to 
describe well the efficiency and NOx emissions for an experimental engine over a wide range 
of ignition timings. The NOx emissions of this engine satisfy the Equivalent Zero Emission 
Vehicle (EZEV) standard established by the California Air Resource Board. 

Key-words: hydrogen, zero-emissions, high-efficiency, internal combustion engine 



Introduction 

Hydrogen has long been considered the ideal energy carrier of the future - displacing 
hydrocarbon fuels - because of its production from renewable resources and as a 
"greenhouse-friendly" fuel. One challenge of the proposed increased use of hydrogen is the 
development of an inexpensive, emission-free and reliable powerplant for stationary power 
generation and transportation [I-41. Fuels cells have been the promised solution for decades. 
But for the near to medium term, the high cost, the sensitivity to impurities and the lack of 
fuel flexibility will limit the use of fuel cells. And in developing countries, which may be the 
largest polluters in the future, low-technology solutions must be found. The likely solution, 
then, will be a hydrogen-fueled, high efficiency, low emission ICE - a "mechanical fuel cell." 
Because hybrid vehicles and stationary powerplants require fixed power output with constant 
fueling and engine speed, a unique opportunity exists to optimize the engine for a single 
operating speed, in contract to the compromised performance in all prior ICE that operate at 
a variety of RPM and fueling conditions. Because a limited experience-base exists for 
hydrogen-fueled ICES, simulation codes will be an even more essential component to the 
design process. 
A challenge to modeling arises because pure hydrogen or hydrogen mixtures have atypical 
combustion characteristics, exemplified by extremely high flame speeds, unstable flame 
fronts under typical equivalence ratios, and ignitability at extremely low equivalence ratios, in 
comparison to hydrocarbon gases. While these characteristics can be advantageous in 
engines, they require re-evaluation of traditional approaches and possibly alternative 
approaches to modeling hydrogen-fueled engines. 

This paper reports on the progress towards developing a simulation capability for designing 
hydrogen-fueled ICE, based on the recently released KIVA-3V code from Los Alarnos 
National Laboratory [5]. The capability has been benchmarked to the experimental results in 
a companion program at Sandia National Laboratories [6] for a modified Onan engine. The 
experimental program has demonstrated that an ICE without exhaust clean-up can satisfy the 
Equivalent Zero Emission Vehicle (EZEV) standard established by the California Air 
Resource Board (CARB) [7] with high indicated thermodynamic efficiency (45-50%) for 
both pure hydrogen and hydrogen-hydrocarbon gas mixtures, with zero carbon dioxide 
emissions for pure hydrogen. 

The first part of the paper summarizes the progress in understanding the unique combustion 
characteristics of hydrogen as applied to multidimensional simulations. The latter part of the 
paper presents the success in modeling the experimental engine. 

Hydrogen Com bustion 

The main questions to be answered in this section are: How does turbulent combustion of 
hydrogen differ from hydrocarbon gases? And can the models for hydrocarbon turbulent 
combustion be used accurately for hydrogen combustion? For a predictive simulation 
capability, the combustion model must accurately describe the dependencies of turbulence, 
fuel-oxygen ratio, fuel mixtures, temperature and pressure and  also not be so 
computationally intensive as to prohibit full engine simulations. 

Unique Laminar Combustion 

Most researchers are familiar with the low flammability limit of hydrogen and high flame 
speeds or burning velocities of hydrogen - about 3.5 mls in air at standard temperature and 
pressure (STP) [8,9] or about ten times the flame speed as found in low molecular weight 
hydrocarbon gases [10,11]. What is not broadly understood is the origins of these 
differences. 



The extremely high molecular diffusivity of hydrogen relative to oxygen produces many of 
the unique properties of hydrogen, such as the desirable traits of flammability and robust 
combustion at lean mixtures for both hydrogen-air and hydrogen-hydrocarbon gas-air 
mixtures. The high mobility of the hydrogen also contributes to an instability in a laminar 
flame front, the fuel equivalence ratio (here, an unstable flame front means that a 
protuberance in the flame front will speed up and a trough will slow down - making a 
wrinkle grow in size). The instability occurs because the hydrogen is depleted in the troughs 
and collects in the tips, coupled with the increase in the flame speed with increasing hydrogen 
concentration in this regime. 

Although an instability in a planar flame front occurs for all combustion gases at some 
concentration due to the difference in molecular weight of oxygen and the gaseous fuel, what 
is unusual for hydrogen is that this instability in air occurs at values of (p in the normal 
operating conditions of engines: at a pr less than 1.5 at standard temperatures and pressures 
(STP). This is in contrast to the region that is unstable for methane ((p < 0.74), propane ((p 
>1.44), ethane (g, > 1.68) and ethylene (9 >I.95) [I 1-13]. The existence of the laminar 
flame instability has been neglected in theories of laminar flame propagation for hydrogen 
and generally brings into question the validity of kinetic calculations that assume the flame 
front is one dimensional and the assumption of a thin, resolved flame front in most treatments 
of turbulent combustion. This will be discussed in the later section on turbulent combustion. 

Another unique aspect of hydrogen combustion, which is not well understood, is the 
separation in the value of (p at the maximum temperature (1.0) and at the maximum flame 
speed (1.8) [13, 141; for all hydrocarbon fuels, cp for these maximums coincide and occur in 
the range of values for ~p between 1.0-1.2. This observation is a good illustration that even 
laminar hydrogen combustion is uniquely different than hydrocarbon combustion. 

The kinetics of hydrogen combustion have been extensively studied, although comparisons 
between theory and experiments have been complicated by the diffusive instabilities 
described above. A successful effort by Warnatz [14] in producing a limited reaction set of 
18 equations concluded the following. 1) The existence of two competing mechanisms for 
hydrogen oxidation significantly complicates the laminar kinetics and is the source of 
unexpected sensitivity to initial temperature, pressure and equivalence ratio. As a 
consequence, the laminar flame speed has a strong dependence on initial temperature, rising 
from 3.5 m/s for stoichiometric conditions (q = I) in air at STP to about 23 m/s at 1000K, 
typical of temperatures at ignition in a high compression engine. The higher pressure at the 
time of combustion also increases the laminar flame speed, but to a weaker power (p0-2). 
2) The Zeldovich model for NOx production is better suited to hydrogen combustion than 
hydrocarbon combustion due to the absence of HC radicals which encourage the formation 
of "prompt" NO,. 

Turbulent Combustion Data 

Little experimental information is available on the turbulent combustion of hydrogen, and 
what is available is at conditions different than typical engine regimes. The most complete set 
of data was developed to support nuclear reactor safety studies [9], with other data in 
[8,12,15-191. Some relevant data on lean methane turbulent combustion can also be found in 
P O I  - 
In Fig. 1 the data from [9] was analyzed to evaluate the dependence of the flame speed on 
turbulence. The error bars are inversely proportional to the goodness of the least-squares fit 
of the data. A major conclusion, as observed in Fig. 1, is that the effect of turbulence is large 
for slow burning mixtures, and small for fast burning mixtures, At fuel concentrations 
around g, = 0.4, the turbulent flame velocity in air is found to be proportional to u' or k0-5. 



Fuel equivalence ratio 

Figure 1. The dependence of the turbulent flame speed, St, on the turbulence intensity, u', 
from fitting St = a u'X on the experimental data [9]. 

For hybrid ICE engines, the planned operating conditions (q around 0.4) are in the unstable 
regime (q c 1.5) in order to reduce the flame temperature and hence the NOx formation, 
which increases rapidly above q of 0.5. In this region, the flame speed increases 10 times the 
laminar flame speed at a turbulence intensity of 2.4 mls. At the maximum laminar flame 
speed, the increase is 7 times at 2.4 d s .  Note that the typical turbulence intensities for the 
Onan engine during combustion are found from the KIVA simulations to be in the range of 
1-3 d s .  

Turbulent Combustion Modeling 

Because all spark-ignited engines have flame fronts that propagate in the presence of 
turbulence, an accurate combustion model for engine simulations must include the effects of 
turbulence. For hydrocarbon fuels, a typical approach in large scale SI engine simulations is 
to neglect the laminar kinetics and to use models that include only the effect of turbulence on 
the combustion rate. In recent years, significant progress has been made in understanding the 
details of the turbulent combustion by the introduction of a flamelet or coherent flame 
models, e.g., [21]. These models solve for the generation and destruction of flame surface 
based on the turbulent model. Tables of laminar flame speed, as a function of pressure, 
temperature and composition, are then used to determine the reaction rate at any time. The 
key assumption of the flamelet approach is that the flame thickness is thin compared to the 
dimensions of the turbulent eddies and the problem dimensions. 

Given this background in the current state of modeling turbulent combustion, the occurrence 
of the unstable laminar flame front in the regime of interest would seem to question the 
validity of applying traditional models developed for hydrocarbon turbulent combustion to 
hydrogen. 

Standard KIVA Turbulent Combustion Model 

In rest of the paper the simulations using a turbulent combustion model use the standard 
model available in IUVA-3V [5]. The model is a generalization of the eddy-turnover model 
proposed by Magnussen [22] and is applicable to both premixed and heterogeneous 



combustion. The model contains one free parameter, A, that must be adjusted for the engine 
operating conditions. 

I -D Combustion study 

To better understand and verify the standard turbulence combustion model on initial 
turbulence intensity, pressure, temperature, and fuel equivalence ratio, a series of one- 
dimensional KIVA-3 runs were made at ararnetric valucs of pressures (1-5x107 dynes/cm2), !i turbulence intensity (1 02- 1 o6 cm2/s ), and fuel equivalence ratios (0.4-0.8) and the 
following were examined: the flame speed, time to steady ignition, final combustion 
temperature, peak temperature, temperature at ignition and NOx production. The initial gas 
temperature was taken to be 900K, the typical gas temperature at the time of ignition in the 
Onan engine. 

The one-dimensional configuration was chosen to have approximately constant pressure 
combustion conditions (unlike an actual engine that has a significant increase in pressure), 
and the simulation was forced to have a constant turbulence intensity (k) and dissipation rate 
(E) .  The enforcement of constant turbulence levels prohibits the occurrence of flame 
generated turbulence, which can increase the flame speed [9]. This is expected to be small 
for lean fuel mixtures of current interest due to the smaller expansion of the flame front. The 
parameter A is taken to be 18, typical of diesel fuels. 

A least-squares fit to the steady-state turbulent flame speed, St, gave a good fit and provides a 
compact summary of the simulations results: 

with St in cm/s, k is the turbgent kinetic energy (cm2/s2), $J is the fuel equivalence ratio, and p 
is the pressure (dynes/cmZ). The adjusted correlation coefficient, 9, for the multiple 
regression is 0.9997, indicating an excellent fit of the data. 

The expected exponent of k is 0.5, based on an analysis of'the model, is recovered in the 
implementation and, more importantly, approximately duplicates the observed coefficient for 
hydrogen combustion for 9 = 0.4, as seen in Fig. 1 (note that u' is proportional to the square 
root of k). The pressure dependence is observed to be almost zero @-O-027), as expected 
from an analysis of the model. No experimental information on the pressun dependence of 
the turbulent flame speed could be found, but one might expect that the dominant effect of 
pressure is on the laminar flame speed in the turbulent eddies, and, consequently, the pressure 
dependence would be the same as the laminar flame speed, or approximately proportional to 
pO*2 [14]. The steady-state temperature was observed to depend only on the fuel equivalence 
ratio, as expected, since this determines the net heat released. Finally, no dependency was 
observed on the eddy dissipation rate, E, as expected from the formulation of the model. 

The above correlation gives a flame speed of 160.0 cm/s for (k, kp) = (5.0~104 cm2/s2,0.4, 
1 .ox106 dyne/cm2), in comparison to the experimentally observed value for hydrogen in air 
of 230 c d s  [9] (the experimental laminar flame speed is 60 cds ) .  This difference is 
expected, because the flame speeds for hydrogen are larger than for diesel fuels. This 
suggests that the parameter A in the eddy-turnover model should be increased to 25 from 18 
for constant pressure ignition at 900K. In an actual engine simulation where temperatures 
continue to increase during combustion, the flame speed would increase, and A would be 
correspondingly larger. This was observed in the full engine KIVA simulations, as noted 
below. 

The dependence of the NOx formation in the parametric study was examined using the 
standard Zeldovich model. NOx was produced in the flame front. Behind the flame front, 
the NOx production was constant with time under these constant pressure and temperature 
conditions. Because of the time for significant NOx to be produced was much longer than 



the simulation time in these 1-D problems, no useful conclusions could be made about the 
NOx formation of in the presence of turbulence. 

An Approach to Turbulence Combustion Modeling 

We have argued that more sophisticated turbulent combustion models that assume a thin 
flame front are not applicable to hydrogen combustion in the operating conditions of interest 
($J around 0.4). The above review of the literature and of the one-dimensional KXVA 
simulations suggest that eddy-turnover model used for hydrocarbon-based fuels may be 
appropriate for turbulent combustion in the regime of operation of the Onan engine where 
the turbulent flame speed is proportional to k. The use of such a model will capture the 
primary effect of the proper heat release as the turbulence intensity changes during 
combustion. 

In the following section with three-dimensional engine simulations, the eddy-turnover model 
is applied to the hydrogen turbulent combustion in KIVA-3V, with understanding that the 
parameter A must be adjusted to account for the increased flame speed. Because A is taken 
to be a constant and is not dependent on the changing conditions during ignition, we expect 
there to be some deficiencies in the details of the model. Comparable difficulties arise in the 
application of the same model for hydrocarbon fuels. 

Description of the Onan Engine and Mesh 

Details of the modified Onan engine can be found in Table 1 and in references [6,23,24]. 
The intake ports and head of the original Onan engine were replaced with a design that was 
intended to produce a quiescent combustion to minimize heat exchange and maximize 
efficiency. To compensate for the longer bum time, two spark plugs are used. 
The mesh, shown in Fig. 2, was generated with 41 pseudo-blocks, resulting in 5 logically 
hexahedral blocks of mesh with about 75,000 cells in the full 360' mesh. The full mesh 
includes a slight azimuthal twist of 27" in the intake port as occurs in the Onan engine. 
Without this twist in the intake port, the flow and combustion are symmetric through a plane 
passing through the two valves. Run times were about two hours on a Cray YMP from intake 

Table 1. Onan engine specifications and simulation parameters 

Bore 82.55 mm 
Stroke 92.08 mm 
Displacement 0.4928 L 
Geometric compression ratio 14.04:l 
Combustion chamber geometry pancake 
Premixed combustion ignited with two spark plugs 
Ignition timing (BTDC) 5-40° 
Ignition duration 10" 
Engine speed (RPM) 1800 

Time-dependent intake manifold pressure from experiment 
Time-dependent exhaust manifold pressure from experiment 
Piston temperature 430 K 
Exhaust valve temperature 585 K 
Wall, intake valve, head temperature 373 K 

Fuel equivalence ratio 0.4 1 



. valve opening to exhaust valve opening. 

Figure 2a. A detail of the exterior of the mesh for the Onan engine. 

The only major simplification made in the computational mesh was the square cross-section 
of the intake and exhaust ports - a limitation of the KIVA-3V mesh generator at the time. 
To reduce the effect of the simplification, the flow area of the simulated and actual manifolds 
are identical. The valve shapes and seating were modeled accurately to within the resolution 
of the mesh (Fig. 2b). Two types of boundary conditions were used to model the intake flow 
of the Onan engine: a constant pressure boundary condition and a time-varying boundary 
condition as taken from the experimental pressure measurements in the intake port. For 
studies of the comparison between different simulation runs, the former was used. The latter 
boundary condition was used for comparison to the Onan experiments. Other boundary 
conditions for the engine simulation are given in Table 1. 

Figure 2b. 
the valves. 

Cross the detailed 

Modeling of the Intake Ports and Valve shrouds 

Intake Port Modifications 

rendering 

One of the challenges of any engine simulation is the approach used to duplicate the 
experimental conditions for the air delivery. The complication is that the computational 
mesh for the simulation must be terminated at some point and an appropriate boundary 
condition applied. Many simulations were done in an attempt to duplicate the complex 



pressure behavior during the intake process: the cylinder pressure during the early intake 
flow (0-100 CA) typically oscillates with a frequency of 180-260 Hz and a large amplitude 
of 1-3 psi. Both longer intake ports and different experimental pressure histories in the 
highly diagnosed intake port were examined. Because either the amplitude or the frequency 
of the pressure oscillations in the cylinder could be matched, a compromise was to use a short 
intake port as shown in Fig. 1 with an experimental intake port pressure history that 
reproduced the observed volumetric efficiency. 

Shrouded-Valve Model 

Based on KIVA simulations of the engine, the dominant flow in the cylinder was observed to 
be a tumble flow, not the quiescent flow that was the intent in the design. Because tumble 
generates more turbulence at TDC than a swirl-dominated flow [25], it was thought that 
converting the tumble to swirl during intake might improve the efficiency. The experimental 
technique of inducing the swirl was the addition of a shroud on the intake valve. Various 
shroud heights and extents on the edge of the valve were tried experimentally, and it was 
found that the apparent introduction of a moderate amount of swirl increased the efficiency 
of the engine 1241. It was observed that the engine had its peak efficiency with the 1.5 mrn 
shroud and had lower efficiency for either higher shroud heights or no shroud. Because 
excessive turbulence can increase heat transfer to the wall, it was thought that the efficiency 
increased with the shroud because of the more favorable turbulence intensity history. 

In KIVA-3V the shroud was modeled by adding a zero-thickness wall at an element 
boundary at the perimeter of the valve to duplicate the blocking of the flow by the shroud. 
For a full-height shroud, this wall extended up into the valve pocket, thereby preventing all 
flow through the valve gap at that azimuthal angle. For a lower-height shroud that allows 
flow past the shroud at large valve openings, a constant number of element sides above the 
edge of the valve where similarly blocked. The number of element sides that were blocked 
where chosen such that the average height of the numerical shroud was similar to the 
experimental height of the shroud. This approach allowed for full blockage of the flow for 
small valve openings and allowed the flow over the shroud at large valve openings. 

To resolve the question as to the cause of the increased efficiency, four simulations were 
compared: with and without the 1.5 mrn shroud and for two ignition timings of 20" and 12.5" 
BTDC, using the standard turbulent combustion model in KIVA3V with A equal to 50. Fig. 
3 illustrates that the addition of the shroud does indeed increase the swirl, although these 
values are low for engines designed to have swirl [6,26]. The indicated thermal efficiencies 
were calculated for the simulations by integrating over the compression, combustion and 
expansion cycle the work done by the cylinder pressure due to the change of cylinder 
volume and then dividing by the total energy produced by the hydrogen fuel. The resulting 
efficiencies are plotted in Fig. 4. Although experimental data does not exist for the same 
operating conditions, preliminary Onan data with and without the 1.5 mm shroud tended to 
exhibit a 3% increase in the thermal efficiency, when it was observed to have an effect. 
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Figure 3. The swirl ratio for KIVA-3 simulations with and without a 1.5 mm shroud and for 
two ignitions timings (20" and 125" BTDC). The swirl ratio is the angular momentum in the 
cylinder divided by the product of the total mass in the cylinder and the angular velocity of 
the piston. 

In Fig. 5 the turbulence intensity is plotted for all of the simulations during the time of 
combustion and expansion. It is immediately apparent that the turbulence intensity, and 
hence the turbulent flame speed, would be similar for these four simulations. In fact, a more 
careful examination of the turbulence intensity shows that the different timing of ignition has 
a larger effect on the turbulence intensity than the presence or absence of the shroud. An 
examination of the heat transfer to the wall in Fig. 6 yields a similar conclusion that the 
dominant effect is the ignition timing. Note that even though the simulations with the shroud 
have a higher heat loss to the wall, the more optimal pressure histories of the runs with the 
shroud compensate of the additional heat losses, thereby either improving the efficiency at 
12.5" case or keeping the efficiency constant in 20" case. 

Ignition BTDC 
Figure 4. The indicated efficiencies for the KIVA simulations. 
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Figure 5. The turbulence intensity for four simulations are shown, illustrating that the 
turbulent intensities are almost the same for all the simulations. 

Crank Angle (O) 

Figure 6. The accumulated heat transferred to the wall from the cylinder gases. 

The plot of the hydrogen mass in Fig. 7 as a function of crank angle illustrates that even 
though all the simulations have similar turbulence intensity histories, the consumption of 
hydrogen is faster for the simulations with the shroud than without, even though the 
turbulence levels and hence the local combustion rates are comparable. By examining the 
shapes of the combustion fronts, the source of the different combustion rates was found to be 
different stretching of the flame front by the slow swirling flow. The increased efficiency 
with the shrouded valve is due to the faster combustion rate from the bulk flow from the 
gentle swirl, thereby producing more work near TDC, but no so much swirl that would cause a 
loss of efficiency due to increased heat loss. 
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Figure 7. The mass of hydrogen in the cylinder for the four KIVA simulations. 

Comparison to the NOx and Efficiency 

The ability to compare the KIVA simulations with the Onan engine data is the fundamental 
test of the turbulent combustion model and the intake and turbulent modeling. The KIVA 
simulations were done at both 1200 and 1800 RPM and at a variety of ignition timings (from 
20° to 7.5' BTDC) at an equivalence ratio of 0.4. The results presented here are for the 1800 
RPM simulations. 

As discussed in the section on modeling turbulence combustion, the eddy-turnover model has 
one free parameter that must be determined from a comparison to the experiments and is 
comparable to determining the laminar flame speed for a specific hydrogen-air mixture at a 

. . certain temperature and pressure. This was accomplished by picking a value for A (50) that 
best matched the pressure history of one Onan simulation. The parameter A was then held 
constant for all other simulations with different ignition times and engine speed, but with the 
same equivalence ratio and volumetric efficiency. By then applying the model to a variety of 
ignition times, a fairly severe test of the model is achieved because by changing the ignition 
times, the conditions during combustion - the turbulence, pressure and temperature history 
- also change significantly. 

The resulting NOx values from the simulations compare excellently with the experimental 
values, without any adjustment of the NOx model for hydrogen (Fig. 8). Because NOx is 
very sensitive to the bum rate and flame temperature, this is a sensitive test for the accuracy of 
the turbulent combustion model. This comparison is better than is generally found for 
hydrocarbon simulations and supports the conclusion in the literature [14] that the slow NOx 
kinetics are more accurate for hydrogen combustion. The difference in the slope of between 
the simulations and experiments is likely due to keeping A constant when it should be varying 
with the changing conditions at ignition and during combustion. Inclusion of these effects 
would increase the flame speed and the combustion temperature at later spark timing, and 
hence the NOx levels, resulting in even better agreement at other spark timings. 



KIVA with shroud 
I I I ' ' 1 ' 

A KIVA without shroud 

I X Onan with shroud 
i 

......... .... ........ .......... -, x ~...i...i....f -1-- 
A jx i 

x j  
; .j ............ ......... ........................ ......... ........... ........... ............. -- 4 +. + : : L 

j fq 

l , , , i , , , ~ , , , i , , , i , , , i , , , f , , ,  
i. 

I I I I I I I I 

lgnition (degrees) BTDC 

Figure 8. Comparison of the NOx for the KIVA simulations and Onan experiments. 

Comparisons of the efficiencies and pressure histories between experiments were also made 
(Fig. 9). The trend in the indicated thermal efficiencies duplicates the Onan data, but the 
values in the KIVA simulations are about 4% higher than in the experimental data. Because 
of the uncertainty in the wall temperatures in the engine and the difficulty in experimental 
determination of efficiencies, the offset is not unexpected. The duplication of the trend is an 
important validation of the turbulence and combustion model in KIVA. The rapid drop in 
the efficiency of the data at small ignition advance is generally seen to occur in other 
experimental data and is an expected trend in the simulation results. 

a, Onan experiments 

Ignition BTDC 
Figure 10. Comparison of the indicated thermal efficiency for the KIVA simulations and 
Onan experiments. 



Conclusion 

In summary, KIVA-3V simulations of the Onan engine agreed well with the experimental 
results and largely validates the chosen approach for the intake flow modeling and the 
turbulence combustion modeling. Indeed, fewer "adjustments" of the models in KIVA were 
required than is typically necessary for modeling hydrocarbon-fuel engines. The simulations 
also clarified the source of the improved efficiency with the slight shroud on the intake valve: 
the increased combustion rate due to the stretching of the flame front from the increased 
swirl. A current limitation of the turbulent combustion model is the applicability of the 
combustion rate being proportional turbulent intensity, u' or to fuel equivalent ratios below 
one. This is not a significant shortcoming because most engine designs using hydrogen fuel 
will operate in this regime in order to take advantage of the reduced NOx production. 

Future work will include the addition of the dependence on the fuel equivalence ratio, 
pressure and temperature on the parameter A, through the known dependence of the laminar 
flame speed on these variables. This should significantly improve the predictability of the 
model. Because hydrogen-hydrocarbon mixtures are expected to be the transition fuel to an 
all-hydrogen-based usage, a similar development of a turbulent combustion model for these 
mixtures is also planned. These developments are significantly complicated by the potential 
for a double flame front in hydrogen-hydrocarbon mixers [18]. 

Because of the high efficiency possible at almost zero emissions in hydrogen-fueled ICE, an 
exciting opportunity arises for engine designers to provide the ideal powerplants of the 
future. The current work is the beginning of providing the computational tools for these 
future designs. 
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Appendix 

The main body of this report will be published as an invited paper in the Proceedings of the 
3rd International Conference ICE97, Internal Combustion Engines: Experiments and 
Modeling, with the title "Hydrogen as a Zero-Emission, High-Efficiency Fuel: Uniqueness, 
Experiments and Simulations." The following supplements the main text, in order to include 
material of interest to the Hydrogen Program. 

Appendix A: Status on Perkins Engine Simulations 

Preliminary simulations of the Perkins engine were performed using a mesh based on a cast 
of the Perkins intake port supplied to LANL by SNL. Because of the advances in the mesh 
generation of ports and valves, the resulting mesh is significantly more realistic than the mesh 
used for the Onan engine (compare figures below). 

Perkins Engine Oaan Engine 

The Perkins engine has an almost identical compression ratio and combustion chamber 
geometry ("pancake") as the Onan engine, but about double the volume, as illustrated in the 
figure below. 
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The Perkins engine simulations show a swirl ratio double that of the Onan engine with the 
optimal height of the valve shroud and identical driving pressures (figure at left below). The 
significantly different bulk flow behavior is due primarily to the orientation of the intake 
ports (Compare the meshes in the figures above). The preliminary simulations also indicated 
a higher efficiency is observed, as also observed in the SNL experiments, validating the 
expected observation that efficiency increases with engine size. These simulations indicate 
that even a higher efficiency could be obtained in the larger Perkins by reducing the swirl - as 
has been done computationally by rotating the intake port by 90 degrees (compare the mesh 
below with the mesh for the unrotated engine above). The ease by which alternative engine 
geometries can be examined illustrates the utility of simulations. 

Comparison of Perkins Engine with and without 
Port Rotated (15" BTDC ignition) 
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Swirl ratio comparisons Rotated Perkins Geometry 

The figure below comparing the mass of hydrogen and NOx production illustrates how the 
Perkins engine exhibits more swirl than is optimal. By reducing the swirl, the combustion 
rate actually increases, indicating that the stretching of the flame front by the swirl is 
reducing the reaction rate. Note that this is just the opposite conclusion as in the Onan 



engine, where increasing the swirl improved the efficiency. The explanation is that two little 
or too much swirl can limit efficiency. The simulation of the Perkins engine is a major 
milestone in our progress this year. Detailed comparisons with experimental data wilI be done 
as the Perkins data comes available. 

COMPARISON OF ORIGINAL AND ROTATED GEOMETRIES: 
Fuel md NO Historks 
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Hydrogen fuel and NO, history comparison 

Appendix B: Technology Transfer and Outreach 

In preparation for the Annual Hydrogen Peer Review in May, we surveyed the use of RIVA 
within the combustion modeling community using publications by SAE as a measure. We 
found forty-five papers were published in calendar 1996 by SAE, and forty papers in 1997 to 
date, a significant increase. Fifteen papers have or will be published using the new version of 
KIVA-3V, illustrating the rapid acceptance of the new version. These numbers, limited to just 
one publisher, strongly indicate the successful outreach, and more importantly, illustrates the 
significant seeding of the hydrogen modeling capability into industry and academia. This 
capability will be in place when interest in hydrogen combustion matures. No other 
mechanism for distribution of the modeling techn01ogy would be as effective. 

The 7th Internatioml K N A  Users Meeting and the 2nd K N A  Workshop were held prior to 
the 1997 SAE I n t e m t i o ~ l  Congress urzd Erposition in Detroit, hosted by Cray Research and 
organized by LANL and University of Wisconsin-Madison. Presentations on the new version 
of the KIVA-3 (see next appendix) covered the developments supported under the Hydrogen 
Program and were well received. Just prior to the SAE meeting, Professor Rutland from the 
Engine Research Center (ERC) at UW-Madison visited LANL to discuss turbulence modeling, 
future versions of KIVA and hydrogen turbulent combustion. This was the first extended 
visit from a UW professor from the ERC and laid the basis for a mutually beneficial 
collaboration in the future. 
Salvador Aceves (LLNL) and Norman Johnson presented a paper at the 11th Annual 
National Educators' Workshop at Los Alamos on the use of simulation codes in hybrid 
vehicle design. The talk was attended by about 80 educators from colleges and high schools. 
The Hybrid Vehicle Evaluation Code (HVEC) was distributed to about 40 interested 
attendees, to be used in classrooms and research programs around the country. 

A summary of the DOE Hydrogen Program and the development of tools for the design of 
hydrogen-fueled engines was presented during an invited lecture by Norman Johnson at the 
1996 Canadian CFD Conference in Ottawa and at a seminar at the Chalk River Laboratory. 
About 280 attendees were present at the tallcs. 



Appendix C: Release of New Version of KIVA-3 

The spring release of the updated version of KIVA-3, called KIVA-3V (V for valves), 
satisfies a major milestone; the version has been distributed to about 100 researchers or 
laboratories. The non-commercial nature of KIVA-3 and its wide use in universities and 
industry makes it possible to disseminate the new capability quickly throughout the CFD 
community, as illustrated by large number of publications that used KIVA-3, described in the 
last appendix. 

A significant capability in KNA-3V is the option to model intake ports with moving valves, 
as needed to accurately model the bulk flow and turbulence levels at the time of combustion. 
The release includes all capabilities described in last year's annual report, plus two new 
capabilities: the ability to model non-vertical valves and to model overlapping valves, as 
shown in the figure below. During the operation of the engine, the intake and exhaust valves 
occupy the same location in the cylinder at different times. This capability was thought to be 
an essential, but difficult, feature, but by careful use of the remapping option in KIVA-3, the 
capability was implemented without significant development. Future hydrogen engines will 
likely use this design because of the better control of the gas flow at the time of combustion 
and its ability to use larger valves. 

A cross-section of the mesh in a Cvalve engine, showing an intake valve fully open and an 
exhaust valve fully closed. 

In summary, all the predominant valve/combustion geometries can now be modeled: the 
vertical valve design typical of diesel engines, the Zvalve wedge design typical of older 
automotive engines and the 4-valve pentroof engine typical of modem auto engines. 

Appendix D: Enhancement of Turbulence Modeling in KIVA-3V 

We used the opportunity of Dr. Zhiyu Han's visit from U W  Madison to address the suggestion 
of the review panel to assess and improve the turbulence models in KNA. During his stay at 
LANL, the RNG turbulence model (a compressible variation of the k-epsilon model) was 
implemented into the standard version of KIVA3V. This implementation of the RNG model 
has been tested extensively at the UW Engine Research Center and either performs as well or 
better than the standard k-epsilon model in KIVA-3. It is now the basis of all simulations 
using KNA at UW Madison. This model was also the most requested new feature for KIVA- 
3 at the 1996 KIVA User Meeting. Research at UW and during the past month at LANL 
indicates that the improved accuracy of the RNG model is due to the tendency of the model 
to have a lower turbulence viscosity, thereby enabling larger eddies in a simulation to be 



treated more accurately by the resolved flow equations, rather than the less accurate, time- 
average turbulence equations. A standard engine simulation was used to validate that the 
RNG model in the LANL version reproduced the RNG model in the U W  version. 

To further test the RNG model beyond the idealized flow and the full engine simulations 
done at UW, we examined the Dyer experiments performed at Purdue (Wahiduzzaman thesis, 
1985). These experiments are of a hot gas injection into a fixed volume which creates a 
strong swirling flow and simulates a possible swirling engine flow. Turbulence intensity, 
velocities, and temperatures were measured in the experiment. Numerical simulations of this 
flow have had limited success in duplicating the temperature and velocity measurements. The 
best agreement between the simulations and experiments has been obtained with a large eddy 
simulation that restricts the turbulence model to small length scales. Simulations using the 
RNG model were found to do no better than the moderate agreement found with the standard 
k-epsilon model in a two-dimensional simulation; this supported similar conclusions by other 
researchers. We believe that better performance would have been obtained if a three- 
dimensional simulation had been used. Also, in discussion with spectral turbulence modelers 
in our group, they have identified the missing terms in the turbulence model for flows with 
large density variations that explain the limited agreement. As time permits, these additional 
terms will be included in the RNG model, but because the Dyer experiments have much 
greater density gradients than in a typical 4-stroke engine, the need for these terms for the 
current hydrogen applications is minirnal. 

The validated RNG model was applied to the KIVA-3 simulations of the Onan engine. The 
intake flow, which determines the turbulence levels at time of ignition, was in most aspects 
similar to the comparable simulation using the k-epsilon model. The mass charge and the 
average dissipation rate in the cylinder were almost identical in the two simulations. Other 
quantities differed moderately: the swirl ratio and turbulence intensity were about 10% higher 
for the RNG model. In conclusion, we feel the addition of the RNG extension of the k- 
epsilon model is a significant improvement to KIVA based on the experience of other 
researchers. For the current hydrogen simulations, the effect of the model is minimal and 
indicates that the current good agreement with experiments need not be questioned in this 
regard. 





DEVELOPMENT OF COMBUSTION TECHNOLOGIES 
FOR HYDROGEN UTILIZATION 

J. 0. Keller 
Sandia National Laboratories 
Livermore, CA 94551 -0969 

The long-term mandate of the hydrogen program is to develop the technologies needed to establish 
a hydrogen economy. This project addresses at least four end use sectors that are recognized by the 
H, program and addressed by this project. These end uses are: 1) power generation from stationary 
turbines, 2) generation heat or steam for use in industrial processes or for power production7 3) 
comnacial and residential diroct use applications and 4) combustion support in fuel preprocessors 
for fuel otlls (steam reforming and partial oxidation). 

Robert W m  makes a very compelling argument for CO, sequestration, if one reforms a 
hydrodmn or carbon fuel into CO, and H, at the well head (set "Fuel Decarbonization for Fuel Cell 
Applications and Sequestmtbn of the Separated CO;', Robert Williams, PUfCEES Report No. 295, 
January 19%). The by-product of the hydrocarbon refomtion process is CO,, and thus, the 
additional cost for sequestration can be an insignificant increase in the overall cost of producing the 
heL This is even true for coal, using the water gas shift reaction the energy stored as carbon (coal) 
is moved to hydrogen with C02 as the by-product. In both of these examples the CO, by-product 
exists in an easily sequestered form , leaving hydrogen as a non-polluting energy carrier. This 
provides us with the abiity to make use of our vast coal and natural gas reserves as a tramition 
strategy without emitting dl of the hazardous compounds associated with hydrocarbon and/or coal 
combustion, including CO,. With modest modifications coal or natural gas fired power plants they 
can be rnade to operate on hydrogen, making use of our existing coal or natural gas (now hydrogen) 
equipment (and capital) and easing the transition to renewable sources without harm to the 
environment. 

The principal emission h m  hydrogen combustion is NO, which results from thermal NO production. 
Thermal NO is rr6nirr6zed by reducing the peak combustion temperature and the residence tLne at the 
peak temperature. NO can be reduced to extremely low levels (a few ppm) by operating under 
sufkkntly lean conditions and reducing the peak combustion temperatures to below 1700 to 1800 
K. The objectives for this project to: 



develop environmentally benign and safe hydrogen combustion technologies; 
provide a facility in which fundamental investigations can be performed in 
support of other hydrogen programs. 

The fundamental driving principle is to understand and develop hydrogen combustion technologies 
that control the combustion fluid dynamics in such a way to force the reaction to occur in a safe 
premixed manner. This will allow combustion fluid dynamic strategies to be developed through a 
careful first principles approach both in the laboratory and in the accompanying modeling effort. 
Combustion control strategies will be developed in parallel with the development of the combustion 
fluid dynamics. The spedk project elemnts Sandia will pursue in this program are the construction 
of a basic burner con@uration. The best burner concept that emerges as a result of the experimental, 
modeling and controls e fh t  will be scaled up and tested either in the existing laboratory or in BERL 
depending on laboratory availability and burner size. As a result of this activity a unique fiicility exists 
that provides a service to the hydrogen community at large. It can readily be called a on to perform 
reacting flow studies in support of other projects. For example; there is value added to the 
development of this are capability and to the community at large in providing experimental support 
to those interested in combustion characteristics of methane hydrogen blends, hydrocarbon 
reformation process, steam reformation, partial oxidation, or making hydrogen from coal. All such 
activities add to increasing the fundamental knowledge of hydrogen combustion systems and to our 
ability to control these combustion processes. In addition, because this facility is in place one can 
execute these individual investigations for little or no addition cost. 

In this work we will capitalize on the fluid dynamic features necessary to: 1) suppress the reaction 
(through controlling the fluid dynamic strain rates), 2) provide a controlled mixing environment to 
rapidly mix reactants on a macroscopic scale (through controlling large scale coherent vortical 
structures), and 3) provide a controlled mixing environment to rapidly and thoroughly mix reactants 
on a microscopic scale (through controlling the three-dimensional breakdown of the large structures, 
and enhanced fine scale velocity fluctuations to promote thorough microscopic mixing). Static and 
periodic methods of controlling vorticity deposition rate and subsequent behavior of the resulting 
large scale coherent structure will be investigated Control over the rate and quality of the three- 
dimensional breakdown of these coherent structures will be achieved through careful deposition of 
additional components of vorticity and/or by promoting the natural breakdown of these large scale 
structures by introducing flow features that promote the natural breakdown phenomenon. 

This work will be performed by careful systematic investigations into the detailed fluid dynamics, 
thermodynamics, and the subsequent combustion characteristics of the flow field. The diagnostics 
that will be used during this investigation include, but are not limited to, two component LDV for 
velocity, Rayleigh scattering for temperature, laser sheet mie scattering, schlieren phase resolved 
images and exhaust emission measurements of pollutant species (NOJ. Selective laser sheet mie 
scattering and planar laser induced fluorescence (PLIF) wiU be used to measure the degree to which 
the reactants have mixed. 

Detailed analytical programs are designed to be synergistic with the experimental program. This is 
to include the development of detailed chemical kinetic mechanisms and modeling of hydrogen and 
hydrogenlmethane mixtures combined with detailed combustion fluid dynamic modeling of the 



hydrogen. hydrogedmethane combustion processes. Detailed combustion fluid dynamic control 
strategies will also be developed in parallel with the experimental and modeling efforts. Idormation 
6rom the experbmntal portions of this work will be used to improve the fundamntal understanding 
of the controkg physics necessary to guide the developmnt of this technology, and will provide 
valuable support to the further development of the models. In return, the models will provide 
valuable insight into the fundamental fluid dynamic mixing mechanism controlling the combustion 
process of hydrogen and hydrogen/methane mixtures. 
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ABSTRACT 
A chemical kinetic model is used to study the combustion characteristics of 

hydrogen under conditions found in internal combustion engines. Laminar 

flame speeds are predicted under the high pressure and high temperature 

conditions found in an spark ignition engine. The variation of laminar 

flame speed with temperature, pressure and equivalence ratio is examined. 

The autoignition of hydrogen and hydrogen/natural gas mixtures is also 

studied under conditions found in a free-piston compression-ignition engine. 

This engine is expected to exhibit high efficiencies operating on hydrogen. 

The results suggest that adding small amounts of natural gas to hydrogen will 

reduce NOx emissions from a free-piston compression-ignition engine. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 





A Comparison of Hydrogen, Natural Gas, LPG, and Gasoline 
Leakage in A Residential Garage 

Dr. Michael R. Swain 
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14-57 SW 1@ St. 
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Abstract 

This paper compares the relative safety risks of four types of vehicle fuels. The fuels considered are 
hydrogen, natural gas, LPG, and gasoline. The accident scenario considered is a vehicle parked in 
a single car garage for 2 hours with a fuel line leak. The comparison is made on the basis of the 
volume of combustible gas produced by each fuel. Only LPG and gasoline produced appreciable 
volumes of combustible gas. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 
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Abstract 

The following is the begiwmg of a study on the &kt of fiction on brake thermal efficiency in a rapid 
combustion, lean mixture, hydrogen fueled internal combustion engine. The work was not completed 
due to reduction in funds. Friction plays a larger role in hydrogen &el& i n t d  combustion engine 
operation, than in gasoline fueled i r r t d  combustion engine operation, for two reasons. Fist, 
hydrogen heled engines operate at lower indicated mean effective pressure than do gasoline fueled 
engines. Therefore, the same amount of fiction causes a larger percentage drop in brake t h d  
efliciency in hydrogen h l ed  engines than in gasoline fueled engines. Secondly, oil control is more 
critical in hydrogen fbeIed engines and piston designs with increased oil control generally produce more 
friction. This work effort was the design, construction, and testing of five low fiction, rapid 
combustion, lean mixture, hydrogen b led  engines. 



Introduction 

Friction work is defined as the work done to the pistons by the gases minus the work at the flywheel. 
Friction work is lost as heat in various mannersy notably when two moving parts come into contact. 
This survey deals with fiction lost in the piston and piston rin,gs. Research on piston assembly fiiction 
has been ongoing since the beginning of the century. Work before the mid- concluded that 
mixed lubrication of the piston ring and cylinder liner did occur. It had been generally accepted that 
fiition increases linearly with piston velocity. In the 60's and 7O1sY it was shown that the oil film (the 
layer which protects the cylinder liner h m  the piston) g e n d y  breaks down at top and bottom dead 
center. 

Engine Internal Friction 

The amount of work dissipated in the piston assembly is a substantial amount of the total engine 
fiction. McGeehan (McGeehan, 78) suggests that the pistodring assembly may be responsi'ble for 
60-75% of the mechanical engine fiction (Mdjeehan, 78) and Feng concludes 60% of mechanical 
engine fiction is due to the pistodring assembly Peng and Stodolsky, 95). Uras agrees that the 
pistodring assembly may be responsiile for -75% of the mechanical engine friction (Uras and 
Patter~~n, 83). ~uruhama concbdes that 75% of the total pistonfring assembly fiction is due to the 
rings (F- et.al., 81). And more specificallyy ring fiction a t t r i i  approximately 25 to 50 
percent of total engine mechanical engine fiiction (Sui and Ariga, 93). The pistodriug assembly plays a 
significant role in detemining the proportion of indicated work done to the piston that is available as 
brake work at the flywheel. 

In a traditional three-ring package, ring functions are divided as follows (Figure 1): 

Top ring function is gas sealing, but helps in oil control 
2nd ring function is gas sealmg and oil control 
Oil ring function is oil control 

The distriiution of fictional losses among the rings is generally accepted to be approximately 60% to 
the oil rings (Sui and Ariga, 93; Kovach et.al., 82). 22% to the second compression ring, and 18% to 
the top compression ring (Sui and A r i s  93). 

Types of Lubrication 

There are three types of lubrication that occur between oiled surfices (boundaryy mixed, and 
hydrodynamic). Because of the various conditions at which the piston assembly operates, all three 
types of lubrication may occur. Howevery the lubrication of the piston assembly is principally mixed or 
hydrodynamic. 

Ori@y designed for friction in bearingsy the Stribeck diagram gives a good description of the 
behavior of lubrication at different conditions (see figure 2). The Stribeck diagram is applicable to 
lubrication in the piston and piston hgs (Dearlove and Cheng, 95). The Stn'beck diagram shows the 
relationship between the coefficient of fiction and a dimensionless parameter dependent on lubricant 



dynamic viscosity, relative surface speed, and loading force per unit area. The three regimes where 
lubrication may exist are boundary, mixed (or partial) or hydrodynamic. For a piston assembly, the 
d c i e n t  of fi-iction at boundary conditions is around 0.15. This occurs at very low speed or very high 
unit load. Metal-to-metal contact is almost certain to occur because the viscosity is imdicient to 
prevent that contact. At mixed lubricatioq load is not very high and/or speed is W e r  than in boundary 
lubrication. At hydrodynamic lubrication, the speed of moving parts is high enough to allow the oil to 
form a liquid fihn between the moving swfkces. 

There is generally good agreement in the &ratme that the piston and piston rings undergo both mixed 
and hydrodynamic lubrication during normal operation. The following trends are exhiied d w  
operation Top rings tend toward hydrodynamic lubrication wbile the second compression rings and oil 
rings operate under mostly mixed lubrication (Sui and Ariga, 93; Grice and Shenhgton, 93). Mixed 
lubrication is most likely to occur where piston velocity is low near top dead center and bottom dead 
center (Yun et.4 95; McGeehan, 78). The work lost to friction is large where the piston velocities are 
high (midstroke). This is also where the lubrication tends to be hydrodynamic (Yun et.al, 95; Tin& 93; 
Ting, 93). Though fictional forces are high at top and bottom dead center the work lost to fiiction is 
low because piston speed is low. The total piston fiction (piion and rings) is greatest during the first 
half of the expansion stroke due to the thrust force of the piston slrirt against the cylinder w d  
(Furuhama et-al., 81). 

The Strieck diagram shows the trends in frictional co&cient. In the hydrodynamic regioq Reynolds 
equation can be used to calculate friction losses. In the mixed region, load is distniuted m the oil film 
and asperity contact. It is necessaq to use Reynolds equation and elastic contact equations. In the 
boundary region, d c i e n t  of friction is constant, so friction can be found by balancing forces 
occming in the piston assembly. 

Topics for this Research 

Forces acting on the piston assembly are: ring drag, gas pressure forces, and inertia forces. The major 
design factors that affect iiiction are: ring width, ring faoe profile, ring tension, ring gap, liner 
tempmatwe, ring land width and clearances, skirt geometryy and piston to cylmder bore clearance. The 
variables that were studied in this research were: 

1. Rmggeometry 
2. Piston to cylinder bore clearance. 

In addition, special attention was given to * g  fiction in the engine in three areas. 

1. Mimrmzlng pumping mean effective pressure (PMEJ?) by redesign of the intake port~vahre 
geometry- 

2. hhbnhing piston/connecthg rod friction by weight, skirt length and bearing length reduction. 
3. Mnhizhg valve train fiction with the use of roller lifter and rockers. 



Friction Measurement 

Before discussing the results found in the literature, it is important to compare the different types of 
experiments done by the authors mentioned in this m e y .  The most realistic way of measuring fiction 
is to perform the experiment on a firkg engine. But this is a Wicult and expensive way to gather the 
data. Motoring experiments are the most common method of acquiring information on fiction. 
Experimental setup is relatively easy7 and a large amount of infomuition can be acquired in a short 
period of time. 

There are inherent problems in analyzing the data gathered fiom a motored experiment. For example, 
oil temperature strongly a6ects fictional losses. Ifthe oil tempemme.is lower than what it would be in 
a runniug engine, then the viscosity will be higher and fiction will be W e r  in the motored engine. The 
results fiom a lower temperature test will be unclear, according to Heywood (Heywood, 88). Since 
there is no combustion and no combustion pressures in a motored test, less force will be applied to the 
rings, and this tends to make the fiiction lower in the motored test than in a rurming engine. 
Additionally, at TDC in a firing engine7 piston speed is very low (at one point it has to become zero) 
and the combustion pressures can cause the ring to break through the oil film. In a motoring test, this is 
thought not to occur, and this tends to make fiction lower in the motoring tests. 

Models use mathematical equations to descxii the behavior of systems. In a piston ring assembly, 
Reynolds equation is widely used in predicting fiction. Reynolds equation estimates the thihess of 
the lubricant film so fiction, and power loss, can be derived from the cal-on of viscous drag. 

F'LARE, a computer model developed by GM Research labs, was used to analyze fiction in piston 
skirt, piston ings, bearings7 and valve train (Goenka et.al., 92). Since piston skirt and piston rings 
fimction in mixed and hydrodynamic regimes, the authors found it necessary to calculate rigid body 
contact between skirt and cylinder wall. FLARE combines individual components together with the 
kinematics and dynamics of the engine in order to give outputs. Three running engines, two V6 and 
one V8, were used for the experiment. The authors compared the fiction pararnebxs for the three 
engines under different RPM's. 

Ricardo Consulting Co. (Ball et.al., 86) conducted an experiment in which fictional mean &&e 
pressure (FMEP) was calculated. Using a piezoelectric cylinder transducer7 measurements of indicated 
mean effective pressure in each cylinder of an engine were made. The average indicated mean effective 
pressure (IMEP) was compared with the brake mean effective pressure (BMEP) and auxhry loss 
data, and a partial fiction breakdown of the engine was done. It was found that the pistonlcrank 
assembly accounts for majority of losses at all speeds in both gasoline and diesel heled engines. 
Ricardo reports that results obtained could have been greatly influenced by how accurately crank angle 
position was known. They state that a 0. lo change in angle can cause a 4% change in FMEP7 so great 
care should be taken when using this method to jind FMEP. This was the method used in this research 
effort to measure FMEP. Measurement of pumpihg losses as pumping mean effective pressure 
(PMEP) was done by analysis of the pressure versus volume diagrams generated with an in-cylinder 
piezoelectric pressure transducer. 



As stated before, one of the advantages of running a motored test rather than a fhkg one is the 
relatively ease in setting up the experiment. As shown in a paper by Kovach, the ranking of fiction 
fiom each part of an engine can be set up for a more d d e d  analysis using a motored engine (Kovach 
et.al., 82). The order, given by importance, is: piston/rings, valve train, Q.ankshaR, oil pump. Kovach 
suggests that the ran- of each component of fiction does not change from motored to firing 
experiment. It is generally agreed that the ranking of fiiction fiom each part of an engine does not 
change fkom the motored test to a running engine. Since the largest component of mechanicat fiction 
was pistonking assembly fiction, the principal subject of this research effort was piston/ring asSembIy 
fiction 

Component Friction 

The reported effects of component design on engine fiction are presented below. 

Ring Friction 

Rmg fiction is strongly affected by the contact force applied on the cylinder wall by the ring The 
contact force must be large enough to maintain seahag. Sealing prevents blow-by (leakage of 
combustion gases past the piston) and oil consumption (leakage of oil past the piston). For 
compression rings (particularly the top compression ring), the cucontact force has two components - ring 
tension and gas pressure force. Rmg tension is created when the ring, which is machined larger than the 
bore, is compressed to a smaller diameter to fit in the cylinder bore. Gas pressure force is created when 
positive gas pressure in the combustion chamber acts behind the ring, in the ring groove, and adds to 
the contact fbrce. As cylinder pressure rises the ring is forced to the bottom of the groove in the piston 
that supports the ring. The ring seals against the bottom of the ring groove and gas pressure, at the 
back of the h g  groove, forces the ring into the cylinder wall. 

The two main components of contact force are affected by ring geometry: free gap, radial width, and 
ring thickness affect ring tension, and ring thickness affkcts the gas pressure force. 

Goto recorded a reduction in fiction at 1600 RPM when the thickness of the top compression ring 
was reduced fiom 2.0 m to 1.2 m (Goto, et.al., 85). The ring tension was the same for both rings. 
However, the contact force due to gas pressure was reduced due to the reduced area at back of the 
ring groove. 

Kovach found that by reducing ring thickness (top fiom 1 . 6 m  to 1 -5; 2nd fiom 2 . h  to 1.5nrm; and 
oil ring segment fiom 0.6mm to 0.4m), and tension (top fiom 24N to 12N; 2nd fiom 20N to 14; oil 
fiom 49N to 33N), a ection reduction of 1 psi (6.9kPa) was possible (Kovach, et-al., 82). 

W was able to improve FMEP by 5.6 psi by reducing ring tension and expander force (oil ring 
tension) without increasing oil consumption (Hill and Newman, 84). 

Fumham deduced that, in theory, a reduction in ring thickness will not produce a reduction in fiicrion 
without a concomitant reduction in ring tension ( F m  et.al., 8 1). 



Jeng concluded, with the use of computer modeling, that an increase in ring tension produces a 
reduction in power output, due to a reduction in fiction (Jeng, 92). It was also concluded that an 
increase in ring thickness caused an increase in power at below 3000 RPM and a decrease in power 
above 3000 RPM. This indicated that a reduction in thickness may not always cause a reduction in 
fiction. 

From the literature s u ~ e y ,  changes in fiiction due to changes in ring thickness are dependent on 
cylinder pressure history and piston speed. The effects in hydrogen fueled engines were to be measured 
in this work &rt. 

Piston Friction 

Piston design affects mechanical fiiction in several ways. Piston weight influences the inertid forces 
that the piston exerts on the cylinder walls and connecting rod bearin,gs. It has been generally accepted 
that FMEP due to the piston skirt is linearly proportional to piston skirt length (Bishop, 64; Rosenberg, 
82). There is no general agreement in the literature as to the effect of piston to cylinder wall clearance 
on fiction. Piston weight reduction is generally accepted as a means to reduce mechanical fiiction 
(Feng and Stodolsky, 95) calculated the effect of weight reduction on mechanical fiction. The values 
at 2000 RPM and 3000 RPM are given in Table 1. 

Table 1 

Friction reduction 
Reductioninmass 2000RPM 3000RPM 

Kovach measured a 0.1 psi drop in FMEP at 1500 RPM due to a 25% reduction in piston weight 
(Kovach, et.al., 82). This would indicate a negligible effect. 

Fujii concluded that the effect of piston weight was too large to be neglected in their empirically 
derived equation of engine fiction (Fujii et-al., 88). 

Changes in piston to cylinder wall clearance and piston suface f i s h  have produced a variety of e f k t s  
on fiction. 

Kovach found a 50% reduction in skirt area and an increase in piston to cylinder wall clearance fiom 
0.4 mm to 0.6 mm produced no change in fiction at 1500 RPM (Kovach, et.al., 82). It was 
conjectured that the reduction in skirt area made the oil film thinner which OW any advantage that 
may have occurred. 

Takigochi varied piston to cylinder wall c l m c e  fiom 60 pm to 0 pn (Takigochi, et.al., 88). Little 
difference in fiction was noted until the clearance was reduced below 10 pm where fiction increased 



dramatically. It was postulated that the fiiction increase was due to a transition from hydrodynamic to 
mixed lubrication. It should be noted that these clearances are all less than the standard clearances for 
the test engine used and no data was taken at larger clearances. 

Furuhama found that v&om in piston clearance, in the range fiom 0.013 inches (0.33 rmn) to 0.007 
inches (0.17 mm), and sldrt &sh had a neghgiile affect on engine fiction (F* et-al., 81). 

Sui concluded that the top compression ring is dominated by hydrodynamic lubrication and therefore 
not strongly affected by surface finish. However, cylinder wd slnfaoe finish can aflFect ring fiction by 
&5% (Sui and Ariga, 93). 

Walolri recorded a 7.25 psi reduction in FMEP with a worn piston/cyhder waU combhation. This 
indicates the potential for sigdcant changes in fiction with changes in sllrface finish (Wakuri, et.al., 
95). 

Goenka and Paranjpe concluded that piston to cylinder wall clearance affects friction (Goenka et-al., 
92; Paraqjpe and Gusenza, 92; Goenka and Meem&, 92). 

From the literature survey it was concluded that the piston weight should be reduced ifpossiible. The 
literature survey indicated that the effect of piston to cylinder wd clearance was not predictable so the 
effect of piston to cylinder wall clearance was to be measured in this work effort. 

Connecting Rod Friction 

Connecting rod design afEects fiction in two ways. The weight of the connecting rod affects the 
magnitude of inertial forces applied to the connecting rod bearings. The size of the connecting rod 
bearings &&ts the bearing fiction. 

Martin concluded, through the use of computer modeling, tha incraving connecting rod mass 
increases engine fiction (Martin and Xu, 93). 

It is generally accepted that connecting rod beanng fiction increases linearly with bearing width 
(Conway-Jones and Tawer, 93; Bishop, 64; Thring, 92; Fujii, 88). 

The l i t w e  survey showed good agreement that corm- rod weight and connecting rod bearing 
size should be reduced if possible. 

Pumping Losses 

Pumping losses are not a part of mechanical engine friction Pumping losses are a measure of the work 
done to pump bmed exhaust gases out of the engine and fresh unburned mixture into the engine. The 
amount of work necessary to accomplish this can be appreciable. Patton estimates pumping work to be 
16.5% of the total frictional losses (mechanical and pumping losses) at 2000 RPM and wide open 
throttle (WOT) and 25.3% of the total fictional losses at 3000 RPM WOT (Patton; 89). Gomi 
calculated pumping losses to be 34.2% of the total fictional losses at 3000 RPM WOT (Gomi, et.al. 



96). The magnitude of the pumping losses is a function of valve sizes, port flow coe6cients and valve 
timing parameters. 

From the literature survey it was concluded that increasing intake port flow co&icients, particularly at 
low valve by was important in preventing pumping loses and reducing PMEP. 

Oil Control 

Oil control in a hydrogen fbeled engine is more critical than in a gasoline fbeled engine. Fortunately, it 
is inherently easier to accomplish good oil control in a hydrogen &led engine because a hydrogen 
fueled engine can operate over a wide range of power outputs in an d o t t l e d  mode. A hydrogen 
fueled engine does operate more efEciently, and with lower emissions, with some throttling at light 
loads. However, &cient hydrogen fueled operation does not require the high intake manifold 
vacuums that gasoline fueled operation requires. The lack of high intake manifold vacuum eases the oil 
control problem. 

As with gasoline fueled engines, oil control becomes more dijlicult as RPM increases ( F b  et-al., 
79). A larger ring contact force reduces the oil control problem. As ring contact force increases the oil 
film thickness, between the ring and the cylinder wall, decreases reducing the flow of oil past the ring. 
Unfortunately, a higher ring contact force also causes higher engine friction. 

Improved oil control is accomplished in two ways at a given ring tension (McGeehan, 79; Mattsson, 
95). 

1. M h b k  axial and lateral oil pumping action in the ring grooves. 
2. Maintain M d e r  roundness durmg engine operation. 

Minunizlng the axial and lateral motion of the ring in the ring groove improves oil control because 
motion tends to pump oil past the ring/piston interfke. 

The ring is hkkdly circular and the more cylindrical the bore is the more likely the riog will remain in 
contact with the cylinder bore. ARer boring and honing the cylinder bore is g e n d y  cyhdrical to 
within +0.00005 inches, on the diameter. Cylinder head bolt clamping force, uneven thennal expansion 
during operation, and piston thrust loading can distort the cylinder fiom its original cylindrical 
condition. 

Reductions in FMEP of up to 39 KPa can be &kcted with concomitant improvements in oil control at 
part load (Hill and Newman, 84; Ting, 85). 

A low radial width oil ring andlor high ring tension produces good oil control due to good f l e x i i  
(ability to conform to non-circular cylinder bore) and improvements in axial movement. Oil rings move 
fiom the bottom of the ring groove on the upstroke to the top of the ring groove on the downstroke. If 
ring mass is high, inertial moves the ring fiom the bottom to the top of the riog gtoove before reaching 
top dead center (TDC). If ring mass is low the ring does not move fiom the bottom to the top of the 



ring groove until the piston starts downward after TDC. The latter is the p r e f d  case. The same can 
be said at bottom dead center (BDC) though the directions are reversed (M- 79). 

Oil that passes the e7 toward the combustion chamber, is pnmanly thrown off the piston at TDC 
during the exhaust stroke (McGeehan, 79). If oil enters the combustion chamber7 in this manner7 in 
d c i &  q d e s  at light loads w o n  t e e  below 350 OF) it will accumulate. As the 
W o n  is made to high load the oil will flash off in ihe combustion chamber and cause flash back in a 
hydrogen fireled engine. 

A mawre of the comparative importance of oil control in hydrogen fbeled engines over that in 
gasoline held engines can be found in the difference in allowable bore distortion for the two his. 
Normal bore distortions for gasoline heled engines is typically 0.0002 to 0.0004 inches (Hill and 
Newman, 84). Experience dictates that bore distortions of less than or equal to 0.0002 inches are 
necessary for hydrogen heled opgdfon. These m e ! a s u r m  were for conventional rings and are a 
hction of radial width. Bore distortion is a measure of out-of-roundness in the cylinder bore. An 
inkdly round ring must codorm to the out-of-round cylinder bore in order to maintain good oil 
contr01. McGeehan determined that a 0.0004 inch bore distortion increases oil consumption by a factor 
of 10 over that of a 0.00008 inch bore distortion Bore distortions of less than 0.00008 produced 
negligibIe oil a e o n  (McGehan, 79). 

Jeng concluded, through his mode- that there is a trade-off between fiiction and oil consumption 
Lower ring tension decreases fiction, but it increases oil consumption. Larger oil ring width tends to 
lead to larger oil consumption (Jeng, 92). 

The literature survey agreed with previous findings. The cylinder bores must be a round as possible and 
ring teosion must be adequate to prevent oil leakage into the combustion chamber but reduced as much 
as possible to reduce fiction. 

Component Design 

The design of the engine components for this research effort is d e m i  below. 

Cylinder Block Selection 

The original design of the engine was done using dimasions and specifications fiom the Porrtiac 
10093306 cylinder block (Table 2). It was discovered early in the project that this cylinder block was 
no longer available and a w e y  of available cylinder blocks was conducted. The Pontiac 1984 R type 
block, which utilized a standard hydraulic cam, was selected for the itlitid testing because the original 
project plan included running baseline tests with a standard hychdic cam Testing versions of the 
engine co-ctucted in subsequent years7 that utilized a roller cam, would have allowed the difference in 
fiction between the standard cam and roller cam to be determined. 



Table 2 - Engine specs for the original design: 

D i s p h e n t  
Bore 

Stroke 
Con Rod 

Intake valve dia. 
Exhaust valve dia. 

Intake valve liR 
Exhaust valve lift 

Intake valve duration 
Exhaust valve duration 

Intake valve duration 
Exhaust valve duration 

Lobe centerline 
Valve overlap 

184 cubic inch displacement (CID) (3.0 liter) 
4.02 inches (10.2 cm) 
3.625 inches (9.208 cm) 
5.875 inches (14.92 cm) 
2.055 inches (5.220 cm) 
1.562 inches (3.967 cm) 
0.452 inches (1.15 cm) 
0.478 inches (1.21 cm) 
190" @ 0.050 inch lift 
202" @ 0.050 inch lift 
261" @ 0.006 inch lift 
273" @ 0.006 inch lift 
111" 
46" 

The first 1984 R type block had a loose number 3 main cap. Since it was necessary to acquire a second 
cylinder block, firher investigation into interior block dimensions was conducted. It was noted that 
the lifter bores in the 1985, 1986 and 1987 (S-10 only) blocks were extended 0.20 inches such that 
either a standard or roller camshaR could be utilized in the same block. It was decided, at that point, to 
use those blocks for the remainder of the program. 

Subsequent discussions with Sandia National Labs led to the conclusion that all testing should be 
conducted with roller camshafts. During the course of the project it was noted that the 1985 through 
1987 S-10 blocks had tbinner cylinder walls than the 1985 through 1986 fiont wheel drive vehicle 
blocks. Therefore the 1985 and 1986 cylinder blocks fiom fiont wheel drive vehicles were chosen as 
the prefmed cylinder block. 

It should also be noted that one aluminum and one magnesium m d e r  block were aqmed chKing the 
project. Though additional dBi&es would mound the use of these cylinder blocks it would appear 
an engine of approximately 200 pounds and 100 horsepower could be constructed. 

Cylinder Block Preparation 

Cylinder block preparation is more critical for a hydrogen fbeled engine than for a gasoline fbeled 
engine. This is due to the more critical oil control needed in a hydrogen fieled engine. Adequate oil 
control requires the cylinder bores to be circular to within 0.0002 inches on the diameter. A cylinder 
bored and honed to within this tolerance changes shape due to the applied clampihg fbrce when the 
cylinder head bolts are installed. The cylinder head bolts must maintain adequate clamping force to seal 
the head gasket but not enough force to distort the cylinder bore substantially. 

A review of the approaches used, by Pontiac, to tighten cylinder head bolts reveals the difEculty in 
reachmg a compromise between sealing the head gasket and distorting the cylinder bore. The 



following techniques have been used by Pontiac to tighten the cylinder head bolts on the 2.5 liter 
Pontiac engine. 

1. Tighten all the cylinder head bolts to 95 ftlb in at least three steps. 
2. Tighten all the cylinder head bolts to 85 ftIb in at least three steps. 
3. Tighten all the cylinder head boh to 92 ftlb in at least three steps. 
4. Tighten all the cylinder head bolts to 18 ftlb. Tighten all the head bolts, except number 9, to 22 ftEb. 

Tighten number 9 to 29 Alb. Tighten all the head bolts, except number 9, an additional 120'. 
Tighten number 9 an additional 90". 

5. Tighten all the cylinder head bolts to 18 fib. Tighten all the head bolts, except numbix 9, to 22 ftlb. 
Tighten number 9 to 30 ftlb. Tighten a l l  the cylinder head bob, except number 9, an additional 
120". Tighten number 9 an additional 90". 

6. Tighten dl the cylinder head bolts to 40 fub. Tighten all  the cylinder head bolts to 70 Alb. Tighten 
all the cylinder head bolts to 90 fUb 

7. Tighten all the cylinder head bolts to 40 fUb. Tightm all the cylinder head bolts to 70 ftlb. Tighten 
al l  the cylinder head bolts to 92 ftlb 

Cylinder bore m ~ e m e n t s  made ai the top of the cylinder bore showed that the Pontiac cylinder bore 
could change by as much as 0.0007 inches on the diameter due to cylinder head bolt clampmg force. 
To assess the q m t a b h y  of the bore distortion, when using the standard head bolts, tests were 
conducted with fom types of cylinder head gaskets. The gaskets used were: McCord 7084, Felpro 
101 5, Victor 5701, and Pro-Torque HG32770. The Felpro 1015 was chosen as the prefixred gasket 
but the standard head bolts would not produce adequately repeatable bore distortion with any of the 
gaskets. Previous work has shown that changes of more than 0.0002 inches in bore diameter are 
unacceptable for hydrogen fbeled operation (Swain et.al, 96). Two changes were made to the cylinder 
head bolts, and two modifications were made to the cylinder bore macm process, to control 
cylinder bore out-of-roundness. 

In the standard Pontiac cod&on cylinder head bolt number 9 was 2.9 inches long while the 
remaining bits were 3.9 inches long. Equal length studs, with spacers, were s u b M  for the 
cylinder head bolts. Studs prevent torque from being placed on the threads in the block. They also 
allowed a constant thread depth, in the block, to be imhbined. The threads on the top of the studs 
(for the nuts) were of a her pitch than those on the head bolts and increased the clamping force at a 
given torque by 14%. 

The cylinder bore machining process was modified by using an durninum plate bolted in place of the 
cylinder haead during the boring and honing process. The final selected plate thickness was 1.75 inches. 
A 1.00 inch thick plate was found to be imufliciently rigid. The plate allowed the cylinder head studs to 
distort the cylinder block in the same manner as when the cylinder head was installed. The cylinder 
block was then out-of round when the plate was removed but returned to the proper tolerance when 
the cytmder head was installed. Dimensions of the cylinder block are given in Table 3. These are the 
final dimensions ater the block had been prepared for hydrogen use. The studs were torqued to 80 fUb 
for cylinder head instahtion. 



The cylinder bore m a c b  process was also modifled by mstahg the main caps in place and 
torquing them to 70 ftIb during the machining process. The final M e d  torque was also 70 ftlb. 

TABLE 3 

The prototype pistons provided by Federal Mogul were provided with a compression height that is too 
high to clear the cylinder head. This was done to allow the squish distance to be qxxdied in the fhal 
machimug process, prior to lid assembly. This also produces a high top compression ring location A 
high top compression iag location reduces the quantity of unburned gases trapped between the piston 
and cylinder wall. However, a high top compression ring location also allows the top compression ring 
to reach M e r  into the region of the cylinder bore most likely to be distorted by cylinder head bolt 
clamprng fbrce. This increases the importance of maintaiaing the 0.0002 inch cylinder bore out-of- 
round tolerance. 

The cylinder block machmhg was accomplished with the main caps installed and torqued to 70 fub and 
the cylinder head studs installed, with the 1.75 inch ahrminum plate, and torqued to 80 ftlb. The 
cylinders were rough cut to 0.003 inches undersize with 70 grit stones. They were then honed to 
O.OOO5 inches undersize with 220 grit stones and finished to size with 400 grit stones. 

Location 

Cylinder head studs were all  installed to the same depth in the cylinder block A cylinder head gasket of 
the same type and size used for testing was installed between the plate and the cylinder block during 
the mac- operations. 10W30 motor oil was used on the cylinder head studs whenever they were 
torqued. 

Bore diameter error measmments in inches difkellce h m  standard 

Piston Design 

Afier machining before 
torque platewasremoved 

cylinder 1 

C y h d ~ ~ 2  

t2yhck3 

Cyhckr4 

There are principally three types of pistons available for automotive type i n t d  combustion engines. 
They are cast eutectic, forged, and cast hypereutectic. The aluminum alloys used to man-e the 
pistons vary in silicon content. Typical cast eutectic and forged pistons have a silicon content in the 

Without torque plate 
installed 

A 
B 
C 
D 
A 
B 
C 
D 
A 
B 
C 
D 
A 
B 
C 
D 

With cylinder head 
installed 

+0.00060 
+0.00050 
4-0.00055 
+0.00070 
+0.00020 
+0.00020 
+0.00015 
+0.00030 
+0.00020 
+0.00025 
+0.00010 
+0.00035 
M.00025 
+0.00030 
+0.00025 
+0.00020 

+0.00050 
M.00055 
M.00050 
M.00055 
+0.00025 
+0.00030 
M.00030 
+0.00020 
+0.00020 
M.00025 
+0.00030 
M.00030 
+0.00030 
M.00040 
+0.00030 
M.00035 

M.00055 
M.00090 
M.OO110 
M.00110 
M.00070 
M.00080 
M.00040 
4-0.00065 
+0.00055 
M.00065 
M.00045 
+0.00080 
+0.00050 
M.00055 
+0.00060 
M.00090 



1 1% to 13% range. Hypereutectic pistons have silicon content typically in the 16% to 18% range. 
Hyperesltectic pistons with as much as 24% silicon content do exist (Mahle 244 alloy). The advantage 
that high silicon content pistons provide is their low coefficient of thermal expansion and favorable 
wear resistance. The disadvantage to high silicon content pistons is their lower strength and greater 
difiicuhy in man-. Silicon content in excess of 12.5% typically causes cram duiing the 
forging process. Though forged prototype pistons with as high as 14% silicon content have been made 
in Japan they are not in production at this time. 

A low d c i e n t  of thermal scpansion is very desirable for hydrogen fueled i n t d  combustion 
engines. A low &dent of thermal expansion produces less piston growth during engine warm up. 
This means the original piston to cylinder bore clearance can be made smaller for hypereutectic pistons 
than for cast eutectic or forged eutectic pistons (Forged pistons g e n d y  require the largest initial 
piston to cylinder bore cl-ce). The smaller piston to cybder bore cl-ce reduces oil control 
problems. The reduction in strength with hypereutectic pistons does not produce a problem in lean 
burn hydrogen fueled engines. 

The low coefficient of t h d  expamion of the hypereutdc pistons make them an ideal choice for a 
hydrogen fieled engine. In previous work a hypereutectic piston was mmktured fiom a production 
piston. Starting with a dished N m  piston a low compression height, flat top piston was 
marufkctured for the Toyota engine that was used in that research. A thorough search of existing 
production pistons was conducted for this research effort. No a d I e  production pistom could be 
obtained with a variety of ring package configurations, a 4.02 inch bore, and with a flat top (no valve 
relid). Nor was it possible to machine a production piston into a useable c o d m o n .  

Wrthout the availability of modifiable production pistons7 custom piston man- were contacted 
to marmfachlre pistons for the project. The following custom piston m u d k t w m  were contacted: JE 
Pistons, Hunhgton Beach CA, Aries, Gardenia CA, Bill Miller E n g i n e  Carson City W, Manley, 
Lakewood NJ, Ross Racmg Pistons, Hiwthome CA, Venolia, Long Beach CA, and Wiseco Pistons, 
Mentor OH. However, none of the custom piston mamdktwa make hypereufectic pistons. They 
make cast esrtectic or forged pistons. Unfodumtely; the manufktmers of custom cast pistons, which 
require less piston to cylinder bore clearance than forged pistons, tend to produce pistons with lower 
production tolerances. One of the highest precision custom piston mamfkhrers is W~seco Pistons in 
Mentor, Ohio. At the begimrmg of the project it was planned to have Wiseco make the pistons for the 
project even though this would have mandated the use of Alcoa 4032 aluminum alloy with a 2 1 . 4 ~  10-6 
1/"K coefficient of t h d  expansi011. This was the alloy (1 1 -3% to 12.5% Silicon) used by Weisco to 
forge custom pistons. 

It is possible to m o w  a forged piston to reduce the necessary piston to cylinder bore clearance. 
Forged pistons typically require 0.0025 inches more piston to cylinder bore cl-ce than comparable 
cast eutectic pistons. This is necessary even though the forged pistons have a similar coeflicient of 
thermal expansion. The main reason for the difference is that forged pistons generally have a higher 
piston skirt temperature than cast eutectic pistons. The reason the forged piston skirt nms at a higher 
temperature is that the forged piston skirt is generally in better thermal communication with the head of 
the piston than the skirt of the cast piston. The oil return passages in cast pistons are typically slots that 
th&y insulate the skirt fkom the head of the piston. The oil return passages in forged pistons are 



typically drilled through holes which leave more metal between the skirt and head than does the slot. 
To reduce the skirt temperature of a forged piston the oil return holes are machined into slots. This 
would have had to be done if it had been necessary to use the Weisco forged pistons. This 
moMcation would have allowed 0.0025 inch piston to cylinder bore clearances for the forged piston. 
If oil control problems had occurred they would have been solved by lowering the pressure in the 
crankcase. 

It was learned in September that Federal Mogul would be willing to man- prototype 
hypeutectic pistons for the project. The pistons were W 4 4  ahunhm alloy with 16.5% silicon 
content. The pistons were a m&cation of an exishg production piston (H113P-20). The pistons 
were made with four difhent ring package configurations and by deleting the valve relib. The 
compression height was in excess of what was needed, which allowed squish distance (the distance 
between the cylinder head and piston at top dead center) to be adjusted during the final machmbg 
process in Miami. The piston skirt diameter was to be defined durmg the final machraing process in 
Miami. The prototype pistons weighed 449 grams as opposed to the standard production pistons for 
the engine which weighed 621 grams. 

Ring Design 

Four ring packages were selected for testing. Two top compression ring sizes were utilized; 1.5 mm 
thickness and 1.0 mm thickness. Both sizes were bamel-fbced inlaid molybdenum rectangular rings. AU 
the ring packages &&zed the same second compression ring. It was a 1.5 mm thickness cast iron taper 
fkced reverse twist ring. Two sizes of oil scraper rings were a; 4.0 mm thickness and 3.0 mm 
thickness. Both sizes are constructed with two independent chromium-fbced steel rails and a ring 
expander assembly. 

The four ring packages were as follows (Table 4): 

Ring package 1 was used on the piston set that was modified to increase piston to cylinder wall 
clearance by 0.001 inch. The same ring package was used on both the standard, and the increased 
piston to cylinder wall clearance pistons. This was done so any change in fiiction due to a change in 
ring friction could be eliminated fiom the assessment of change in friction due to piston to cylinder wall 
clearance. 

TABLE 4 
Package 1 
Package 2 
Package 3 
Package 4 

Final Engine Design 

The use of the Federal Mogul pistons and 198511986 fiont wheel drive 2.5L cylinder block required 
redesign of the cranksWconnecting rod combination for the engine (Table 5). 

Top compression 
1.5 mm 
1.Omm 
1.5 mrn 
1.0 mm 

Second compression 
1.5 mm 
1.5 mm 
1.5 mm 
1.5 mm 

Oil ring 
4.0 mm 
4.0 mm 
3.0 mm 
3.0 mm 



Table 5 - Engine specs for the f d  design: 

Displacement 
Bore 

Stroke 
Con Rod 

Intake valve dia 
Exhaust valve dia 

IntakeandExhaustvalvelift 
Intake and Exhaust valve duration 
Intake and Exkust valve d d o n  

Lobe centerline 

1 7 1 CID (3.0 liter) 
4.02 inches (10.2 cm) 
3.3 75 inches (9.208 cm) 
6.25 inches (1 4.92 cm) 
2.055 inches (5.220 cm) 
1.5 62 inches (3.967 cm) 
0.398 inches (1.01 cm) 
192" @ 0.050 inch lift 
256O @ 0.006 inch lift 
109" 

Cylinder Head Design Goals 

In order to determine the &ect that a given ring package or cylinder wall cleanmce will have on engine 
fiction the cylinder pressure versus volume, and therefore the piston loading, in the test engine should 
dupzicate that of the hydrogen fireled engine to be designed. For this research, the hydrogen fueled 
engine to be designed is a high compression, rapid burn, lean mixture hydrogen fbeled engine. 

To provide a cyijnder head capable of this type operation, two cylinder heads were designed. The first 
cylinder head was designed with the aid of Pontiac Motor Division of General Motors. Pontiac 
provided the raw cylinder head casting. They were cast at Brodix Cylinder Heads in Mena, Arkansas. 
The Brodbr foundry is used by Pontiac to cast their high performance cylinder heads, among other 
related hardware. The second cynder head was designed in cooperation with Joe Fontima of Fontana 
Automobile, Inc. He was contacted in December, 1996, in Columbus, Ohio. He was enthsiastic about 
supporting the project and felt he would be able to supply cylinder heads with in excess of 2% squish 
area for the project. 

Brodix Cylinder Head Design 

The a l b  Brodix cylinder head was chosen for modification became it provided a relatively open 
combustion chamber with a low swirl intake podvalve pocket which could accommodate intake valve 
fiom 1.94 to 2.08 inches in diameter. Po- was w i h g  to provide cylinder h d  castings without 
water jackets (cast solid). This allowed for the instabdon of two spark plugs (Figure 3) on opposite 
sides of the combustion chamber without the added oomplidon of avoidmg the existbg wata 
jackets. The use of two spark plugs, rather than swirl, to promote rapid combustion reduces the heat 
transfer losses induced by the swirl gas velocities. It should be noted that a cast iron, single plug, high 
swirl, 14.0: 1 compression ratio cylinder head was prepared for comparison. 

The Brodix cylinder heads provided by Po* are capable of a 14: 1 compression ratio with flat top 
pistons due to the lack of conventional water jackets. The cylinder head water jackets that were 
designed for this project included an open channel around the outside of the combustion charnber, on 
the cylinder head surface. That charmel gathered heat that tmm&erred out of the combustion chamber in 
the radial direction. The design of the channel allowed the compression ratio to increased fiom 10: 1 to 



14: 1 by removing metal fi-om the cylinder head mfke and shortening the pushrods, without modifling 
the water jackets. 

The Brodix cylinder head provided an excellent base for development of a low restriction intake port. 
The 1987 Pontiac engine tested, to date, had an estimated PMEP of 2 psi at 1800 RPM. This was due 
to operating at a Mach Index Number of 0.21 at 1800 RPM. That produced a PMEP of approximately 
1.3 psi with an additional 0.7 psi PMEP due to the 1.4 inches of mercury d o l d  vacuum needed to 
match the volumetric efficiency of the 1972 Toyota hydrogen fueled engine. The target PMEP for the 
finished hydrogen fueled engine is 1 psi at 1800 RPM. This value of PMEP is needed to reach the 
target of 13 psi total FMEP at 1800 RPM. This would not have been possiile with the standard 
cylinder head. A thorough flow bench test of the Brodix cylinder head with valve sizes ranging k m  
1.94 inches to 2.06 inches was conducted to detedne which portlvahre pocketheat geometry 
provided the best low lift d c i e n t s .  The pumping loop which creates PMEP at low Mach Index 
Numbers is most affected by low lift valve uxf3icient.s. Poor low lift flow d c i e n t s  produce the drop 
in cylinder pressure, when the intake valve is opening, that is characteristic of low Mach Index Number 
pressure versus volume diagmm. 

To assist in the design of the Brodk cylinder head a survey of exist& production intake ports was 
conducted using a flow bench to determine which intake port geometry produced the best low lift flow 
uxf3icients. The following cylinder heads were assessed: 305 CID Chevrolet modified and unmodified, 
350 CID Chevrolet m&ed and unmodified, 302 CJD Ford modified and unmodi£ied, 460 CID Ford 
unmodified, and Ford 351 CID Cleveland m&ed and unmodified. Unexpectedly, the Ford 351 CID 
Cleveland modified with a 2.06 inch diameter intake valve was superior to any of the other port 
geometries. The final Pontiac intake port was patterned after the Ford port. 

Figure 4 shows the modified Brodix cylinder head including valve seats, head bolts and all spark plugs. 

Fontana Cylinder Head Design 

The cylinder head serves two main functions: to serve as an inlet and outlet to gases, and to control the 
combustion process. This analysis deals with improving the combustion process. The goal of this 
analysis was to find a suitable location for a second spark plug to be installed in a cylinder head, and 
analyze the effect on thermal efliciency. The cylinder head chosen for redesign was a racing head 
provided by Fontana Automobile, Inc. The head had a single spark plug. A computer aided design 
(CAD) drawing was created in order to view, and chose &om, all possiile sites available around the 
combustion chamber. Only one cylinder was drawn due to the symmetry of all four cylinders. ARer 
deciding on a position; calculations were performed, with a computer model that incorporated piston 
motion and combustion chamber geometry, to estimate squish velocity versus crank angle. 

The standard Fontana cylinder head and engine used as a basis for the redesigned cylinder head had the 
specifications given in Table 6. In order to make a valid comparison between the existing design and 
the redesigned cylinder head, the compression ratio was kept the same, which in this case was 1 1.4: 1. 



BORE 
STROKE 

CONNECTING ROD 
PIN OFFSET 

EFFECTIVE HEIGHT OF COMBUSTION CHAMBER 
HEAD GASKET CLEARANCE 

PEXMETER COMBUSTION CHAMBER 
AREA OF COMBUSTION CHAMBER 

DISPLACEMENT 
COMPRESSION SPAWCLEARANCE VOLUME 

COMPRESSION RATIO 

The first step in creating the CAD drawing was to find the angles of the valves in relation to the 
cylinder head surface. This was done using a dim level. The next step was to find the Iocations of the 
holes for the head bolts and p d o d s .  Knowing these locations, it was possiie to find the location for 
the exhaust and intake valve. Then the location of the guides, valve sarts and the openings of the ports 
were measured from the actual head and inserted in the drawing. 

The next step was to h d  the shape of the intake and exhaust ports, and of the combustion chamber. 
Based on previous w o k  it was decided to make a mold of each port or chamber. The material used to 
make the mold is BLAK-STRETCHY@ CMC, a plasticized polysulfide base synthettc rubber with 
reinforcing pigments and curing time controls. The compound is produced by Perma-Flex Mold Co., 
Inc. The rubber was poured (right after mixing with a Mabive) into the cylinder head and allowed to 
set up for over 24 hours. The rubber hardened in the shape of the port or chamber. In order to quanhfy 
the three dimensional shape of the rubber it was necessary to cut the molds into multiple dices and 
obtain the outline of each slice. By entehg the outline and thiclcness of each slice a close copy of the 
cylinder ports and combustion chamber were produced in the CAD drawing. 

The region where the second spark plug should be inserted was determined ftom inspection of the 
cylinder head and CAD drawing. Figure 5 shows the location chosen for the second spark plug 
(original spark plug not shown). Space C O ~ S  determined the actual angles and position of the 
second plug. The intake port was at an angle of 45' h m  the vertical and the spark plug was placed 
p d e l  to it. This angle allowed the plug to enter the combustion chamber at the same height as the 
origmal spark plug, while clearing both ports. 

Wah the addition of the second spark phtg, metal had to be taken out of the combustion chamber. In 
Figure 6, the outline of the new combustion chamber can be seen ( C o ~ ~ i o n  2). The new shape 
was found by using a mold of the actual combustion chamber and using clay to form the new region. 
The shape was designed to give good propagation of the flame as it moves away fiom the second 
spark phg. The volume of the clay used to form the new cornbustion chamber was used in the 
'C;ilculation of squish velocity' d o n .  



Calculation of squish velocity 

As stated More, metal had to be taken out of the cylinder head in order for the second spark plug to 
enter. The removal of metal fiom the combustion chamber affects the squish velocities. Squish velocity 
is the average speed at which gases move fiom the peripheral volume of the combustion chamber, 
formed between the cylinder head and piston top around the periphery of the chamber, into the main 
combustion chamber volume. It was calculated by perfoxming a gas motion analysis. 

Squish velocities were estimated by calculatmg the change in peripheral volume with respect to time at 
a given crankshaft position and dividing by the area available for the squish gases to escape fiom the 
peripheral volume. To estimate the maximum squish velocities, the investigation was performed in the 
range 12" BTDC to 2" ATDC at an interval of 1". Maximum squish velocities are usually found at 8" 
BTDC for this engine. 

The three m&ed combustion chambers, configurations 2 through 4, (Figure 6) were investigated to 
assess the change in squish velocities with respect to the standard Fontana combustion chamber 
(configuration 1). The maximum squish velocities for configuration 1 were 18.1 Wsec. 

As stated before, the location of the second spark plug was found utilizing the CAD drawing. Installing 
the second spark plug required removal of metal, increasing the combustion chamber volume. Removal 
of metal fiom the combustion chamber, in general, reduced sqmh velocities. Table 7 shows the steps 
taken to achieve the smallest reduction in squish velocities. The compression ratio must stay the same 
in order for the comparison between designs to be valid. Hence, the conf imon 2 would require the 
cylinder head to be planed 0.036 inches. Maxhm squish velocity in configuration 2 was 8.5 Wsec. 

TABLE 7 

In order to regain some of the lost squish velocity head gasket thickness was reduced in conf imon 
3. The o r igd  head gasket thickness was 0.038 in, while previous work had shown, a thickness of 
0.030 inches was feaslile. Configuration 3 required planing the cylinder head only 0.026 inches inseead 
of 0.036 inches to achieve a 1 1.4: 1 compression ratio. Maximum squish velocity for configuration 3 
was 12.7 Ws. 

Cylinder head 

Standard 
Fontana 
chamber 
(configuration 1) 
C o n f i t i o n  2 
Configuration 3 
Configuration 4 

An attempt to increase maximum squish velocity, by addmg more metal near the location of the 
second spark plug (Figure 6), was made with configuration 4. Maximum squish velocity increased to 

Quench area 

24.3 % 

15.0 % 
15.0 % 
16.0 % 

Squish height 

0.038 inches 

0.038 inches 
0.030 inches 
0.030 inches 

Compression 
Ratio 
11.4 

11.4 
11.4 
11.4 

Maximum 
squish velocity 
18.1 Wsec 

8.5 Wsec 
12.7 WSBC 
13.4 Wsec 



13.4 ftfsec in configuration 4. However, cod@on 4 was not chosen for the final design because of 
shrouding of the number two spark plug. 

Configuration 3 was chosen for the final design for the Folntana cylinder head. Foniana Automobile, 
Inc. has offixed to cast the cylinder head in c o n f i e o n  number 3 but has not been requested to do 
SO. 

Connecting Rod Design 

The hl design required a 6.25 inch long cormecting rod rather than the 6.05 inch connecting rod that 
was used in the gasoline fueled factory production version of the engine. Reductions in connecting rod 
weight translate into fiction reduction in the engine. The inertial forces on the connecting rod are 
substantial and increase the bearing loads chrring operation The fkctory production version of the 
connecting rod weigbed 607 grams. A 6.25 inch long connecting rod with a 2.1 inch jollrnal diameter 
that weighed 588 grams was available fkom Manley Lakewood in New Jersey. The connecting rod was 
mowed during the final macmacbrniog so it cwld be used m the P o d  based hydrogen fieled engme 
for this project. The Manley connecting rod was designed for a 0.842 inch wide bearing which is the 
standard width for a 400 CID Chevrolet V-8. The connecting rod was m w e d  to dow the use of a 
0.71 3 inch wide beanng for the hydrogen fueled engine. We have used these lxuings under much 
more severe operating conditions without Mure. 

Crankshaft Design 

Seven rebuildable crankshafts were acquired for this project. Four were of the standard stroke length 
(3.00 inches). One was a marine crankshaft with a stroke length of 3.25 inches. The completed 
aankshaft had a 3.375 inch stroke and was finished with ofkt journals for the Manley connecting 
rods. The rcmahhg crankshaft was of 3.625 inch stroke length and together with the 5.875 inch 1972 
360 CID American Motors conmchg rods could be used, with either the a l e u r n  or magneshrm 
cylinder block, to produce an engine of up to 188 CID. 

Data and Analysis 

The only data recorded duing this research was with a slightly modified 1987 2.5L Pontiac engine. 
This was an example of the engine that was to be fbrher m&ed and used to construct the final 
hydrogen fUeled engine for this project. The engine was installed on a new dynamometer stand and 
operated to f idhte testing of i n s h u m d o n  dukg the delay in delivery of the prototype Federal- 
Mogul pistons. The engine was stock wrth the exception of high mileage oil ring expanders and a water 
pump installation that ran at a lo?? lower RPM than the standard application. 

The 1987 Pontiac engine was run on hydrogen duplicating the equivalence d o  (Q) = 0.50, volumetric 
efficiency (VE) = 8W?, and 1800 RPM, of data taken previously with a 1972 Toyota 2TC 1600 cc 
hydrogen fbeled engine (Table 8). Both engines operated with a 9.0: 1 compression ratio. The 1987 
Pontiac produced a measured 9.4% inaease in brake thermal efficiency (BTE), over that of the Toyota 
emgine data This was produced in spite of the 1.4 inches of mercwy manifold vacuum required by the 



Pontiac engine to duplicate the 80% volumetric efficiency produced at wide open throttle by the 1972 
Toyota engine. No pressure versus volume data was gathered with the Pontiac 2.5L engine. 

A crude analysis of the gain in brake thermal efficiency is presnked below. The 1972 Toyota data 
shown in Table 8 is fiom previous research, and was gathered with an engine that had inherently high 
intemal fiiction The data shown for the 1987 Pontiac was gathered at the same equivalence ratio, 
volumetric efficiency, and KPM. Comparison of the required spark advance (24" BTDC for the 1987 
Pontiac versus 26 " BTDC for the 1972 Toyota) gives an indication that the required best &ciency 
spark advances (BESA) were similar so combustion duration could be assumed to be similar. Since the 
combustion durations were similar, and the e a l e n c e  ratio and volumetric &ciency were equal, the 
indicated thermal efficiencies could be assumed equal. Since the two engines were run at the same 
volumetric efEciency and equivalence ratio, and the indicated thexmal &ciencies could be assumed 
equal it followed that the IMEP was the same for the two motors (79.0 psi). The Total Frictional 
Mean Effective Pressure (TFMEP) for the 1987 Pontiac engine was then calculated as 17.4 psi 
(TFMEP = IMEP-BMEP). Since the 1972 Toyota engine had a TFMEP of 22.8 psi the 9.4% increase 
in brake thermal efficiency measured fbr the 1987 Pontiac engine was probably due to the 4.4 psi 
change in TFMEP between the two engines. 

Perf'onnance predictions for a hydrogen fueled engine, as yet untested, are presented n Table 8. Sandia 
National Labs recorded an ITE of 45% and an lMEP of 92.8 psi for a 14: 1 compression ratio, rapid 
combustion, l W ?  volumetric efficiency hydrogen fueled engine, operated at a .  equivalence ratio of 
0.39. Using the lMEP of 92.8 psi and assuming a TFMEP of 13.0 psi yielded a 79.8 psi BMEP. The 
brake t h d  efficiency was then: 

79.8 psi 
45% x = 38.7% BTE 

92.8 psi 

Some discussion of the assumed TFMEP p F M E S + P M E P )  is in order. 13 psi TFMEP at 1800 
RPM and 79.8 psi BMEP should be attainable. Exkting low fiction engines have attained values of 
12.6 psi mechanical FMEP (Ball et.al., 86). Ball achieved that with a 1.6L engine operating at 1800 
RPM and 88.2 psi BMEP. A PMEP of 0.4 psi would then yield a TFMEP of 13.0 psi. A PMEP of 0.4 
psi is extremely low but additional improvements in mechanical FMEP over those observed by Ball 
should be possiile, increasing the required PMEP to 1.0 psi. 
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Figure 1 - Traditional three ring package 

Figure 2 - Stn'beck diagram 

Figure 3 - Brodix cylinder head with dual spark plugs 

Figure 4 - Brodix cylinder head with valve seats, head bolts, and spark plugs 

Figure 5 - Fontana cylinder head with second spark plug 

Figure 6 - Combustion chamber peripheries 
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Abstract 

Efficient, low cost production of hydrogen will become important as clean air standards become 
more stringent and the demand for hydrogen powered vehicles increases. Hydrogen finds many 
industrial uses as well. SRT has undertaken research and development of a new process for 
hydrogen generation that utilizes bromine and steam to generate an intermediate hydrogen carrier, 
hydrobrolnic acid Wr). The acid is subsequently electrolyzed with low wst off-peak electricity 
to recover the bromine and produce hydrogen. If the electrolyzer is replaced with a reversible 
&el cell, stored hydrogen and bromine can be used for energy storage and electrical load leveling 
as well as for hydrogen production. 

Since HBr electrolysis is a well-developed technology, the principal objective of the project was 
to identify a process that economically produced HBr. The use of concentrated sunlight to drive 
the reaction between bromine and steam at high temperatures seemed promising. The use of a 
renewable source for hydrogen generation was ~ ~ l y  attractive. To this end, a nominal 10 
kWs solar reactor was tested at the National Renewable Energy Laboratory's (NREL) High Flux 
Solar Furnace. The principal goal was to demonstrate high conversion rates of bromine to 



hydrogen bromide. A secondary goal was to demonstrate the utility of using a halogen gas as an 
efficient absorber and heat transfer medium for solar energy. A bromine conversion of up to 23% 
at 1075 OK was measured, and gas temperature increases of 400 "C were measured when bromine 
was introduced into the reactor as an absorber. 

An economic analysis of the process based upon the NREL results and thermodynamic 
calculations was performed by Energetics, Inc. The relatively low HBr yields, cost of the solar 
array, cost of heat exchangers and other capital equipment resulted in too high a hydrogen 
production cost. In an effort to reduce the cost of the process, a variant on the hydrogen 
production scheme was proposed and investigated. It involved adding methane, which is a source 
of both carbon and hydrogen, to bromine and steam. It has several important advantages over the 
solar bromine-steam process: (1) operation at lower temperatures, (2) higher bromine to 
hydrogen bromide conversion rates, (3) simpler overall process, and (4) safer operation. A 
preliminary 'economic analysis performed in-house indicates that the cost to produce hydrogen is 
about $lO/Mbtu even at small scales of operation (2200 m3/day). This is a scale sipficantly 
smaller than that at wbich most steam methane reforming plants operate. 

An apparatus for prelirmnary studies of the reaction was assembled. The increase in bromine 
conversion to hydrogen bromide upon addition of methane was very dramatic, with values of up 
to 92% attained at 650 - 800 "C. It was found that some of the methane was converted into an 
array of organic products, indicating that the reaction was not optimized. The organic products 
were extracted with methylene chloride and analyzed with a GC-MS. 

Introduction 

Solar Reactor Technologies, Inc. (SRT) had a long-term goal of commercializing its process for 
generating solar hydrogen comb'ied with utility load-leveling ('Parker, 1993). Hydrogen is 
produced in a two-step hybrid process. The first step is the high temperature reaction between 
bromine and steam: 

The second step is the electrolysis of HBr in a reversible he1 cewelectrolyzer: 

2HBr + Br2 + Hz. (2) 

The hydrogen is stored for future use or sale, while bromine is recycled through reaction (1). The 
fuel celVelectro1yzer is also used in utility load-leveling. It provides electric power for peak 
demand periods during the day by combining hydrogen and bromine: 



During a portion of the off-peak period, bromine and hydrogen for the load-leveling operation are 
regenerated via electrolysis. During the remainder, HBr produced by the solar reactor is 
electrolyzed. The net effect of the SRT process is to split water into hydrogen and ovgen using 
solar and electrical energy. Since HBr electrolysis is a better-established technology (Balko, 
198 I), the emphasis in the present research was demonstration of efficient solar HBr production. 
A complementary goal was to better understand reaction kinetics and the dependence of HBr 
yield on reactor operating conditions. 

The research effort for studying reaction (1) described here is a continuation of work performed 
previously, involving a d - d e  reactor at a 500 - 1000 W power level. The HBr yield was 
measured in purely thermal experiments (electrical fianace heating) and solar experiments 
(fimace plus solar concentrator). W w  experimental u n d e s ,  there was no discernible 
dafmence in HBr production between the those two sets of experiments. 

The goal of the present endeavor was to scale up the laboratory reactor and measure the 
conversion of bromine to HE3r with all the reaction energy supplied by solar photons. A larger 
reactor, designed for 10 kW hnhation, was designed and fbbricated along with a suitable 
bromine and steam delivery system. Experimental bromine conversions were compared to those 
predicted by a kinetic model aml t h e r m w c s .  Real-time FTlR was employed to measure the 
reactor steam temperature and HBr mole fraction. 

Solar Reactor Testing 

Figure l a  shows a general schematic of the experimental setup. More detail on the fluid delivery 
system and reactor are shown in Figures lb  and 2, respectively. 

Testing was undertaken at the National Renewable Energy Laboratory's High Flux Solar Furnace. 
Data on reactor perfomce and HBr yield were taken using a variety of diagnostic methods, 
which will be discussed later. 

Apparatus 

The steam dehery system wnsisted of an electrically heated steam generator, needle valve V4, 
differential pressure transmitter, control valve V5, and controller. Steam wuid be switched 
between a calibration leg, consisting of a water-cooled condenser, and the reactor (See Figure 
lb). 

The bromine day tank was a T&1-lined steel tank. The mass of bromine in the tank was 
measured by a load cell. The change in mass reading over time was calibrated to give a bromine 
delivery rate in g/min., allowing the flow rate to be monitored in real time. The day tank was 
filled fiom an external tank in which the bromine was origmally shipped. ARer &g, the day 
tank was pressurized to 75 psig for delivery. Bromine exited the day tank via a Monel dip tube, 
passed through a needle valve (Vl), and was heated in a heat exchanger to 100 - 115 OC. The 75 
psig was sufficient to keep bromine liquid at those temperatures. It was subsequently flashed to a 



vapor by dropping the pressure across valve V3. Pressure transmitters for metering bromine were 
coupled with PID controllers for V2 and V3 (See Figure 2). The hot bromine vapor could be 
switched between a calibration leg or the reactor. The calibration leg consisted of a water-cooled 
condenser and a laboratory balance. Tubing carrying hot bromine was steam traced. 

Bromine vapor and steam were mixed in a perfluoralkoxy (PFA) tee. Two steam traced PFA 
lines delivered the feed mixture to the reactor and returned the product mixture, which was 
condensed in a third condenser. Liquid samples were collected and stored in Erlenmeyer flasks 
with ground glass joints. 

It was found that the steam delivery system behaved satidkctorily at flow rates above about 5 
glmin., the basis for the original design. Manually setting the flash valve (V2) for flow rates above 
about 10 - 15 g/min. r d t e d  in satisfactonly constant delivery. This was especially true for 
prolonged operation, i.e., longer than 30 min. at one setting. At lower flow rates, delivery was 
perturbed by reactor upsets and showed long term drift. 

Standard expeximaital procedure consisted of wanning up the reactor to operating temperature 
with solar energy. During warm up nitrogen was passed through the reactor to prevent 
overheating. Steam and bromine flow rates were established and calibrated in the calibration legs. 
Next, the N2 flow to the reactor was stopped and replaced by steam. Bromine was then added to 
the steam. FTIR measurements were taken before and after bromine was added to the reactor. 
Bromine and steam flow rates were kept constant during each experiment, only the solar power, 
and hence the reaction temperature, was varied during any particular experiment. Solar power 
was varied by the position of a mechanical shutter which could partially or completely block the 
beam. 

The reactor consisted of a 4" quartz tube with a curved fiont window (See Fig. 2). The exit tube 
was about 2.5" behind the fiont window. FTIR windows were mounted transversely about 3" 
behind the fiont window. Met and outlet tubes were concentric at the back of the reactor. The 
reactant gas mixture was preheated by a porous fit, which was mounted in the back half of the 
reactor. Its fiont surface was illuminated by the solar flux, and the sides by radiation fiom the 
Inconel housing. A shallow thermocouple well 3" behind the window (labeled 'Fr Reactor" in 
Fig. 2) facilitated wall temperature measurements. Another thennocouple was mounted at the 
back of the reactor (Bk Reactor), behind the fiit, for measuring gas inlet temperatures. 

The reactor was housed in an Inconel 800 alloy tube with a back plate. It prevented losses by 
reflection and radiation out the sides. Energy absorbed by the housing was re-radiated in the 
infrared, heating the quartz walls and steam. The Inconel tube was insulated with a ceramic fiber 
blanket (Cotronics Inc.), surrounded by an outer stainless steel jacket. Three thermocouples 
measured the housing temperature: Fr Tube, Bk Tube, and Bk Wall (See Figure 2). 

The reactor was attached to a quartz tube and shell heat exchanger. The tube side preheated the 
incoming reactant gases. Hot product gases were cooled in the shell side (See Figure la). 



Thermodynamic and Kinetic Modeling 

A useful quantity in descnVmg the best-possible performance of the SRT process is the Br2 
conversion calculated by thermodynmics. In the following discussion, the conversion of bromine 
to HBr (or yield Y) is d e e d  as: 

where are the moles of HBr exiting the reactor, and the moles Brz entering it. According 
to thermodynamic predictions for equation (I), HBr yield increases with temperature but 
decreases with bromine mole fraction (See Figure 3a). At temperatures approaching 2000 K, the 
yield increases only slightly for X, > 0.3. It declines for X, < 0.3. This is attributed to 
increasing t h d  dissociation of Brz: 

Br2 + 2 Br, (5)  

and HBr. The dissociation reactions offer an alternate reaction channel for bromine molecules, 
shifting the equilibrium of Reaction (1) back toward the left. For = 0.25 and a 1300 K mean 
reactor temperature, typical operating conditions, a 19% yield is predicted. 

Alternately, one can plot the HBr mole fiaction in the equilibrium gas mixture (h) as a function 
of feed stream bromine mole Man b). This is shown in Figure 3b. The Br radicals formed 
by thermal dissociation are included in these mole f?actions. As in Figure 3a, X, increases with 
temperature. A curve with maximum values is reached around 1800 K. The maximum for a 
given temperature occurs at the stoichiometric ratio, i.e. X, = 0.5. 

A reactor flow model was developed by Sandia, Caiifornia (Steve R Vosen) The ernissivity of 
the reacting gas mixture was the only adjustable parameter. A set of 32 reactions were used and 
an AM 1.0 solar spectrum assumed. The effect of photon absorption by bromine was treated 
solely as thermal gas heating. Experimental gas temperatures and HBr mole &actions were 
reproduced to within 22%. 

A plot of predicted gas temperature vs. distance from the porous frit is depicted in Figure 4a. The 
gas emissivity in the model was varied until a satisfactory fit was obtained at the FTIR 
measurement location, x = 0.12 m. The steam temperature was assumed to be the same as that of 
the total gas mixture. The model assumed molar flow rates identical to those for Sample 1 in 
Table 2. Note the very sharp rise in temperature near the window at x = 0.15 m. A 
complementmy plot of HBr mole fi'action vs. distance is shown in Figure 4b. It is based on the 
same reactor conditions. Here, the increase in HBr mole fiaction for x > 0.10 m is more sensitive 
to window proximity than the gas temperature. 

Near the front of the reactor, according to the model, the largest fiaction of solar energy is 
absorbed by bromine motdes .  Upon their dissociation and recombination, they impart much of 
this energy to the surrounding molecules. This creates a high local gas temperature and hence a 
high mr is predicted at the h t  of the reactor. 



Experimental Measurement Techniques 

Several complementary measurement techniques were employed in studying Reaction (1). 
Reactor (wall) temperatures were measured with thermocouples. Solar power was determined 
from a normalized incident periheliometer and the percentage of finace shutter attenuation. 
Fourier Transform Infrared (F"I3R) spectroscopy was used to measure gas temperatures and HBr 
mole fhclion. A Moleah  Beam Mass Spectrometer (MBMS) was used to monitor real-time 
species concentration in the duent  stream. Liquid samples were collected and the acid 
concentration determined via titration. 

At the start of each experiment, N2 was flowed through the reactor and the solar power level 
increased in steps to avoid reactor damage. When operating temperature was attained, the N2 

flow was switched over to steam. After bromine flow was established, reactor power was 
decreased stepwise to achieve a series of temperatures with bromine flowing, during which FTIR 
data and liquid samples were collected. 

The greatest signal variability (or rms change) was registered by the fiont reactor thermocouple. 
It was located nearest the window and was most sensitive to perturbations in beam position. The 
other readings showed the same general fmtures as the eont thermocouple. 

FTlR Data 

The steam temperature and HBr mole &action during reactor operation were measured with an 
FTIR instnxment. Details of the method can be found in a soon to be published paper (Cosgrove, 
1997). hfiared wavelengths at which there was minimal solar background were chosen. 
Absorption at wavelengths in the region where the water spectrum was weakest fiditated HBr 
measurements. The absorption and emission by steam at other wavelengths was employed in the 
gas temperature measurements. The inii-ared beam was directed through a pair of windows which 
were centered about three inches (7.5 cm) behind the fiont d a c e  of the reactor window. 

When bromine flow to the reactor was initiated under 111 illumination, the steam temperature 
increased by up to 400 O C  upon (See Figure 5a). This was due to a fluid absorber e.Eect: bromine 
absorbs 25 - 35% of the incident flux, photodissociates, and imparts this energy to surrounding 
gas molecules, thereby heating them. There was a fairly constant 200 K gradient between the 
cooler outside wall and the gas in the reactor. It is also interesting to note that steam 
temperatures were not markedly iduenced by large fluctuations in the solar power. This can be 
explained by a sigruficant amount of thermal inertia. 

In Figure 5b, the steam temperature and (mole fraction) for the same run as in Figure 5a are 
superimposed. As predicted by thermodynamic calculations, XH~, is very sensitive to decreases in 
temperature. 

MBMS Data 



Another diagnostic tool used was molecular beam mass spectroscopy (MBMS). A fixed 
percentage of the gas stream leaving the reactor was diverted through the MBMS via an eductor, 
where it was cooled to about 150 "C in a Nz quenching stream. The h e  of fligt between the 
eductor and the detector was 20 - 30 ms, as estimated by the NREL operators. 

The MBMS was used as a system diagnostic by measuring the Br2, HtO, HBr and 0 2  exiting the 
reactor in red time. Their concentrations underwent period variation, wbich were thought to be 
due to variations in flow rates or heliostat tracking. A detailed mass spectrum revealed no 
additiod species in the reactor efEIuent (See Figure 6). 

Liquid Sample A n a l ' s  

Liquid samples were titrated with a standardized sodium hydroxide solution and a pH electrode. 
The endpoint was chosen as the inflection point of the titration m e ,  which corresponded to pH 
values less than 7. The Brz conversion was interpolated tiom a plot of Brz conversion vs. Wr] 
appropriate for the experimental reactant mole M o m .  The un- in this method has been 
estimated as 5-10 %, and is due primarily to uncertainty in b. 

Comparison with Predictions 

A wmparison of thermodynamic with experimental values based on FTIR measurements is 
shown in Table 1. Incident solar power is denoted by P, FTIR steam temperature by T- and 
reactor fiont thermowuple temperature by Td. The uncertainty in the input bromine mole 
fiaction was estimated as 5 - 10%. is the experimentally measured FTlR HBr mole 
fraction, while h , m  and bd are those predicted by thermodynamics and the Sandia, California 
reactor model, respectively, at Tm. 

The P, Tm T ~ ,  b, and values in Table 1 were averaged over the period in which liquid 
samples were collected. for sample 6 was assumed to be the same as Sample 5, since Td 
values were identical. values are 60 - 800/0 of those predicted by thermodynamics ( h r , ~ D ) .  

On the other hand, they are greater than, or roughly equal to, those predicted by the reactor 
model (h&). Note also the cowistent 180 - 200 K difference between TpW and Td. 

Table 1. Experimental and Predicted HBr Mole Fractions 



Bromine conversion determined fiom liquid samples are tabulated in Table 2. Aqueous phase HBr 
concentration ([HBrId was determined by titration, as described previously. Yw is the yield 
interpolated fiom [HBrJW. h,l, and wt?/-,,i, are the HBr mole fraction and corresponding 
weight % calculated fiom I)IBr]& and based on the total reactor product stream: HBr, 02, H20, 
and Brz. 

h a  was greater than kvrn for T- > 1 150 K (Samples 1 - 4,7, and 8); at lower temperatures, 
it was less than b , m  (Samples 5 and 6). h, which was measured by the FTIR method, was 
always less than b*. According to the reactor model, HBr mole fraction increases greatly near 
the reactor the window (See Figure 4b). The FTIR windows were about 3" behind the fiont of the 
reactor. It is surmised that additional HBr was produced as the reactor gases moved toward the 
window and thence the exit tube. Much of this "dched" composition remained after quenching 
in the reactor outlet, resulting in the higher HBr mole fraction observed in the liquid samples. The 
value in parenthesis in Table 2 for nm 7 is the conversion estimated for = 0.17, rather than 
0.21. From this difference, a 5 - 100h uncertainty has been assigned to all Y- values. Reactor 
residence times were estimated as 1 - 2 seconds for Samples 1 - 6 and 3 - 4 seconds for Samples 7 
and 8. 

Table 2. Summary of Liquid Samples 

The 0.13 and 0.12 HBr mole fractions measured in Samples 1 and 2 are very encouraging. They 
are comparable to the thermodynamic limit for a representative FTIR reactor temperature near the 
window. 

Economic Analysis Of The Solar Driven Process 

Energetics, Inc. performed an economic analysis of the solar process based upon results of the 
NREL testing. The analysis was an attempt to predict the cost of hydrogen produced by the 
process. The analysis included cost items such as cost of materials, labor, capital, land, etc. The 
price of hydrogen generated by the solar process was predicted to be too high for near-term 



market success, e.g. $43/MStu. The major cost factor identified was the high capital cost of an 
envisioned plant. In particular the solar heliostat field, central power tower, heat exchangers, and 
fuel cell were identified as the costliest items. Once the cost impact of these items was 
determined an effort was made to modifjr the process to reduce the cost oc or eliminate them. 

Several alternative processes were evaluated: (1) a reaction between chlorine and steam to 
produce MI, (2) a dedicated energy storagdoad leveling with a HtBh fbel cell, (3) a reaction 
between bromine, steam and a form of sulfUr and (4) a reaction between bromine, steam and a 
carbon source. The best a l t d v e ,  fkom an economic standpoint, was a variant of option (4), in 
which methane acts as both a carbon and hydrogen source. Due to the exothermic nature of the 
reaction, a si@cant amount of the water should react at temperatures around 500 "C. This is 
much lower than those required in the solar reaction, typically in excess of 1000 O C .  

Experimental work was undertaken to confirm thmodynamic predictions. It was found that the 
steam-brominemethane reaction was indeed highly effective in producing HBr. When coupled 
with an HBr electrolysis cell (not a reversible fuel cell), an economic analysis showed that the 
process wuld produce hydrogen at %9.57/MMBTU7 even at smell (76 kSCFD) scales. It reduces 
the capital cost and siting hitations inherent in using solar energy. This makes the approach 
more attractive to merchant hydrogen producers and utilities. The remainder of this document 
addresses this new process. 

Bromine-Steam-Methane Process 

Several alternative reactions to produce HBr efficiently were investigated. Many involved the 
reaction of water and bromine with a carbonaceous material, such as charcoal, coal, or biomass. 
Others involved the use of sulfiu containing compounds. Previous work in this area indicated that 
bromine conversions of 95-I W! wuld be attained at temperatures below 500 "C (773 K). The 
process is also exothermic, producing rather than requiring heat. A disadvantage of the prior 
work was that the carbonaceous material used was a solid, tending to complicate the processes to 
the point of being uneconomic. 

Researchers at SRT had the idea that the use of methane (natural gas) to drive the reaction might 
be a useful way to simplify the process and make it economically feasible. Thermodynamic 
calculations codinned that this would a usefbl avenue of investigation. The reaction between 
bromine, steam, and methane is postulated as: 

The wrresponding reaction leading to CO is also possible: 



SRT personnel built a laboratory sized bromine-steam-methane reactor and tested it. First results 
showed that the conversion was effective. The reactor product stream was sampled and analyzed 
for HBr content. Concentrations up to 13 M in HBr were generated at conversion rates 
approaching 95% at a temperature of 750 OC. No catalyst was used. 

Based on these early results, SRT has designed a new hydrogen production process utilizing the 
bromine/stdmethrrne reaction and presently available commercial electrolysis cells. This is 
described next. 

Concept Description 

The new system is designed for small to medium sized installations. It is small, compact, and 
produces hydrogen as a pure gas, without the requirement for production of syngas intermediates 
or product separation and purification. Product separation and purification makes conventional 
steam/methane reforming uneconomical on a small scale. The process is illustrated in Figure 7. 

Methane is mixed with steam and bromine in the reactor, where conversion to HBr and C& takes 
place. The hot gasses exit the reactor and go through heat exchangers, which capture some of the 
heat, to pre-heat the incoming reactants. Since the reaction is exothermic, excess heat is 
produced. The product gasses then pass into an absorber, where the HBr is absorbed into water, 
raising the incoming HBr concentration from 20 wt?? to 40 wt?? upon exiting. The C02 is not 
absorbed to any appreciable extent and passes into the scrubber. The scrubber passes the C& 
through the incoming water, removing any residual HBr. The COz exiting the process will be 
essentially pure and will have value as an inert gas or for other chemical use. The 40 wt% HBr 
stream exiting the absorber will be pressurized by a pump and fed to the electrolyzer, producing 
H2 and Br2. In advanced eiectrolyzers, Hz can exit the electrolyzer at high pressure, thus not 
requiring compression for storage. The liquid mixture exiting the electrolyzer will be depleted in 
HBr to 20 WE? and will have bromine dissolved into it. This liquid will be passed through a 
pressure reducing valve into a flash drum where the bromine will boil of& due its low boiling 
point. The bromine vapor will be conveyed back to the reactor, after being reheated, while the 
remaining liquid will return to the absorber, completing the cycle. A mass balance for the process 
is presented in Appendix 1. For purposes of size visualization, at 76,000 sdd, the pump for the 
40 wt% HBr stream has a capacity of 10 GPM. 

A noteworthy h tu re  of the process is that all of the components shown, even those that are 
required to be bromine compatible, are commercially available. The only exception is the reactor, 
which is expected to be constructed of glass-lined steel. Another noteworthy feature is that 
elemental bromine @r2) is only present in the flash drum and piping leading to the reactor. At all 
other times in the process cycle, bromine is present as HBr, a safer chemical to handle. The 
amount of elemental bromine present at any one time is small, and when the bromine is formed, it 
is immediately c o w e d  in the reactor to make more HBr. Shutting down the electrolyzer (for 
example in the event of a power failure) would stop bromine production. This results in a safe 
system, with minimal potential for damage in the event of a m e  in a piece of equipment. 



Reaction Thermodynamics 

The free energy of the two methane reactions (6) and (7) is compared to that for the bromine- 
steam reaction, reaction (1) in Figure 8. The reaction between methane and bromine yielding HBr 
and carbon is shown for reference purposes as well: 

It is very obvious how much more thermodynamically favorable reactions (6), (7), and (8) are 
compared to (1). Of the three exothermic reactions, the one producing C& is more favorable 
than the one producing CO, which in turn is more favorable than the one yielding C. 

In Figure 9, the standard enthalpies involved in a hypothetical three step process involving 
reactions (6) followed by electrolysis, reaction (2), followed by fie1 combustion of H2 is shown. 
Note the very large negative enthalpy of the first step. This is due to the exothermic nature of the 
reaction in addition to the large heat of s01vafion for HBr vapor. 

Experimental Apparatus and Technique 

Figure 10 shows SRT's initial apparatus for prelumnary studies of the reaction between bromine, 
steam, and methane. Bromine was stored in a Tefre-lined steel t& whose change in mass was 
mo~tored by a load cell. Nitrogen (about 20 psig) was used to push bromine through the tank's 
dip tube, through a metering valve, md into a steam-jacketed heat exchanger, where it was 
vaporized. The reactor was run at atmospheric pressure. Steam was supplied by a commerciai 
steam generator and metered by a metering valve. Methane (99.3%) was metered with a 
rotameter and pressure gauge. 

In a second set of experiments, the configuration was slightly modified. The bromine metering 
valve was placed before the heat exchanger. It was thought that this would simpl@ operation and 
improve the uniformity of bromine delivery. A calibration leg for the bromine delivery was added 
after the heat exchanger. 

All three vapor streams were mixed in a heated manifold made of Kynar fittings and tubing. A 
medium porosity fiit supplied about a 5 psi back pressure, sufficient to seat the three check valves 
in the input strearns. The intent was to reduce upstream corrosion in both the bromine and steam 
lines. 

The reactor was a quartz tube of 11 mm i.d. bent 4 times in a double-S configuration. Its empty 
volume was 200 d. For a total molar flow rate of 0.25 mol/min and an 800 "C mean reactor 
tempera- this corresponds to a 0.54 second residence time. It was heated by an 18" long, 3" 
i.d. Omega tube furnace, controlled by a PID controfla. The product gas stream was condensed 
in a water cooled condenser and sampled with a Pyrex adapter having a two-way valve. Samples 



were collected in Erlenmeyer flasks with ground glass joints. They were weighed before and after 
the run, then stored in a refrigerator until analyzed. For the second set of experiments, a water 
scrubber solution (typically 225 ml) was added to an empty flask connected in series after the 
sample flask. The mass of the scrubber solution before and &er a run was determined by mass 
difference and was stored in a tared Erlenmeyer flask. 

A concentrated HBr solution was used to scrub any Br2 passing though the water scrubber. In a 
second modification of the sampling system, the product stream was bubbled through two water 
solutions before passing through the HBr solution in a cold trap and a second empty cold trap. 
Both cold traps were cooled to about -25 "C by a dry idethylene glycol slush. A signtficant 
amount of gas not scrubbed by this last HBr solution was generated in the reactor. It was 
sampled with a gas syringe and injected into a gas chromatograph for analysis. 

Analysis and Results 

Samples in the first experimental run were analyzed in the following manner: each 
sample was weighed, aqueous phase density determined, and then an aliquot (2 or 0.2 
ml) titrated for H' with standardized NaOH. The pH was plotted as a function of base 
added. The inflection point was chosen as the endpoint. In the second set of 
experimental runs, the water scrubber solutions were titrated as well, since a large 
portion of the HBr generated did not condense in the first sample bottle. This was 
critical for more accurately detemining the total amount of HBr produced. 

It was found that the concentration of HBr in samples was much higher when methane was 
flowed through the reactor than without, all other conditions constant (See Tables 3 and 4). In 
fact, the samples collected fiuned in the presence of moist air. The 11 - 13 M concentrations 
dettmnined by titration were well above that of the commercially available HBr azeotrope, which 
is only 48-49 WWO or 8.9 M. 

Table 3. Effect of Methane on the BromineSteam Reaction 
(650 O C  Exit Temperature) 

Sample XBr2 ~ z O  XC& m r ]  (M) 



Table 4. Bromine-Steam-Methane Reaction 
(800 O C  Exit temperatwe) 

Sample Scrub 
1 0.433 0.567 0.000 1.82 0.000 0.00 2.3 

It is apparent fiom Table 4 that an appreciable amount of HBr was collected in the scrubber 
solutions. The column &we refm to ratio of moles HBr in scrubber solution to those in the 
concentrated sample. This was reflected in an increase in their maw during the course of the 
experiment. In fk* the amount of HBr scrubbed was 2 - 3 times that collected in the samples for 
the highest methane flow rates. Reactaot mole fiactiom were about 0.35 Br2, 0.55 H20, and 0.1 
C&. Bromine conversion &ciencies of 60% were attained. Higher values should be realized in 
fbture experiments through changes in the input mole fiacfion, tempemure, and residence the. 

In a third series of experiments, bromine flow rates were reduced by a factor of 2 - 4 and methane 
by a fkctor of 5. In Teble 5, these results are compared to those previously discussed. 
Experiments A and B refer to the data in Tables 3 and 4, respectively, while C, D, and E refer to 
the lower rates. By running the reactor methane rich, the product mixture contained very little 
free bromine. This made the analysis much simpler. In particular, the organic impurities could 
readily be extracted without the need for distilling off large amounts of bromine. The conversion 
of bromine to HBr was comparable to that in A and B, i.e. h e e n  30 and 70%. The 92% 
conversion for Experiment E, Sample 1 is an upper limit, based on reasonable values for the 
bromine delivery rate, which was not constant. 

Since it is diEcult to accurately measure gas temperatures in a tube furnace, the two temperatures 
listed in Table 5 are upper and lower bounds to an &&ve temperature. T, and Tdt refer to the 
fiunace and exit gas temperatures, respectively. The b a c e  temperature was measured by the 
fhace  wntrolfer thermocouple. The exit temperature was measured by a thermocouple in a well 
bathed by the exit gas stream just inside the h c e .  Based on the data in Table 5, there was no 
iucrease in conversion due to the longer residence times. 



Table 5. Comparison of Bromine-Steam-Methane Experiments. 

Exp Run T& (C) Tadt(C) XBr2 XC& XH20 XBrd % Br2 Conv 

A problem associated with Reaction (6) were side reactions leading to the production of 
brominated and non-brominated hydrocarbon compounds. This was manifested by the 
appearance of a black residue in the sampling system and a characteristic odor. This organic 
residue may be eliminated via two approaches: (1) operate the reactor at higher gas temperatures, 
or (2) employ a catalyst to destroy the organic species. A possible candidate is iron oxide, Fe304. 

The organic portion of aqueous samples were extracted with methylene chloride. The same was 
done for the black filtrate. The samples were refrigerated and shielded fiom light, to prevent 
possible photoreadom. A GC-MS instrument that was set up to quickly elute methylene chloride 
was used. It had high resolution and very good separation characteristics. Many of the 
compounds positively identified were aromatic compounds, such as biphenyl, naphthalene, 
anthracene, etc. A signiscant number were brominated. In one of the aqueous extracts, most of 
the compounds identified were aromatic, while those fiom a run on a different day were mainly 
aliphatic. This suggests that the composition of by-products is quite sensitive to operating 
conditions, e.g. temperature and mole M o n s .  Optimization of the reactor operating parameters 
will minimize or eliminate these m a t d s  fiom the product stream. These compounds occur at 
trace levels, and much of the black filtrate collected could just be carbon in the form of soot or 
graphite. More ~ e f d  analytical work will be required to quantify their total amount. 

The gas stream exiting the second cold trap in Experiments C, D, and E was analyzed by gas 
chromatography. A Tracor 550 GC with TCD detector was employed. Using a silica gel column, 
He carrier gas (20 dmin ) ,  and a 50 "C column temperature, CO, air, and CHs were eluted first. 
With a temperature program of25 "Clmin, COz then eluted off the cohunn at later time. HBr was 
shown not to interfere, since it eluted at much longer times. A peak identified as C02 was 
measured in most gas samples collected after the second cold trap. In one sample, there was a 
hint of a very small CO peak. The fact that these two gasses were detected indicate that water is 
indeed taking part in the reaction. 



Economic Evaluation Of The SteamtBrorninelMethane Reaction 

The process of Figure 7 has been evaluated by SRT for its economic potential. The analysis 
involves a spreadsheet model of the process containing input costs and output prices. It is 
patterned after a shnilar analysis performed by Energetics Inc. for reversible electrochemical cells. 
The base scenario assumes: 

76,000 SCFD production (18 hours/ day production time) 

Electrolyzer cost of $4OO/kW 

off-Peak electricity cost of $O.Ol/kWh 

Natural gas cost of $2.70/MMBTU 

* After tax Intemal Rate of Retum @RR) of 15% or more 

Given these constraints, the process of Figure 7 can produce hydrogen at $ 9 . 5 7 / ' T U .  
Figures 1 la, 1 lb, and 1 lc show how the IRR varies as a fiinction of plant size, electricity costs, 
and natural gas cost, respectively. 

Analysis of current hydrogen markets reveal that in many cases companies are paying up to 
$25.00/MMBTU for merchant hydrogen. These customas consume from 50 to lOOkSCFD, 
making them good candidates for this technology. Hydrogen plants could be situated on-site for 
maximum economic return. 

Future Work 

System Improvements 

SRT has planned a series of experiments in which reactor operating conditions are to be varied to 
determine the effect on the product mixture. Bromine conversion to HBr will be optimized, while . .  . the amount of reaction by-products wiil be mmmzed. Parameters include: (1) reactor 
temperahue, (2) residence time, (3) input mole bction, and (4) use of a catalyst or substrate. 

The system used in the work reported here will be upgraded for continued testing. Bromine will 
be heated in a Monel tube with electric heater tapes, rather than steam, allowing greater operating 
flexibility. Bromine and water will be metered as liquids. Methane wiU be metered as a gas. An 



inert gas, such as A .  or He, may be used for additional flexibility in controlling the residence time 
and or relative mole fractions. Reactants will be brought up to temperature in a preheater. The 
reactor will consist of a quartz tube. 

Analytical Improvements 

The liquid and gas sampling system will require some improvements as well. The gas exiting the 
water solutions will be passed through a drying colusnn and sampled in a bag for GC-MS analysis. 
The volume of gas evolved will be measured with a wet test meter. 

Free bromine needs to be determined in the sample solutions. A spectroscopic technique or 
KI/Na2S203 titration will be used. The amount of water collected will be determined by car& 
density measurements and mass difference. GC gas sampling methods fbr CO, CO2,02, and CEb 
are being improved. Analysis for other gases in the mixture will be by GC-MS. 

Conclusion 

An alternative to SRT's former hydrogen generating concept, in which Br2 and H20 react at high 
temperatures to yield HBr, involves the addition of a carbon source. This makes the reaction 
quite exothermic. SRT has chosen methane as a gaseous source of carbon as well as hydrogen. 

Prelmmy research has shown that the reaction proceeds at favorable rates at 700 - 900 "C. 
Lower temperature operation should be possible with the selection of a proper catalyst, increase 
in heat transfer area, or longer residence time. HBr concentrations of 11 - 13 M, well above those 
of the commercially available HBr azeotrope (9M), were produced. The beauty of the reaction 
with methane is the production of only a minimal amount of reaction by-product waste when the 
system is M y  optimized. Other sources of carbon, such coal or biomass, would produce more 
ash residues, translating in a greater waste disposal problem. 

In order to better characterize the reaction, an improved flow delivery system, reactor, sampling 
system, and sample analytical scheme are being developed. The goal will be to demonstrate 
comparable bromine conversions at lower temperatures, e.g. 500 "C, and a decrease in organic by- 
products. The effect of temperature, reactant mix, residence time, and catalysts need to be 
studied in a systematic manner. 

The SRT concept represents an integrated approach toward developing a viable near-term 
hydrogen production process. It holds promise for being competitive with small-scale steam 
methane reforming (-$9/MMBTU). This effort is an important step forward in the U.S. 
realization of energy self-sufficiency and clean he1 technology, with implications for America's 
balance of trade. 
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Figure la. Fluid Delivery System and 10 W Reactor. 

Figure I b. Schematic of Fluid Delivery System. 

Figure 2. 10 kW Quartz Reactor and Absorber Cavity. 

Figure 3a. Thermodynamic Bromine Conversion. 

Figure 3b. Thermodynamic HBr Mole Fraction. 

Figure 4a. Rector Model Gas Temperature. 

Figure 4b. Reactor Model HBr Mole Fraction. 

Figure 5a Jump in FTlR Steam Temperature With Bromine. 

Figure 5b. FTlR HBr Mole Fraction. 

Figure 6. Mass Spectrum of Reactor Product Mixture. 

Figure 7. Hybrid BromineStearn-Methane Process Flow Diagram. 

Figure 8. Free Energy of Bromine Reactions. 

Figure 9. Enthalpy Changes in BromineSteam-Methane Process. 

Figure 10. Experimental BromineSteam-Methane Apparatus. 

Figure 11a Economic Model: Effect of plant size on IRR 
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Abstract 

NRG Technologies, Inc. is attempting to develop hardware and infrastructure that will 
allow mixtures of hydrogen and conventional fuels to become viable alternatives to conventional 
fbels alone. This commercialization can be successll if we are able to achieve exhaust emission 
levels of less than 0.03 ghv-hr NO, and CO; and 0.15 g/kw-hr NMHC at full engine power 
without the use of exhaust catalysts. The major barriers to achieving these goals are that the lean 
burn regimes required to meet exhaust emissions goals reduce engine output substantially and 
tend to exhibit higher-than-normal THC emissions. Also, hydrogen addition to conventional fuels 
increases he1 cost, and reduces both vehicle range and engine output power. Maintaining low 
emissions during transient driving cycles has not been demonstrated. 

Our approach to overcoming these problems wiU be to investigate the applicability of 
known concepts and technologies that can overcome the barriers to success. To recuperate lost 
engine power, super/turbocharging, and increasing volumetric efficiency, compression ratio, 
engine speed and displacement are options. Combustion chamber design, valve timing and the 
"optimization7' of tradeoffs between engine power and efficiency with spark timing are also 
important parameters. 

During this initial year of funding, a test plan has been formulated to investigate questions 
regarding the nature of hydrocarbon emissions. Two fundamental questions to be answered are: 
(1) What is the ratio of reactive hydrocarbons in the exhaust stream to that of the M? and (2) 
Are any new hydrocarbon chemical species created in the exhaust? A test facility has been 
completed at the University of Nevada, Reno that will automate experimentation sigmficantly. 
Tests can be made on both single-cylinder research engines as well as hll-sized automotive and 
truck engines. 



Background 
The purpose of adding hydrogen to conventional fbels is to extend the lean limit of 

combustion to the point where harmful exhaust emissions become acceptable. Figure 1 shows a 
graphical representation of this principle. When excess oxygen is supplied to the combustable 
mixture, oxides of nitrogen, carbon monoxide and hydrocarbons all decrease. As excess oxygen 
increases, a point is reached where hydrocarbon emissions increase at a rapid rate. This point is 
called the lean limit. For conventional hels operating in conventional engines, the emissions of 
oxides of nitrogen are not low enough to out perfonn catalyst technology. The addition of 
hydrogen allows greater amounts of excess oxygen without experiencing the rapidly increasing 
hydrocarbon emissions associated with the lean limit of combustion. Increasing the excess oxygen 
content allows for continuted reduction in oxides of nitogen emissions. The number one question 
is "How much hydrogen must be added to achieve desired exhaust emissions?" 

Previous work in this area was performed by the NRG Technologies staff while at the 
Florida Solar Energy Center'. The results of that work are summarized in figures 2 through 4. 
Figure 2 shows the total hydrocarbon emissions as a hct ion of equivalence ratio and percent of 
the volume of fbel mixture that is hydrogen. The base fbel is natural gas, consisting of 96% 
methane, and the engine was a Ford 4.6L V8. Notice that as hydrogen is added to the base fbel, 
the rapid rise in hydrocarbon emissions occurs at greater amounts of excess air (lower equivalence 
ratio). The anomalies here being that 10 and 20 percent hydrogen act similarly, as does 30 and 40 
percent. The major extensions of the lean limit occur between 0 and 10,20 and 30, and 40 to 50 
percent hydrogen. Figure 3 shows the same relationships for oxides of nitrogen emissions. In this 
case the progression of lean limit extension as a function of hydrogen percentage does not exist. 
The reason for this discrepancy has to do with ignition timing. This set of tests were al l  
performed with ignition timing set at a condition known as "MBT". This means the minimum 
ignition advance that results in the maximum brake torque of the engine. To understand the 
problems associated with the data in figure 3 an examination of the data shown in figure 4 is 
required. In figure 4, hydrogen percentage and equivalence ratio is fixed at 30% and 0.65 
respectively. Oxides of nitrogen and hydrocarbon emissions are shown along with thermal 
efficiency plotted against ignition timing. Notice that NO, emissions change over a factor of two 
while thermal efficiency changes only 10% for 12 degrees of ignition timing variation. The 
bottom line here is that for the test conditions, NO, emissions are very sensitive to ignition timing 
while thermal efficiency (maximum brake torque) is not. Figure 5 demonstrates that this 
phenomenon is not inconsistent with the physics of internal combustion engines. This figure 
shows that emissions vary dramatically with ignition timing, but at a given air-&el ratio, the 
thermal efficiency (specific fuel consumption) does not. These data were taken for gasoline in a 
standardized test engine. 

Other research dealing with hydrogen-natural gas mixtures and lean burn has been 
conducted. The Bartlesville Energy Research Cente? (BERC) and a joint project between 
Hydrogen Consultants, Inc. and Colorado State Universie have published results. The BERC 
project investigated up to 20%, by volume, of hydrogen supplementation of natural gas. They 
concluded that: 

1. The lean limit of combustion is extended by the addition of hydrogen. 
2. The lean limit is not extended sufficiently to obtain exhaust emissions lower than that 













achieved by catalyst systems. 
3. Exhaust gases are generally less reactive with hydrogen addition. 

The HCIICSU work looked at 15 to 30% hydrogen addition. Although that work looked at many 
other aspects to hydrogen natural gas mixtures, one lean-burn result is shown in figure 6. With 
retarded spark timing, they were able to produce extremely low NOx emissions with 30% 
hydrogen mixtures and equivalence ratios below 0.65. These data essentially ventjr the FSEC 
work. 

Critical Areas of Interest 

relations hi^ Between Hvdrogen Content. S~ark T i n g  and Emiss' I O ~  

To be a commercial success, the cost of the fie1 must be kept to a minimum. This means 
that the hydrogen content of the fbel should be minimized. Although the work at FSEC was an 
important first step, the same degree of thoroughness must be applied to percentages of hydrogen 
other than 30%. 

Photoreactive Hvdrocarbon Emissions 
Total hydrocarbon emissions are not sufEicient to judge the efficacy of the concept. The 

portion of those emissions that are photoreactive in the atmosphere is the determining factor. At 
this time, that data is not available, but is critical to the technology. 

Carbon Monoxide Emissions 
None of the emissions data from FSEC included carbon monoxide. The HCIICSU work 

indicated that CO emissions could be made near zero with an oxidizing catalyst. CO emissions 
are a critical pollutant whose effects must be quantified. 

A critical component of any transportation system is driveabiility. For approximately equal 
efficiency, the amount of power output will be proportional to the amount of fie1 burned. Since 
the air fbel ratio is predetermined to achieve low emissions, the critical factor in determining 
power output will be the amount of air that can be passed through the engine. For the same 
amount of air, lean burn engines will produce less power. To maintain driveability, this power 
loss must be compensated for somehow. 

Emissions Under Transient Conditions 
Here-to-fore all of the emissions data available for lean bum mixtures of hydrogen and 

natural gas have been steady state data. Real world driving conditions as well as vehicle 
emissions testing involve transient driving conditions. It is mandatary that low exhaust emissions 
under transient conditions be demonstrated for the technology. 

Relationship Between BMEP and Exhaust Emissions 
The recuperation of power loss may include a scenario to increase the BMEP of the 

engine above that attainable by an unaltered induction system. Although the FSEC data would 
indicate that exhaust emissions are not a function of the engine BMEP, the maximum values of 





BMEP were low relative to that achieved with gasoline. The upper limit of BMEP to obtain 0.02 
gkwh of NO, emissions is desirable. Also, it is important to know the trade-offs between high 
BMEP and NO, emissions. 

Engine Desim Parameters 
Compression Ratio: 
Generally speaking, increasing compression ratio extends the lean limit of combustion, 

improves thermal efficiency and increases NO, emissions. Therefore, the determination of 
optimum engine compression ratio will be a tradeoff between all of the above considerations. 

V i a b l e  Valve Timing: 
Figure 7 shows the tradeoffs between valve overlap and exhaust emissions. Basically, 

increasing valve overlap decreases NO, emissions, but increase hydrocarbon emissions. 
Determining optimum valve overlap or implementing variable valve overlap as a hct ion of 
engine load will be influential in engine configuration. 

Bore-to-Stroke Ratio: 
Figure 8 shows the relationships between bore-to-stroke ratio (s/D), cylinder volume, and 

air-fuel ratio. The indication is that hydrocarbon emissions will be influenced by both of these 
geometric parameters for all values of air-fuel ratio. In particular, this variation increases 
dramatically as lean burn conditions are reached. This phenomenon will influence the optimum 
cylinder geometry as well as the engine applications most suited to this technology. 

Exhaust Gas Recirculatzon (EGR): 
EGR is one of the most important techniques now used to control NO, emissions. As 

shown in figure 9, EGR produces much lower hydrocarbon emissions for a given level of NO, 
emissions than does lean burn. The major advantage to lean burn, is higher thermal efficiency. 
What is not shown is the combination of lean bum and EGR. Anecdotal evidence fiom this 
research team has indicated that EGR in combination with lean bum using hydrogen gas fuel 
mixtures did not improve NO, emissions. In fact, that data showed increased NO, emissions with 
any degree of external EGR. Philosophically, EGR creates an oxygen deficient mixture by 
introducing a semi-inert gas (nitrogen). Lean burn is just the opposite, it creates a surplus of 
oxygen in the mixture. The relationship between these two operational modes should be more 
scientifically investigated for hydrogen gas fuel mixtures. 

Work Plan (Year One) 

The Work Plan for the first year of the contract focuses on answering some of the 
questions posed in the previous section. One of the most important questions to be answered is 
the determination untreated exhaust emissions as a fbnction of hydrogen content in the fuel. 
Although a great deal of work in this general area has already been done, a systematic study 
where all of the important engine operational parameters are optimized is still missing. The work 
at FSEC was very thorough at characterizing 30% hydrogen mixtures; however, the same degree 
of thoroughness for other fuel compositions is missing. As stated earlier, the intended purpose of 
introducing hydrogen to the fuel mix is to extend the lean limit of combustion. BERC concluded, 









as did this research team while at FSEC, that 20% hydrogen addition does not produce lean burn 
exhaust emissions low enough to warrant the use of the fuel. What is needed is an analysis, 
similar to that done by FSEC, that characterizes emission levels for the primary engine parameters 
as a function of hydrogen content of the fuel. A complete map of these data is required to judge 
the commercialization potential of the technology. 

Another important question regarding the performance of hydrogen gas fuel mixtures is 
the portion of hydrocarbon emissions that are photoreactive. An extensive test plan has been 
prepared to quint@ this parameter. Gas mixtures have been prepared with known quantities of 
methane, hydrogen, propane and ethane. Testing will be performed to determine the ratio of 
propane and ethane exhaust emissions to that of the composition of the fuel. In addition, we want 
to determine if the chemical nature of the hydrocarbon exhaust emissions has changed from that 
of the fuel. Are we creating new photoreactive hydrocarbon emissions that were not present in 
the fuel? The speciation of these hydrocarbon emissions will be accomplished with a gas 
chromatograph and mass spectroscopy. 

The commercial success of this technology will not be achieved without the demonstration 
of a driveable, clean vehicle. The last aspect of the first year's statement of work is to 
demonstrate that driveable vehicle. A 1997 Ford F-150 truck has been chosen as the platform of 
choice. There are two major reasons for this choice of vehicles. One is that the engine, a 4.6L 
V8 is the same engine that was used for the emissions studies performed previously by the current 
research team. The other is that a truck will allow for more he1 storage tank than a passenger 
car, thereby extending the driveable range of the vehicle to be more commensurate with that of a 
gasoline-powered vehicle. 

An engine test facility has been built at the Mechanical Engineering Department of the 
University of Nevada, Reno. The facility contains two dynamometer systems. One is a 1000 
horsepower water brake used for developing fuel and spark maps on M-sized engines. The other 
is a 60 horsepower eddy-current used for research. A single-cylinder research engine has been 
developed that will serve as the platform to perform the research tasks detailed earlier. 

Other features of this facility include: electronic throttle control, constant load/constant 
speed feedback control, computer-controlled spark timing and &el delivery, &el mass flow 
(coriolis device), air mass flow (exhaust lambda sensor in conjunction with laminar flow element), 
in-cylinder pressure transducer (optical), computer-based data acquisition system, in-cylinder data 
analysis package, and exhaust gas analysis equipment to measure CO, NO,, and total hydrocarbon 
emissions with 0.1 ppm sensitivity. , 

The Ford F-150 vehicle has been converted operate on gaseous fuels. A composite 
compressed gas fuel storage tank is located within a tool box in the bed of the truck. The system 
is designed such that loads 8 feet long will still fit in the bed with the tail gate closed, up to a 
vertical height of 8 inches. This feature allows almost 100% utilization of the bed while still 
incorporating almost 1500 standard cubic feet of fuel. The gasoline fuel injection system has been 



replaced by a gaseous system of our own design. An aftermarket engine computer system has 
been incorporated into the present wiring harness such that both the Ford engine computer and 
the added computer can jointly read sensors and perform dual W i o n s .  The vehicle has been 
successfidly operated on both 25% and 30% hydrogen-natural gas mixtures. At this time, the he1 
and spark maps developed are rudimentary ( s i i a r  to those developed by this research team 
previously in Florida). They have been developed through on-the-road testing and have not been 
optimized for minimizing exhaust emissions. Finalized &el and spark maps will be developed at 
the dynamometer facility. 
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ABSTRACT 

Adding carbon dioxide (CO,) recovery to a grass-roots natural gas reforming plant with a 
hydrogen production capacity of 25 MMSCFD or more increases the cost of hydrogen by 
roughly 0.5 $/MMBtu. For a system of distributed gas-station-size hydrogen producton units, 
the incremental cost of CO, capture and transport to a sequestration area is 3 $/MMBtu. Adding 
CO, recovery to a conventional natural-gas-based hydrogen energy system reduces the full life- 
cycle CO, emissions by 35%. For biomass systems, the impact of CO, sequestration is much 
higher. Advanced natural gas and biomass-based hydrogen production technologies, funded by 
the Hydrogen Program, increase the percent of total C02 emissions that are captured compared to 
conventional options. 

INTRODUCTION 

Dr. Robert Williams of Princeton University has proposed that capturing and sequestering C 4  
from hydrogen-based energy systems is a good, low-cost means of reducing CO, emissions in the 
transportation sector. The essence of his idea is that in a reformerlpressure swing adsorber (PSA) 
system, CQ is in a concentrated form relative to the flue gas fiom other energy systems. 
Previous studies have shown that capturing GO2 represents most of the total cost of sequestration 
(Williams, 1996). Thus, if capturing CO, fiom a hydrogen system is inexpensive, the 
incremental cost of sequestration should be small. The Hydrogen Program systems analysis 
team was asked to assess Dr. Williams' concept, verify the cost estimates for capturing carbon 
dioxide, and assess the degree to which currently funded activities are complimentary to the 
concept of CO, sequestration. 

The approach of this analysis is to estimate the cost and 111 life-cycle carbon dioxide emissions 
of several conceptual systems designed to provide hydrogen gas at 5,000 psi pressure to fbel cell- 
powered passenger vehicles, both with and without carbon dioxide sequestration systems. Using 
fbel efficiency projections for fbel cell-powered passenger vehicles, the results are normalized 
per mile of transportation provided. The cost and emissions fiom the natural gas- and biomass- 
based hydrogen systems are compared to both a gasoline internal combustion engine (ICE) 
system and a hydrogen system based on electrolytic hydrogen production. 



Table 1. Hydrogen Production and Delivery Systems 

Large-scale steam reforming, of natural gas A steam reformer/shift reactor/PSA unit is built near a large natural 
gas supply. Carbon dioxide is recovered fiom the PSA and transported via pipeline to a depleted natural gas well 
where it is sequestered. A pipeline transports the hydrogen fiom the reformer to an urban area where it supplies a 
network of vehicle fueling stations. Each station consists of a connection to the pipeline, a high-pressure 
hydrogen compressor, a cascade hydrogen storage system, and a dispensing bay. The reformer operates at a 
level production rate, and the pipeline and the high-pressure storage tanks are used to buffer hydrogen supply 
and demand. 

Distributed steam reforming of natural ?as A small-scale steam reformer/shift reactor/PSA unit is located at a 
dispensing station and uses natural gas from the existing pipeline inhtructure. Carbon dioxide is captured fiom 
each dispensing station. The C02 fiom a geographic cluster of stations is aggregated into a large pipeline and 
transported to a depleted gas well or other suitable geological structure where it is sequestered. Hydrogen fiom 
the reformer unit is compressed and stored on-site. The reformer operates at a level production rate, and high- 
pressure storage tanks are used to buffer hydrogen supply and demand. 

m e  A large-scale biomass pyrolysis unit is located in a rural area with 
good dedicated biomass resources. Biomass feedstock is pyrolyzed forming a liquid product which is then 
separated into two fractions. One fiaction is sold as a feedstock for adhesive manufacture; the other is reformed 
to produce hydrogen gas. The reforming feedstock is a liquid at ambient conditions and is transported by truck 
or rail to a network of gas-station-size reformers, eliminating the need for a hydrogen pipeline. The pyrolysis oil 
reformer is similar to the small-scale natural gas reformer, and the hydrogen compression and storage systems 
and the C02 recovery and sequestration system are the same. 

Large-scale biomass easification A large-scale biomass gasifier is located in a nual area with good dedicated 
biomass resources. The gasifier feeds syngas to a reformer/shift reactor/PSA system. Carbon dioxide is 
recovered fiom the PSA and transported via pipeline to a depleted natural gas well where it is injected. A 
pipeline transports the hydrogen fiom the gasification unit to an urban area where it supplies a network of vehicle 
fueling stations. Each station consists of a connection to the pipeline, a hydrogen compressor, a cascade 
hydrogen storage system, and a dispensing bay. The gasifier operates at a level production rate, and the pipeline 
and the high-pressure storage tanks are used to buffer hydrogen supply and demand. 

Wind turbine / distributed PEM electrolvzer Electricity is produced by a group of wind turbines located in a 
remote area with high-quality wind resources (e.g., North Dakota). During off-peak hours, electricity fiom the 
wind turbines is used to produce hydrogen via electrolysis. Electricity is wheeled through several utility districts 
to a network of small scale PEM electrolyzers/ dispensing stations. Hydrogen fiom the electrolyzers is 
compressed and stored on-site. This is a non-C02-producing control case. 

The carbon dioxide sequestration scenarios developed by Dr. Williams assume large-scale 
hydrogen production systems near a CO, injection site with the hydrogen product pipelined to 
the users. Analyses performed previously by the Hydrogen Program indicate that small-scale 
distributed hydrogen production sites are needed to serve the initially small and geographically 
dispersed hydrogen-fueled vehicle market. We have assessed the economics of adding C02 
sequestration to the centralized hydrogen production systems envisioned by Dr. Williams, and of 
adding a CO, capture and sequestration system to an existing network of dispersed, small-scale 
hydrogen production sites. The hydrogen energy systems considered are described in Table 1. 

The Hydrogen Program is funding research into several natural gas- and biomass-based 
technologies. Notable among these are the Air Products & Chemicals' Sorbent Enhanced 



Reforming Process (SEW), the Ion Transport Membrane (ITM) gasification process being 
developed by the Hydrogen Program in cooperation with the Office of Fossil Energy, and the 
biomass pyrolysis process being developed at NREL. We have assessed how amenable each of 
these technologies is to carbon dioxide sequestration as compared to conventional systems. 

ASSUMPTIONS 

The systems are set 20-30 years in the future. Each system is designed to produce 25 MMSCFD 
of hydrogen, which is enough fuel to supply roughly 170,000 fuel-cell passenger vehicles, all of 
which are to be operated within a single metropolitan area. In some instances, significant cost 
reductions have been assumed based on technology development and/or large volume 
manufacturing. 

The full implications of sequestering large amounts of C02 in oil fields and saline aquifers is not 
known. Without studying the issue in detail, we assume there are no significant detrimental 
effects. 

It is assumed that on-board hydrogen storage and hydrogen-fueled power systems will advance 
to the point that if hydrogen vehicle fuel costs are compatible with gasoline, hydrogen cars will 
be competitive with gasoline ICE vehicles. 

In normalizing the fuel costs and C02 emissions for the gasoline and hydrogen systems to a "per 
mile" basis, it is assumed that the gasoline car (most likely not a conventional ICE power 
system) gets 80 mpg and the fuel-cell vehicle (FCV) travels 180 miles per kg of hydrogen. The 
fuel-cell vehicle efficiencies are taken fiom work done by DTI for the Ford Motor Company. 

The analysis includes an electrolysis-based hydrogen production system in which off-peak 
electricity fkom a remote high-quality resource is wheeled to a city and distributed to a network 
of PEM electrolyzers. This system assumes advanced electricity transmission and distribution 
technology and a more open contractual access to transmission lines. These assumptions are 
both possible outcomes of utility industry deregulation. 

Maintaining the capability to dispense hydrogen during O&M-related down-time is an issue for 
all of the systems evaluated, but especially for the small-scale distributed hydrogen production 
systems. Backup liquid hydrogen storage or other measures are assumed to be unnecessary. 

RESULTS 

Figure 1 shows the cost of hydrogen production for the various hydrogen energy systems 
considered. The distributed refonner system has hydrogen production cost comparable to the 
centralized hydrogen production options, but it is not as amenable to CO, sequestration. The 
renewable electricity / electrolysis system, even under aggressive assumptions regarding 
component costs, is more expensive than the large-scale natural gas-based hydrogen production 
system with carbon dioxide sequestration, although the natural gas has higher full life cycle CO, 
emissions. 



Figure 2 shows the hydrogen costs normalized per mile of transport. The costs are presented as a 
ratio to the cost per mile for an 80 mpg gasoline vehicle. Figure 2 shows that the potential future 
fuel costs for hydrogen systems are comparable to gasoline (even at 80 mpg). Also, the cost 
impact of CO, sequestration is small for large-volume hydrogen production. 

Figure 3 shows the full life-cycle CO, emissions fiom the 80 mpg gasoline vehicle and the 
various hydrogen energy systems considered. A significant improvement in CO, emissions is 
achieved just by changing fiom gasoline to SMR-based hydrogen. The addition of C0, 
sequestration reduces the emissions by another 40-50%. The overall CO, performance of 
biomass-based systems is better than natural gas based systems, and the introduction of CO, 
sequestration produces more significant effects. 

In a conventional steam reformer, roughly 35% of the feedstock is burned to provide heat. The 
CO, fiom the burned feedstock is non-capturable. Two advanced hydrogen production 
technologies supported by the Hydrogen Program can potentially reduce the amount of non- 
capturable CO, for carbon-based processes, and improve the CO, emissions performance of 
hydrogen-based energy systems overall. The SERP process reduces the temperature of the 
reforming reactor and thus lowers the heat requirement. Also, recovering CO, fkom the SERP 
process may be easier than the separation required in a conventional reformer. In a partial 
oxidation unit (POX) unit, all the carbon is contained in the process stream, and the percent of 
the total CO, that can be recovered is limited by the efficiency of the separation process. The 
ITM technology has the potential to enhance the economics of POX by eliminating the need for 
an oxygen source. Figure 4 shows CO, emitted and captured in hydrogen energy systems with 
conventional and advanced natural gas-based hydrogen production technologies. Figure 4 also 
shows that emissions due the consumption of grid electricity are a significant contributor to full 
life-cycle emissions. 

SENSITIVITY OF RESULTS 

Because the key process components of the sequestration systems (a steam reformer or gasifier, a 
PSA with a CO, recovery system, gas pipelines, and compressors) are mature technologies, the 
feasibility and cost of capturing CO, does not rely on technology development. 

Site-specific factors cause significant variation in the cost of hydrogen pipelines, especially at the 
distribution level. For the hydrogen pipeline systems, increasing the distribution pipeline cost 
fiom 300,000 to 600,000 $/mile would raise the cost of hydrogen by 10-15%. 

Although small-scale reformers are currently being built through a joint venture with IFC and 
Praxair, the capital and O&M costs achievable under mass production are unknown. For the 
small-scale natural gas reformer system, increasing the capital cost and O&M of the reformer by 
50% raises the cost of delivered hydrogen by 7%. 

Including a liquid hydrogen backup system to keep the stations operable during maintenance 
activities would increase the cost of delivered hydrogen by 5-1 0%. 
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Abstract 

Fuel cell vehicles may create the first mass market for hydrogen as an energy carrier. Directed 
Technologies, Inc., working with the U.S. Department of Energy hydrogen systems analysis team, 
has developed a time-dependent computer market penetration model. This model estimates the 
number of fuel cell vehicles that would be purchased over time as a function of their cost and the cost 
of hydrogen relative to the costs of competing vehicles and fbels. The model then calculates the 
retum on investment for fuel d vehicle nmdacturers and hydrogen fuel suppliers. The model also 
projects the benefit/cost ratio for government -- the ratio of societal benefits such as reduced oil 
consumption, reduced urban air pollution and reduced greenhouse gas emissions to the government 
cost for assisting the development of hydrogen energy and fuel cell vehicle technologies. 

The purpose of this model is to assist industry and government in choosing the best investment 
=e@es to achieve significant return on investment and to maximize benefitfcost ratios. The model 
can illustrate trends and highlight the sensitivity of market penetration to various parameters such as 
fie1 cell efficiency, cost, weight, and hydrogen cost. It can also illustrate the potential benefits of 
successll RgrD and early demonstration projects. 

Results are given comparing the market penetration and return on investment estimates for direct 
hydrogen he1 cell vehicles compared to fuel cell vehicles with onboard he1 processors including 
methanol steam reformers and gasoline partial oxidation systems. The market penetration of these 
fuel cell vehicles are also compared with natural gas vehicles and vehicles keled with natural 
gashydrogen mixtures. 



Introduction 

Fuel cell vehicle market penetration will require significant investments by both industry and 
government. Government support will be required to fimd R&D and technology validation 
demonstrations, before industry is convinced of kel cell vehicle market profitability. Much larger 
industry investments will eventuaUy be needed to develop and mass produce £be1 cell vehicles and to 
build a hydrogen fbeling infrastructure. Neither can succeed alone. Government cannot afford the 
large investments required for commercialization, and industry will not make the necessary high risk 
investments with payoffs many years or even decades in the future. And government alone has the 
charter to develop those technologies that will benefit society, including reduced environmental 
impact and reduced dependence on imported fossil fuels. 

Key decision makers in both in- and government must choose between many options to achieve 
their respective goals of profitability and improved social conditions. Within the transportation 
sector, fuel cell vehicles must compete with other alternative vehicles including natural gas vehicles 
and a range of various hybrid electric vehicles that could achieve similar reductions in pollution and 
oil imports. And the fuel cell vehicle itself could utilize onboard hydrogen storage or it could include 
an onboard liquid fbel processing system. The intent of the computer simulation model described 
here is to assist those decision makers as they weigh the costs and benefits of various clean car 
transportation options. 

General Model Description 

The basic model combi11es four key aspects of the fuel cell vehicle domain: vehicle technology, fuel, 
vehicle markets, and government actions (for more details, see Thomas 1997a). 

The key input variables to the model include vehicle market scenarios and government actions, as 
illustrated in Figure 1. The major outputs include the return on investment for the automobile 
industry and for the hydrogen gas supply industry, along with estimates of benefit/cost ratios for 
government. Government benefit/cost ratios are calculated for the environment and for oil import 
reductions. 

While this model produces a quantitative estimate of future profitabiiity and future environmental 
improvements, it is not meant to predict the future. Rather, the model outputs should be taken as a 
very broad, qualitative indication of what is possible over the long run. Its greatest value will be in 
comparing alternative transportation options, and in assessing the impacts of various government and 
industry actions. This model should be seen as just one of many tools that can assist officials as they 
choose between alternative transportation options. 

The model currently calculates eight major time functions as shown in Figure 1, including the number 
and cost of the fbel cell vehicles on the road each year, the quantity and cost of hydrogen, and the 
investments and profits for the auto and hydrogen gas industries. These functions are all linked to 



the number of fuel cell vehicles sold each year. The quantity of hydrogen is determined directly by 
the number of vehicles on the road and their he1 economy. The annual investment is determined by 
the increase in vehicle sales "N" years in the future, where "N" is the construction time of the 
production plant or equipment (taking advantage of perfect predictive capability inherent in such a 
computer model.) 

Market Penetration Model 

The number of fuel cell vehicles sold each year is determined by two price elasticity a w e s  -one for 
vehicles and one for hydrogen - and two vehicle markets - the zero emission vehicle (ZEV) market 
and the conventional (non-ZEV) light duty vehicle market. 

The ZEV market currently includes California and the five northeastern "opt-in" states, beginning 
with 10% of the new car sales in 2003. The model assumes that 50% of this ZEV market is available 
to FCVs. The actual number of FCVs sold out of this 5 W  potential market depends on the FCV 
price each year, and on the price of hydrogen relative to gasoline. 

The vehicle price elasticity a w e  shown in Figure 2 has two parameters: the price of the competitive 
vehici'e and the market share for FCVs at twice the price of the competition. For the ZEV market, 
the baseline model assumes that the battery electric vehicle is the competition, with a default price 
of $25,000. The model assumes that the FCV will capture 50% of the available ZEV market (or 25% 
of all ZEVs sold) if it also costs $25,000, which may be conservative since most drivers would 
probably opt for the FCV over a battery EV, given the FCVs superior range. But the sales of FCVs 
wiU also be impeded initially by the lack of hydrogen refbeling facilities. The price elasticity curve 
drops very sharply as the FCV price rises, falling to only 0.1 percent of the ZEV available market if 
the FCV costs twice the battgr EV or $50,000. This long tail on the elasticity curve reflects the 
"early adopters" - those special few who will spend $50,000 to be the .first on their block to own a 
new, ultra-clean technology. 

This price elasticity curve is compared with a market w e y  of car owners taken by the Ford Motor 
Company in California (Etuist 1993). Ford asked their customers if they would be willing to pay 
$600, $2,000 or $3,000 more for a vehicle if the vehicle reduced emissions. Unfortunately, they only 
asked about zero emissions for the highest price. In this case, 9% of the drivers said that they would 
be willing to pay $3,000 extra for a ZEV. The price elasticity a w e  used here projects a 4.4% market 
share for this price premium, or less than half the survey results. However, surveys of this type are 
notorious for over estimating actual consumer behavior -- not all who say they will purchase an item 
will actually buy that item. 

The market share is also dependent on the price of hydrogen. The hydrogen market share multiplier 
(Figure 3) is less steep than the vehicle curve, on the assumption that he1 price will be less of an 
inhibitor than initial vehicle price. The default hydrogen price curve would cut market sales by one 
ha& for example, if hydrogen cost twice as much (high range) or 1.5 times as much (low range) as 



Table 1. Comparison of Fuel Cell Vehicle Price Market Multiplier with Market Survey Results 

Percentage of Car Owners Who Would Purchase 
Alternative Fueled Vehicles 

I 

I Model Market Share Function 

3% for 40% reduction 
4% for 60% reduction 

Alkmative 
Fueled Vehicle 
Price Increase: 

$600 

gasoline per mile driven. As shown, this curve gives a slight boost to FCV d e s  if hydrogen costs 
less than gasoline, which we predict will occur at large sales volumes. The model also includes sales 
to 25% (default value) of the conventional (non-ZEV) car market, with a competitive price of 
$18,000 for conventional gasoline internal combustion engine vehicles (ICEVs). 

Results from Ford Market Study 

9% for 20% emissions reduction 
14% for 40% emissions reduction 

I I 

$3,000 I 9% for ZEV 1 65% 

Cost Models 

4.4% 

The model calculates the cost of hydrogen and compressed natural gas and the cost of &el cell 
vehicles and natural gas vehicles each year, based on cumulative sales through the previous year. In 
general prices fall with increased production volume. For example, Figure 4 shows the constant 
dollar price of the Model T Ford over its lifetime (Flavin and Lenssen 1994). The Model T price fell 
an average of 13.4% for every doubling of production, or a "progress ratio" of 86.6%. Figure 5 
shows an analysis of the progress ratios for a wide variety of products, which tend to range between 
70% to 90% (Dutton and Thomas 1984). These progress ratios include all forms of cost reduction, 
including labor productivity gains (called "learning curvesn), other improvements in the product, the 
process, management, etc. within a given company. In addition, costs can be driven down by 
competing companies within an industry, sometimes called "experience curves." We do not assume 
industry-wide experience curves in this model, but assume that each company follows its own 
progress ratio curve. For example, the total number of FCVs sold is divided by the number of 
automobile companies (default value is three) before applying the progress ratio cost reduction 
calculation. 

Market Share Multiplier at 2X ICEV Price: 

Fuel Cell Vehicle Component Costing 

0.01 

10.9% 

The preferred costing methodology does not, however, rely on estimation of arbitrary progress ratios 

0.001 
(Base Case) 

10.2% 
I 



for each component. Rather, we use the progress ratios to bridge current component prices with 
estimated fbture prices in mass production. For example, Directed Technologies, Inc. has worked 
with the Ford costing department to estimate the manufiichrhg cost of fbel cell stacks in large 
volume production (Lomax 1997), using the Design for Manuf-g and Assembly @FMA) 
methodology used by industry both to select the lowest cost technique for mmufbcturing a given 
component, and to accurately estimate the large volume cost of each component (Boothroyd 1994). 
This d d e d  costing process scrutinizes every part, analyzing not only bulk material costs but also 
the least costly method of fabrication in large, automotive production volumes. As a result of this 
process, we estimate that the cost of PEM fuel cells could be reduced fkom about $ 1,5001kW today 
down to the neighborhood of $40/kW at the 300,000 unit production level (or 900,000 total vehicles 
assuming three major auto manufacturers.). 

Given these initial and 300,000 production quantity prices, the model then calculates the progress 
ratio to tie these two values together - in this case requiring a progress ratio of 82. I%.' Shnilar 
estimates were made for the other major components'unique to the fbel cell vehicle, as summarked 
in Table 2. The third column of this table indicates the calculated price after the production of 1 10 
transit buses, which is the main government/.mdustry cost-shared project assumed in this model to 
drive down the initial cost of FCVs. The battery and motor/cont.oller cost estimates were based on 
vaiues in the literature, and the hydrogen storage tank tanks were estimated by DTI (James 1996). 

Table 2. Baseline Fuel Cell Vehicle Pricing; Parameters 

'For production above 300,000 per manufacturer, the model switches the progress ratio to 
a default value of 0.98, which yields only two percent price reduction for each doubling after one 
million items are produced. 

Fuel Cell System 
($/kw) 

Peak Power Battery 
(SAW) 

Motor & Controller 
($/kw) 

Hydrogen Tank 
($/kg of stored HJ 

Price at Start 
Program 

(Input Data) 

1,500 

80 

490 

510 

Price after 1 10 
Buses 

(start of FCV 
Production) 
(calculated) 

413 

34.9 

133.6 

316 

Progress 
ratio 

(calculated) 

0.821 

0.881 

0.819 

0.929 

Price at 300,000 
Production Level 

(Input Data) 

40 

7.8 

12.7 

133 



Natural Gas Vehicle Costing 

The model assumes that natural gas vehicles will initially cost about $4,000 more than 
conventional vehicles, including the cost of 24.8 MPa (3,600 psia) compressed natural gas tanks and 
the necessary fuel injection system and other modiications to the ICE. This differential falls to $604 
at the 300,000 production level, as summarized in Table 3. 

Table 3. Estimated Differential Costs for a Natural Gas Vehicle vs. a Conventional Vehicle 
I I I i 

Storage Tanks 

Total: I 4,000 I 604 I 

Fuel Injection and Balance of 
System 

The projected high volume NGV cost differential ($604) is consistent with other estimates. 
For example, EA Engineering, in a study for the Oak Ridge National Laboratory, estimated that 
natural gas vehicles would cost about $460 more than a conventional vehicle in mass production. 

current Cost 

2,000 

HphaneZ Vehicle Costing 

High Volume (300,000) 
Production Cost 

500 

2,000 

We assume that all vehicles in this analysis can achieve the same pefiormance as the standard 
Ford Taurus, including 380 miles range. Since hythane is less compressible than natural gas and has 
a lower energy density, the storage tank for hythane must increase in size by about 42% to provide 
the same range as the natural gas vehicle, which adds $840 to the cost initially and $189 at the 
300,000 vehicle level. 

104 

Hydiogen Costing 

I 

The cost of hydrogen was based on a detailed, industry-led costing project fimded by the Ford Motor 
Company under a cost-shared contract with the Department of Energy's direct hydrogen fbel cell 
vehicle program (Thomas et al., 199%). One major conclusion fiom this study is that hydrogen in 
a FCV could be competitive with gasoline even ifthe hydrogen were made in small scale, factory-built 
steam methane reformers or small scale electrolyzers. These small scale hydrogen fueling appliances 

Qythane is a registered trademark of Hydrogen Components, Inc. of Littleton, Colorado, 
and is taken here to mean the mixture of 30% by volume hydrogen with 70% natural gas. 



are a key feature of tbis market penetration scenario. These inexpensive fbeling systems can be 
installed at local bus garages and local fleet operators, avoiding the "chicken and egg" dilemma 
inherent with building large scale steam methane reformers and hydrogen pipelines or liquid hydrogen 
tanker trucks before he1 cell vehicles are plenW. 

The model estimates the number of FCVs within range of fbeling stations each year in the California 
and opt-in ZEV states, assmhg three miles between each station in the mature market. Four types 
of hydrogen hhng stations are assumed: those supporting less than 50 FCVs, 50 to 100, 100 to 300 
and greater than 300 FCV?. Electrolyzers are the only cost effective option for the smaller fueling 
stations. Steam methane reformers become more cost effective for the larger units. The initial cost 
estimates are summarked in Table 3. The electrolyzer costs were derived Erom a detailed DFMA 

Table 3. Cost Parameters for Small Scale Electtolmers and Steam Methane Reformers 

I I Electrolyzers . I Steam Methane Refonner Systems I 

type costing exercise with Electrolyser Corporation and Ford. We have not yet evaluated the large 
vohune costs of fktory-built steam methane refonners, but use an 85% progress ratio instead. The 
initial cost for the 272 kg/day steam methane reformer is based on the reformer that is part of the 
200-kW stationary phosphoric acid £be1 cell system m a n d i e d  by the ONSI Division  of^ 
International Fuel Cells of South Windsor, Connecticut. We have assumed scaling factors for each 
of the major system components to extrapolate fiom the 272 kg/day unit down to the two s d e r  
units. All costs include hydrogen compression to 41.4 MPa (6,000 psia), storage and dispensing into 

Nominal Hydrogen Production Rate 
&day) 
No. of FCVs Supported 

Initial Capital Cod ($) 

Mmufacturing Progress Ratio Fact& 

Capital Cost at 10,000 Quantity ($) 

Cost/per Vehicle ($/FCV) 

3The number of vehicles supported by a station is approximately eight times the number of 
vehicles actually refbeling each day. Thus a fueling station supporting 300 FCVs would rehel 
about 38 vehicles on an average day. 

4 Initial capital cost for electrolyzers assumes production of 100 units minimum. 

2.72 

2.7 

15,500 

0.819 

4,380 

1,622 

'~rogress ratios varied for different components; values shown are approximate for the 
total system. 

44.2 88.5 272 I 
375 

447,000 

0.85 

50 

22 1,900 

.85 

100 

256,000 

0.85 

33,400 

667 

39,950 

400 

76,000 

203 



the vehicle tanks. 

Natural Gas Costing 

Based on recent case studies of natural gas refbeling station costs, we estimate that natural 
gas can be compressed to 24.8 MPa and dispensed into vehicle tanks for about $3.1UGJ initially, 
assuming low pressure natural gas costs $2.18/GJ. When 20,000 such natural gas dispensing stations 
are built (enough to supply 300,000 vehicles), the price of compressed natural gas is projected to fkll 
to $2.62/GJ. 

The cost of hythane is calculated from the 30% hydrogen and 70% natural gas ratio. The 
model takes into account the cumulative production of hydrogen, so three times more hythane 
vehicles must be sold to achieve a given hydrogen cost reduction than a pure hydrogen vehicle. 

Investments 

The model assumes that both government and industry make investments to bring the fuel cell vehicle 
to market. Initial cost-shared projects to supply 110 fbel cell buses and 232 fleet FCVs serve to bring 
costs'down via the progress ratios descr i i  above. For example, the first FCVs cost $178,000. By 
the end of the bus project, costs have Wen to $55,300 per FCV. These lower costs then provide a 
small market for "early adopters," which in turn gradually increase market share in subsequent years, 
slowly driving down prices. 

Government Investments 

The model assumes that the federal government continues funding R&D in fuel cells for 
transportation, and also initiates cost-shared projects to develop and demonstrate small scale 
electrolyzers and steam methane reformers for hydrogen fbehg applications. The govemment is also 
assumed to 50% cost-share two vehicle demonstration projects: a 1 10-bus project ($1 13 million of 
government funds) extending the three fbel cell buses slated for Chicago, and also a smaller fleet 
vehicle program ($7.7 million government) that supports 232 FCVs. Total government investments 
are $432 million over the 1995-2008 time period, as summarized in Table 4. No government 
investment is assumed for the natural gas vehicles. 

Industry Investments 

The automobile industry is assumed to invest $3,125 per FCV annual production capacity, plus two 
percent of annual sales for capital replacement. Plant construction time is three years, so the model 
looks ahead and calculates increased capacity needed three years in the future. The model adds this 
investment incrementally, although the actual investments would be made in discrete steps as new 
production volume was added. This incremental as-needed investment optimizes capital utilization 
and overestimates return on investment compared to the real world, but this approximation will apply 



to all the vehicle options. Again, the relative comparisons between vehicle options should still be 
valid. Total industry investment over the 1997-2030 time period is projected at $22.6 billion, split 
between three companies. 

The model assumes that one electroIyzer company invests $20 million, plus four percent of 
electro@er sales. The steam methane reformer companies (three assumed) invest $1 5 million each 
and four percent of sales, or a total of $328 million over the 111 period. In addition, the heling 
stations invest $10.8 billion to purchase the fbeling appliances over this period. 

Table 4. Government Investments (in 1996 U.S. Million Dollars) in Fuel Cell and Hydrogen Wastructure 

h d  
Totals 

23.6 

25.0 

34.9 

48.5 

47.2 

69.5 

70.4 

22.4 

Projects 

2003 

Year 

1995 
--  

1996 

1997 

1998 

Technology Validation Demonstrations 

1999 

2000 

2001 

2002 

R&D 

SMR 
Fueling 
Station 

22.8 

FudCcll 

22 

25 

30 

35 

1 20 2.77 

30 

25 

20 

20 

with Indus-) 

Electrolyz~r 
Fu&g 
Station 

5.33 

FC Buses 

1.6 

0 

4.2 

7.2 

Elcctrolym 

0.4 

0.5 

(Cost Shared 

FC 
VehiCICS 

0.09 

0.08 

7.5 

7.5 

2004 

2005 

2006 

2007 

2008 

Totals 

steam 
Methane 
~cformcr 

0.2 

0.4 

15.0 

15.0 

17.5 

12.5 

15 

15 

10 

5 

272 

5.33 

0.33 

10.99 

0.2 

1.1 

7.5 

22.5 

7.5 

43 1.8 

0.28 

1.64 

0.40 

2.43 

7.69 

1.4 

2.5 

4.5 

10 

40 

50 

113 



Government BenefitKost Ratios6 

The model also calculates the societal benefits of replacing gasoline ICE vehicles with FCVs, 
including the reduced costs of importing oil, and the reduced costs of environmental degradation. 
Estimating environmental damage is him speculative. Instead of damage costs, the model uses the 
lowest of several estimated avoided costs of alternative methods of reducing pollution, as summarized 
Table 5. 

Table 5. Air Pollution Avoided Costs ($/ton) 
I I 1 

The environmental benefitlcost ratio is then the net present worth of avoided environmental costs 
over the 1997-2030 time period, divided by the present worth of the government investments, using 
a three percent societal discount rate. Similarly, the oil import benefidcost ratio is the present worth 
of avoided oil puchases divided by the present worth of government investments, again using three 
percent discount rate for social effects. 

Southern California 

Baseline Direct Hydrogen Fuel Cell Vehicle Results 

(Tellus 
1990) 

29,000 

870 

262,500 

The various time-lines for the direct hydrogen fbel cell vehicle industry are shown in Figure 6% and 
for the hydrogen gas industry in Figure 6b, illustrating how increasing sales drive down costs over 
time. The investment curves show how relatively small government investments initially help to drive 
down prices, leading to dramatically larger industry investment once profitability has been 
demonstrated. 

The basic results of the analysis for the direct hydrogen he1 cell vehicle are summarized in Table 6 

(Mark 
1996) 

18,000 

350 

17,000 

?he benefidcost ratios have no meaning for the natural gas vehicles, since their cost is 
low enough to achieve sigmficant market penetration without any government intervention with 
the price elasticity curves assumed here. Hence benefithost ratios are given only for the FCVs. 

Used 
Here: 

18,000 

350 

17,000 



for industry return on investment, and in Table 7 for the government benefit/cost ratios. The 
automob'ie, gas and hydrogen retail suppliers all make over 17% returns on their investments. The 
electrolyzer business, however, never takes off in the baseline model. Although electrolyzers are 
essential to get the market started by providing low cost hydrogen fueling systems for just a few 
vehicles, the steam methane reformers produce lower cost hydrogen, and soon dominate the market. 

The oil import ben&t/cost ratio is between 28 and 61 to 1 -- oil imports savings exceed government 
investments by a factor of 28 to 62. The environmental avoided costs are 14 to 33 times greater 
than the government total investment of $432 million ($37 1 million net present worth at 3% discount 
rate) over the 19962008 time period. 

Table 6. Industry Retum on Inv- (30-year Baseline Totals - High I Low Ranges) 
I I 1 1 

I Investment 
($U. S. Millions) I R s t m n o n h v ~ e n t  I 

hue1 Cell vehicle Industry (36 I 2 1 Million FCVs) 1 20,570 / 16,050 1 2 1.8% 1 17.2% 1 
I Hydrogen Production In-: I 

Electrolyzer Fueling Appliances 

Natural Gas Reformer Fueling Appliances 

Hydrogen Retail Suppiers 

20.1 I 17.7 

318 1234 

Total Government Investment 

I hviromental savings 129,200/13,400 1 12,200/52300 1 33/14 1 

2.9% / 1.2% 

27.2% / 26.9% 

Table 7. Government Benefit/Ccst Ratios (30-vear Totals) 

14,470 / 7,500 

Oil Import Savings 
(1 1.5 / 5.2 Quads) 

Onboard Fuel Processors 

24.7% / 2 1.4% 

The aurent model also includes fUel cell vehicles powered by methanol and by gasoline. The onboard 
chemical processors recpired to convert these liquid fuels into hydrogen change vehicle performance 
and cost. These he1 processors add weight to the vehicle, and also reduce the fbel cell peak power, 
which in tum requires larger fbel cells and slightly larger motors to maintain equal vehicle 

Eknefit/Cost 
Ratios 

@3??Jxscomt 

($ u. s. molls) 

a 

54,750 I 26,380 

Current $M 

432 

Present Worth @ 3% - 
371 

22,650 / 10,400 61 / 28 



pedonnance in terms of drive train power to vehicle weight ratio. The resulting extra weight in turn 
requires larger drivetrain components - the weight compounding phenomenon. 

Methanol Fuel Processor 

The model assumes an onboard steam methanol reformer with water gas shift reactors to convert 
most of the carbon monoxide to hydrogen and water. Since CO poisons the anode catalyst of a PEM 
fiel cell, a gas cleanup device such as a preferential oxidizer is also required to reduce CO down to 
less than 10 ppm. The gas stream from this system will include approximately 25% CO, and 75% 
hydrogen (excluding water .vapor). To avoid buildup of this CO, in the anode chamber, the fUel cell 
cannot be operated "dead-ended," which is possible with pure hydrogen. Rather, the anode must 
have a significant exhaust component, which also means that a significant W o n  (10% to 20%) of 
the hydrogen will pass through the fie1 cell unreacted. Some of this unreacted hydrogen can be 
returned to a boiler to preheat the methanol or to raise steam for the reaction, but only with a loss 
of efficiency in the burner and heat exchangers. ~ e n c e  the fiel cell operating on reformate must 
necessarily have lower efficiency than the same &el cell operating on pure hydrogen. 

Furthermore, existing PEM fie1 cell systems have lower performance operating on a dilute mixture 
of hydrogen. Figure 7 compares the polarization curves measured by the Los Alamos National 
Laboratory for an older Ballard he1 cell operating on pure and dilute hydrogen, with hydrogen 
content varying fiom 40% to 75% (Inbody 1996). The anode gas stream also included 2% air to 
reduce the deleterious effects of CO, which also reduces performance - without this air bleed 
performance would have been worse. The measured drop in peak power was about 12% for the 75% 
hydrogen case characteristic of a methanol reformer output. The model assumes that the fiel cell size 
is therefore increased by 12% to maintain vehicle power to weight ratio. 

Even after increasing he1 cell size, however, the system efficiency on 75% hydrogen is still slightly 
lower than that for pure hydrogen, as shown in Figure 8. The solid upper w e  shows the he1 cell. 
system efficiency as a function of net output power operating on pure hydrogen with variable air 
compressor power fiom 1.2 atmospheres at low power up to 3 atmospheres at full power. The three 
lower curves in Figure 8 show theoretical and experimental data fiom Los Alamos for 75% hydrogen 
mixtures. The two theoretical curves were generated from computer models of the anode 
performance (Gottesfeld 1996). 

Given these efliciency data, the model estimates the weight of the vehicle after weight compounding, 
and a separate driving cycle simulation code estimates the fie1 economy of the vehicle over the EPA 
comb'ied urban5ighway driving cycle with each velocity segment multiplied by 1.25 (a more realistic 
"real world" driving schedule). Two estimates are made for each methanol FCV parameter: a high 
range with optimistic assumptions, and a low range assuming fie1 processor developments do not 
meet expectations. The parameters for the methanol processor are summarked in Table 8. The 
methanol FCV would have about 28% to 38% lower fbel economy than a direct hydrogen fbel cell 
vehicle. Since methanol production is also slightly less efficient than hydrogen production fiom 



Nltural gas (eg., 64% to 72%), greenhouse gas emissions will also be greater for methanol by at least 
30% per vehicle. 

Gasoline Fuel Processor 

The model assumes that gasoline is processed with an onboard partial oxidation (POX) system 
combined with water gas shat reactors and gas cleanup. This system would be siimilar to the 
methanol processor, but with even lower performance. The hydrogen content would be only 40% 
instead of 75%, causing a measured drop of 36% in peak power with the old Ballard fie1 cell stack, 
or a 21% drop using the optimistic LANL theoretical data. In addition, the POX processor will not 
need the excess thermal energy coatained in the hydrogen in the anode exhaust. It may be more 
difficult to recover this wasted hydrogen energy. The overall gasoline processor parameters are 
swmnarized in Table 9. The estimated gasoline FCV fuel economy would be 38% to 57% less than 
that of a hydrogen FCV, although still 20% to 72% better than that of a gasoline-Med 
ICEV. 

Table 8. Characteristics of Low and Hi& Range Methanol-Powered Fuel Cell Vehicles 

I I -Range I Low Range I 
I Fuel Cell Size Increase w/r to H2 FCV I -10% I - 12% 1 

Fuel Cell Efficiency Curve 

1 Hydrogen Utilization I 90% . I 83.3% I 
I C@ &gradation I None I (Included inexp. data) I 
1 Methanol Reformer Efficiency (HfleOH 1 84.5% I 77% I 
I Methanol Refomer Weight (kg) I 46 I 60 I 
1 Vehicle Weight Increase (kg) I 110 I 135 I 

Fuel Economy (1 -25 X Combined Cycle) in lann 
(mpg-equivalent) I 

[ Fuel Economy Decrease w/r to H, FCV I -28.6% I -38.5% I 



Table 9. Characterktics of Low and High Range Gasoline-Powered Fuel Cell Vehicles 

I High Range I I-4XV Range I 
Fuel Cell Size Increase(w/r to H, FCV) I 1.21 I 1.36 I 
Fuel Cell Efficiency Curve LANL Theory k 4 . 0 2 5 )  LANL Experhent.1 

I I 

Hydrogen Utihation 1 90% I 83.3% I 
CO, Degradation 

Anode Gas Heat Recovery 70% 0 

Gasoline POX Efficiency (HdGasoline - 
LHV) 

Gasoline POX Reformer Weight (kg) I 55 I 87 I 

None 

Vehicle Weight Increase (kg) I 109 I 186 1 

(Included in exp. data) 

75% 70% 

Fuel Economy w/r to ICEV 1.72 1.20 I 
Fuel Economy (1.25 X Combined Cycle) in 
k d  (mpg-equivalent) 

Fuel Economy Decrease w/r to H, FCV I -38.3% I -56.9% 

Comparison of Direct Hydrogen with Methanol and Gasoline Fuel Cell Vehicles 

17.9 
(42.3) 

Vehicle Cost Comparison 

12.5 
(29.4) 

The lower fie1 cell performance and the added weight of the liquid-fueled FCVs also translates into 
added cost. Part of the additional cost is due to the requirement for larger fuel cell stacks, larger peak 
power batteries and larger motor controllers to maintain vehicle power to weight ratio, as 
summarized in Table 10 for methanol-powered FCVs and Table 1 1 for gasoline-powered FCVs. To 
a fist approximation, the extra power train costs cancel the savings derived fiom eiiminatting the 
compressed hydrogen tarnk, leaving the cost of the onboard processor as a net addition to the 
hydrogen FCV cost. The estimated vehicle prices are shown in Figure 9, assuming that the base 
gasoline AIV Sable costs $18,000. 

1 



Table 10. In- Cost (1996 U.S. Doliars) for Methanol-Pawed Fuel Cell Vehicle Wgh 
Volume Mass Production Costs) 

C o s r D I f f d  
(MeOH FCV - H, FCV) 

Direct Hydrogen 
FCV 

Fuel Cell System 
($40flcW) 

. . . - - - . - - . - 

Peak Power Battery 
(%7.8kW) 

Motor/Controfler 
($12.7/kW) , 

Hydrogen Tank 
($133/kg) 

Methanol Processor 
($1 OkW -High & 
%20/kW-Low) 

Totals 

Methanol FCV Cost 

High Size High Low cost Low 

50 kW 

40 kW 

79 kW 

5.78 kg 

- 

2400 

337 

1080 

0' 

540 

4357 

2000 

312 

1000 

768 

0 

4080 

440 

31 

100 

-768 

1100 

903 

2440 

343 

1100 

0 

1100 

400 

25 

80 

-768 

540 

4983 277 



Fuel Economy Comparison 

Table 11. In& Cost Estimates (1996 U.S. D o k )  for GasolinePowered Fuel Cell Vehicle (High Volume 

The %el economies of the three vehicles are compared in Figure 10, in miles per gallon of gasoline 
equivalent 0 on the 1.25 times accelerated EPA combined driving schedule. The natural gas and 
hythane vehicles are assumed to have the same fkl economy as the gasoline ICEV. Higher &ciency. 
may be possible with natural gas, but improved &ciency often must be traded off for low emissions. 

Mass Production Costs) 

U l T  
Fuel Cell System 
($40flcw) 

Peak Power Battery 
($7.8kW) 

MotorIControllex 
($12.7kW) 

Hydrogen Tank 
($133Acg) 

Gasoline-POX Processor 
($1 OAcW -High & $20kW- 
Low) 

Totals 

Vehicle Emissions Comparison 

The estimated local air pollution and global greenhouse gas emissions per vehicle for these three 
FCVs are compared with battery EVs and with a FCV storing liquid hydrogen onboard in Figure 1 1, 
all normalized to one for the gasoline ICE vehicle in the 2000' time period. The most striking result 
is that the greenhouse gases associated anth electrolytic hydrogen would be 65% greater than those 
fiom a gasoline ICEV. This results fiom the projected composition of the average U.S. marginal 
grid mix in the 2000' time period - 70% coal and 25% natural gas. Since the clean generators 
(nuclear and hydro-electric) are operated near capacity, any new power demand requires primarily 
additional coal consumption. As discussed earlier, however, the steam methane reformers rapidly 
take over most of the hydrogen market, providing greater greenhouse gas reductions than any other 
option. 

Direct Hydrogen 
FCV 

Size 

50kW 

40 kW 

79 kW 

5.78 kg 

- 

Cost 

2000 

3 12 

1000 

768 

0 

4080 

GasobPOX FCV 
Cost 

Cost Differential 
(Gasoline FCV - 

H2 FCV) 

High 

2630 

337 

4080 

0 

540 

4587 

High 

630 

25 

80 

-768 

540 

507 

Low 

3 120 

355 

1140 

0 

1140 

5755 

Low 

1120 

43 

140 

-768 

1140 

1675 



Any of the FCVs nearly eliminate CO and NOx d o n s .  However, both methanol and gasoline will 
have signiscant evaporative emissions unless fieling systems and refbeling procedures are mocMed 
for liquid fuels. Methanol is both less volatile and less photoreactive than gasoline vapors, so its 
impact on ozone smog is less than that of gasoline. 

The per vehicle greenhouse gas emissions are compared in Figure 12 for six vehicles in grams of C02 
equivalent. This I11 fie1 cycle analysis shows that natural gas vehicles offer only a 10 to 15% 
improvement over gasoline ICEVs. Hythane will always produce more greenhouse gas emissions 
than a natural gas vehicle, unlas the hythane engine is tuned for higher efficiency at the sacrifice of 
higher NOx emissions (or hydrogen is made fiom renewable sources). Hythane increases greenhouse 
gas emissions since hydrogen is either made fiom natural gas at less than 100?4 efficiency, or it is 
made from electrolysis of water which produces considerably more greenhouse gases as shown in 
Figure 12 with projected utility grid rnargmd generator mix. The direct hydrogen FCV provides the 
greatest reduction in greenhouse gases if hydrogen is made by steam methane reforming, but also 
produces the worst increase with electrolytic hydrogen. 

Market Penetration Comparisons 

As shown in Figure 13, the market p e n d o n  of methanol- and gasoline-powered FCVs lags behind 
that of the direct hydrogen FCV, due to higher initial vehicle cost, even though hydrogen initially 
costs more per mile than methanol or gasoline. Only the high ranges for the liquid fueled FCVs show 
up on Figure 13. The low range cases never penetrate the market with the baseline parameters - they 
remain too expensive to gain sipdicant market share. Market penetration for the lower range 
hydrogen FCV case7 is very similar to the methanol high range case - the market share penalty as a 
result of the high initial cost of hydrogen nearly equals the rnarket loss due to the higher initial 
purchase price of the methanol-powered FCV. 

The natural gas vehicles obtain a large market share early, even though they cannon compete in the 
ZEV market. The model assumes that 25% of the non-ZEV market is available for alternatively 
fueled vehicles wm.pethg with $18,000 ICEVs (vs. $25,000 battery EVs for the ZEV wmpetition.) 
After 2025 the direct hydrogen FCVs exceed the NGVs, since the model assumes that 50% of all 
vehicles sold in California and the five opt-in states in the Northeast must be ZEVs. Thus the direct 
hydrogen FCV has a larger market base. 

The hythane vehicle sales lag the NGV sales due to the slightly higher cost of the hythane tanks and, 
more importantly, due to the higher cost of hythane due to the hydrogen component. 

As a result of reduced market penetration, the return on investment is generally less for the methanol- 

 h he low range hydrogen case assumes that the hydrogen cost market share multiplier f d s  
to 50% when the cost of hydrogen is 1.5 times the cost of gasoline, compared to 2 times the cost 
of gasoline for the hydrogen high range case (See Figure 3.) 



and gasoline-powered FCVs ( F i i e  14), although the high range methanol case yields slightly higher 
returns than the low range hydrogen case. Again, only the high range estimates are shown on Figure 
14 for the methanol- and gasoline-FCVs - there is no remm fbr the low range assumptions for either 
liquid keled FCV. 

The government environmental bene£it/cost ratios also decline for the FCVs with onboard reformers 
(Figure 15), due both to lower market penetration and also due to lower per vehicle environmental 
bendts. In this case the high range meihanol-FCV environmental benefit / cost ratio is only slightly 
less than the low range direct hydrogen FCV case. 

Finally, Figure 16 shows the corresponding oil import benefidcost ratios for these three FCV types. 

Cumulative Environmental Savings 

The mmdative environmental savings over the 1997-2030 time period are summarked in Figure 17 
for the three FCVs and for natural gas and hythane vehicles. The natural gas and hythane vehicles 
provide the greatest overall savings due to their early market penetration. In terms of cumulative 
greenhouse gas emissions, however, the direct hydrogen fie1 cell vehicle provides the largest 
reduction, even though fewer FCVs are sold (Figure 18). This large climate change advantage of the 
direct hydrogen fie1 cell is due to the large &action of hydrogen being produced by steam methane 
rdomhg, which produces less than halfthe per vehicle greenhouse gases as a natural gas or hythane 
vehicle. 

Conclusions 

This market penetration model shows a plausl'ble scenario whereby small scale electrolyzers and small 
scale natural gas steam reformers could provide economic hydrogen to support a growing fie1 cell 
vehicle market. Based on detailed assessment of he1 cell vehicle and hydrogen costs in mass, 
production, the model illustrates that both the automotive industry and the hydrogen gas industry 
could make over 20% return on investment, provided that the federal government invested over $400 
million between now and 2008 in the Wer development and demonstration of fie1 cell vehicles and 
in hydrogen i.r&astructure development. 

Electrolyzers, on the other hand, have mixed review: they are essential in the startup phases to 
provide very small fbeling appliances to support early fleets of 2 to 50 vehicles. But the model 
indicates that electrolyzer mandacturers could not make adequate return on investment on the FCV 
market alone, since steam methane reformers would take over the market as fbel cell vehicle sales 
increased. In any case, electrolytic hydrogen would dramatically increase greenhouse gases with the 
projected mar@ utility mix in the U. S. in the early 21st century. Thus both economic and 
environmental concerns impede mid term use of electrolytic hydrogen. Only substantial utility grid 
penetration of renewable electricity would make electrolytic hydrogen environmentally acceptable. 
Renewable electricity would have to saturate the grid during peak use, for example, in which case 
producing hydrogen from excess renewable electricity would reduce overall greenhouse gases. 



Othemise, @lacing fossil fuel electricity at any time of the day or night with renewable electricity 
would reduce greenhouse gases more than making hydrogen for use in a FCV.' 

This model also indicates that methanol- or gasoline-powered FCVs would be less attractive in the 
marketplace¶ due p M y  to an expected increase in vehicle costs. Although the onboard processor 
itselfmight be cost competitive with the compressed hydrogen tank it would replace, the lower peak 
power and lower efficiency of the fbel cell operating on dilute mixtures of hydrogen would require 
larger fie1 cells and slightly larger drivetrain components, driving up the vehicle cost. 

Natural gas vehicles would have much greater market penetration than the &el cell vehicles due both 
to lower initial vehicle cost and lower he1 cost. As a result of this higher market penetration, natural 
gas vehicles would provide greater overall environmental savings (local urban pollution plus 
greenhouse gases) than fuel cell vehicles. However, in terms of greenhouse gases alone, the direct 
hydrogen fbel cell vehicle could provide over twice the climate change benefits over the 1997-2030 
time period as the natural gas vehicle, despite fewer vehicle sales. 

Hythane (30% hydrogen with 70% natural gas) would have marginal or negative benefits. The 
hythane vehicle would cost more due to larger tanks to maintain vehicle range, and fuel costs would 
be higher, reducing market penetration slightly with respect to a pure natural gas vehicle. 
Nonetheless, total environmental savings with hythane could be larger (lean bum) or they could be 
less (stoichiometric) than pure natural gas. From a climate change perspective, however, hythane 
would cut greenhouse gas benefits in half compared to the pure natural gas vehicle. 

If reducing greenhouse gases is a major societal goal, then direct hydrogen fbel cell vehicles are the 
best choice, with methanol fbel cell vehicles second, natural gas vehicles third, hythane vehicles 
fourth, and gasoline fuel cell vehicles last, as s d e d  in Figure 18. 
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Abstract 

In this progress report, we summarize our results to date from an ongoing technical and 
economic assessment of hydrogen as a fuel for fuel cell vehicles. This work is being 
carried out as part of the systems analysis activity of the US Department of Energy 
Hydrogen R&D Program. 

Five tasks are currently underway: 

Task 1: Evaluate the projected performance and cost characteristics of alternative fuel cell 
' vehicles with: 

* compressed gas hydrogen storage 

* onboard steam reforming of methanol 

* onboard partial oxidation (POX) of hydrocarbon fuels derived from crude 
oil 

Task 2: Evalute refueling infrastructure requirements for each altemative for Southern 
California conditions. 

Task 3: Determine the delivered fuel cost for Southern California conditions for various 
fuel cell vehicle fuels including: hydrogen from natural gas, coal, biomass, off-peak 
power, solar; methanol from natural gas, coal, biomass; hydrocarbon fuels such as 
gasoline from crude oil. 

Task 4: Calculate the lifecycle cost of transportation for Southern California conditions for 
each altemative fucl cell vehicle type and fuel. 

Task 5: Compare the design and economics of hydrogen refueling station options, 
including small scale onsite steam reforming of natural gas, partial oxidation processing 
(POX) of hydrocarbon fuels and electrolysis. 



Introduction 

Summary of ApproachIRationale 

Since 1986, researchers at Princeton University's Center for Energy and Environmental 
Studies have carried out technical and economic assessments of hydrogen energy systems. 
The goal of our work is to illuminate possible pathways leading from present hydrogen 
markets and technologies toward wide scale use of hydrogen as an energy carrier, 
highlighting important technologies for RD&D. Our approach has been to assess the entire 
hydrogen energy system from production through end-use from several perspectives (fuel 
producer, consumer, society) considering technical performance, economics (e.g. capital 
cost, delivered hydrogen cost, cost of energy services), infrastructure, environmental and 
resource issues. This work has been part of the systems analysis activity of the DOE 
Hydrogen Program since 199 1. 

Past Results 

Initially, we focussed on the long term potential of hydrogen derived from renewables 
(solar, wind, biomass). These studies suggested that renewable hydrogen used in energy 
efficient end-use devices (e.g. fuel cells) could become economically competitive, 
beginning in the next century. More recently we have explored how a transition to large 
scale use of hydrogen energy might begin. The goal of this work is to identify promising 
strategies leading from near term hydrogen markets and technologies toward eventual large 
scale use of hydrogen as an energy carrier. 

Over the past few years our focus has been on strategies for producing, distributing and 
using hydrogen as a fuel for zero emission vehicles. We have looked in detail at the 
various near term options available for providing hydrogen transportation fuel to vehicles 
(production of hydrogen from natural gas or off-peak power). We have also considered 
longer term options such as gasification of biomass or municipal solid waste (MSW) and 
hydrogen from wind or solar. In FY '95 and N '96 we assessed the potential impact of 
advances in small scale hydrogen production technologies (steam reforming of natural gas, 
electrolysis using off-peak power) on the cost of hydrogen transportation fuel. In 
particular, we assessed the possibilities for low cost, small scale hydrogen production from 
natural gas. During FY'96, we completed a case study of developing a hydrogen refueling 
infrastructure in Southern California. 

Current Year Results 

Cost And Performance Benchmarks For Hydrogen As A Fuel For 
Fuel Cell Vehicles 

All fuel cells currently being developed for near term use in vehicles require hydrogen as a 
fuel. Hydrogen can be stored directly or produced onboard the vehicle by reforming 
methanol or hydrocarbon fuels derived from crude oil (e.g. Diesel, gasoline or middle 
distillates). The vehicle design is simpler with direct hydrogen storage, but requires 
developing a more complex refueling infrastructure. 

While most in the fuel cell vehicle community would agree that widespread public use of 
hydrogen fuel cell cars is the ultimate aim, there is an ongoing debate about the most direct 
path to this goal. Much of this debate centers around which fuel to use and when to use it. 



This year we have concentrated on a set of related tasks aimed at assessing the potential for 
using hydrogen directly as a fuel for fuel cell vehicles. This work builds on our earlier 
studies of hydrogen Mastructure, and extends it to consider alternative fuel cell vehicle 
designs as well as the refueling system. 

We compare three leading options for fuel storage onboard fuel cell vehicles (see Figure 1): 

* compressed gas hydrogen storage 

* onboard steam reforming of methanol 

* onboard partial oxidation (POX) of hydrocarbon fuels derived fro& crude oil 

with respect to vehicle performance, fuel economy and cost, and infrastructure 
requirements. 

The following specific tasks are being addressed. 

* Task 1. Evaluate the projected performance and cost characteristics of 
alternative fuel cell vehicles with: 

(a) compressed gas hydrogen storage 
(b) onboard reforming of methanol 
(c) onboard partial oxidation of hydrocarbon fuels derived from 
crude oil 

To estimate the performance of fuel cell vehicles, we employ fuel cell 
vehicle models developed at Rinceton. We also draw on existing 
vehicle modelling work ongoing as part of the DOWOTT @0Wmce 
of Transportation Technologies) and PNGV (Partnership for a New 
Generation of Vehicles) programs on fuel cell vehicles, and related 
studies by other academic groups (UC Davis, U of Michigan, 
Georgetown U.). Although a considerable amount of modelling work 
has been done on hydrogen and methanol fuel cell vehicles, there is little 
published data on vehicles where hydrogen is produced onboard via 
partial oxidation of hydrocarbon fuels derived from crude oil. We have 
concentrated on understanding the issues for this altemative. 
Equilibrium, kinetic and heat integrated (ASPEN) models have been 
developed to estimate the performance of onboard fuel processors. 

* Task 2. Evaluate the refueling infrastructure requirements for each 
alternative, for the case of Southern California. Capital costs for 
hydrogen refueling infrastructure development are estimated for various 
near term hydrogen supply options, and the cost of delivered hydrogen 
to the consumer is calculated. The overall infrastructure costs per car 
are also compared for gaseous hydrogen, methanol and hydrocarbon 
fuels from crude oil, including the added costs of fuel production, 
storage, distribution and refueling stations.(This task extends our earlier 
studies of hydrogen infiastructure in Southern California.) As part of 
this study we consider strategies for building a hydrogen infrastructure, 
e.g. examine how hydrogen might be introduced for centrally refueled 
buses and automotive fleets first, eventually moving to public use. 



* Task 3. Determine the delivered fuel cost for Southern California 
conditions of the various fuels including hydrogen from natural gas, 
coal, solar, wind, biomass or nuclear; methanol from natural gas, 
biomass or coal; and hydrocarbon fuels such as gasoline or Diesel from 
crude oil. 

* Task 4. Calculate the lifecycle cost of transportation for Southern 
California conditions for each alternative. 

* Task 5. Compare the design and economics of hydrogen refueling 
station options including using small scale onsite steam reforming of 
natural gas and methanol, POX processing of hydrocarbon fuels and 
electrolysis. The results of this task will be a comparison of designs for 
hydrogen refueling stations, which might be appropriate for vehicle 
demonstrations. This builds on previous work at Princeton, as well as 
work published as part of the PNGV and DOEYOTI' programs. 

In this report, detailed results from Tasks 1 and 2 are given. Results from Tasks 3,4, and 
5, which are scheduled for completion by November 1997, will be given in subsequent 
reports. 

Goals of Current Year's Work 

The goals of our current study of hydrogen as a fuel for fuel cell vehicles are: 

* To provide valuable data and suggest possible implementation 
strategies as the Hydrogen Program plans demonstrations of hydrogen 
vehicles and refueling infrastructure. 

* To work with researchers at Directed Technologies, Inc. @TI), 
Lawrence Livemore National Laboratories, and DOE to assist the 
DOE Hydrogen Program managers define performance and cost 
benchmarks that hydrogen vehicle and fuel supply technologies must 
meet to compete in transportation markets. 

Data Sources 

To estimate the infiastructure requirements for various fuels, we have used data developed 
as part of earlier studies of hydrogen refueling systems as well as data published as part of 
the PNGV and DOEYOTT programs. The emphasis is on studying infrastructure issues in 
Southern California, a likely site for hydrogen vehicle and refueling infrastructure 
demonstrations. 

The work also involves estimating the cost and performance of alternative fuel cell vehicles. 
These estimates draw in part on existing published studies of fuel cell vehicle designs by 
Ford, GM, Chrysler and other PNGV participants. We also use the results of fuel cell 
vehicle component models developed at Princeton and at DTI. A large number of industry, 
government and academic sources have provided the data needed for our fuel cell vehicle 
calculations. 

Carrying out conceptual designs of hydrogen energy systems requires a large data base on 
the performance and cost of hydrogen production, distribution and end-use equipment. A 



Table 0. Conversion Factors And Economic Assumptions 

1 GJ (Gigajoule) = 109 Joules = 0.95 Million BTU 
1 El (Exajoule) = 1018 Joules = 0.95 Quadrillion (1015) BTUs 

1 million standard cubic feet (scf) = 28,300 Normal cubic meters (mN3) = 362 GJ ( H H Y )  
1 million scf/day = 2.80 tons/day = 4.19 MW H2 (based on the HHV of hydrogen) 

1 scf H2 = 362 kJ (HHV) = 344 BTU (HHV); 1 lb H2 = 64.4 MJ (HHV) = 61.4 kBTU 
( H W )  = 178.5 scf 
1 mN3 = 12.8 MJ (HHV); 1 kg H2 =141.9 MJ (HHV) = 393 scf 

1 gallon gasoline = 130.8 MJ (HHV); $1 /gallon gasoline = $7.67/GJ (HHV) 

AU costs are given in constant $1993. 

Capital recovery factor for hydrogen production systems, distribution systems and 
refueling stations = 15 % 



Table 1. Industrial, Government and Academic Data Sources 

INDUSTRY 
Industrial Gas Suppliers 

Air Products and Chemicals, Inc. 
Praxair 
BOC 

Reformer Manufacturers 
Howe-Baker Engineering 
H y h h e m  
Haldor-Topsce 
KT1 

Hydrogen Burner Technology 

Electric and Gas Utilities 
Southern California Gas 
Southern California Edison 

Fuel Cell Developers 
Ballard Power Systems 
International Fuel Cells 
Energy Partners 
H-Power 

Manufacturers of Hydrogen 
Compressors and Cylinders 

Christy Park Industries 
RIX Compressors 

Electrolysis Manufacturers 
Electrolyser, Inc. 
Teled yne 

Automotive Companies 
Ford 
GM 
Chrysler 
Daimler-Benz 
Toy ota 
Ma& 

Oil Companies 
Exxon 
Mobil 

Engineering/Research Companies 
Directed Technologies, Inc. 
Arthur D. Little 
XerodClean Air Now Project 
Gas Research Institute 
Glyn Short (consultant) 

GOVERNMENT 
National Laboratories 
National Renewable Energy Laboratory 
Lawrence Livermore National Laboratories 
Los Alamos National Laboratories 
Argonne National Laboratories 
Sandia National Laboratories 
Oak Ridge National Laboratories 

US Department of Energy 

South Coast Air Quality 
Management District 

California Air Resources Board 

Los Angeles Metropolitan Transit 
Authority 

ACADEMIC INSTITUTIONS 
University of California at Davis 
University of California at Riverside 
University of Michigan 
TexasA&M 
Humboldt State University 
Georgetown University 



partial list of industrial, govemment, and academic sources used in the work is contained in 
Table 1. 

Methods Of Analysis 

As discussed below, where necessary, engineering models of fuel cell vehicles, fuel 
processors, and refueling station equipment have been developed. 

The levelized cost of hydrogen production, delivered hydrogen cost and lifecycle costs of 
transportation are estimated using standard microeconomic techniques. 

Interaction With Other GroupsfTechnoIogy Transfer 

In this research Princeton has coordinated with Directed Technologies, Inc. @TI), 
Lawrence Livermore National Laboratory (LLNL) and other members of the Hydrogen 
Program Analysis Team (under the direction of Jim Ohi of NREL) to discuss cost and 
performance issues for hydrogen as a fuel for fuel cell vehicles. It has been particularly 
useful to compare our results with those from a recent infrastructure study undertaken by 
DTI for Ford and the Office of Transportation Technology. 

This work has also involved interaction with fuel cell manufacturers and with automotive 
companies (including Ford, Chrysler and GM and their subcontractors) which are 
considering or planning fuel cell vehicle demonstrations as part of the DOE/OTT and 
PNGV programs. We have also interacted with groups at Los Alamos National 
Laboratory, and Argonne National Laboratory who are studying fuel cell vehicle systems, 
as well as other academic groups (UC Davis, U of Michigan, Georgetown U), fucl 
providers (Exxon, Mobil, ARCO), and other companies such as Arthur D. Little (ADL). A 
partial list of groups who have assisted us with useful data and discussions is given in 
Table 1. 

Results to Date 
Task 1: Comparison Of Alternative Designs For Fuel Cell Vehicles 

Model Of Fuel Cell Vehicles 

A computer model for proton exchange membrane fuel cell vehicles has been developed 
(Steinbugler 1996, Steinbugler and Ogden 1996, Steinbugler 1997). This program allows 
us to estimate the performance, fuel economy and cost of alternative fuel cell vehicle 
designs. 

Input parameters to the model include: 

* the driving schedule [the Federal Urban Driving Schedule (FUDS), 
Federal Highway Driving Schedule (FHDS) or others may be used] 

* vehicle parameters (the base vehicle weight without the power train, the 
aerodynamic drag, the rolling resistance, vehicle frontal area, accessory 
loads), 

* fuel cell system parameters (fuel cell current-voltage characteristic, fuel 
cell system weight), 



* peak power battery characteristics (behavior on charging and 
discharging, weight), and 

* fuel processor parameters (conversion efficiency, response time, 
weight, hydrogen utilization in the fuel cell). 

First, the fuel cell system and peak power device are sized according to the following 
criteria: 

* The fuel cell system alone must provide enough power to sustain a 
speed of 55 mph on a 6.5% grade. 

* The output of the fuel cell system plus the peak power device must 
allow acceleration for high speed passing of 3 mph/sec at 65 mph. 

These criteria are consistent with the goals set by the Partnership for a New Generation of 
Vehicles (PNGV). 

Once the components are sized, the vehicle weight is calculated, (accounting for any extra 
structural weight needed on the vehicle to support the power system). Then the fuel 
economy is calculated for a desired driving schedule. At each time step of the driving 
schedule the road load equation [I] is solved to find the total power PD needed from the 
vehicle's electrical power system (fuel cell plus peak power device). 

where: 
PD = total electrical power demanded of vehicle's power system (Watts) 
Pam = power needed for accessories such as lights and wipers (Watts) 
m = vehicle mass (kg) 
a = vehicle acceleration (rnls2) 
v = vehicle velocity ( d s )  
g = acceleration of gravity = 9.8 d s 2  
CR = rolling resistance 
p = density of air (kg/m3) 
CD = aerodynamic drag coefficient 
AF = vehicle frontal area (m2) 
q = efficiency of electric motor, controller and gearing 

If the fuel cell alone cannot supply the power needed, the peak power battery is called 
upon. Power demanded is allocated between the fuel cell and battery in a way that both 
accounts for fuel processor response time and aims to maintain the battery at a target state 
of charge. (The program is set up to keep the battery near its ideal state of charge, by 
recharging from the fuel cell during driving.) Knowing the fuel processor efficiency, the 
fuel consumed in each time step can be estimated. Fuel consumption is summed over the 
drive cycle and divided into the distance travelled to give a fuel economy, expressed in 
miles per equivalent gallon of gasoline. 



Fuel Storage Capacity and Range 

The vehicle range is allowed to vary, but all fuel storage systems are assumed to weigh 50 
kg. We assume that 7.5% hydrogen by weight can be stored in a compressed gas tank at 
5000 psia. For gasoline and methanol, 13 gallons of fuel are stored in a 12 kg tank. 

Model of Fuel Cell System 

The fuel cell is modelled based on current-voltage curves for existing PEM fuel cells 
(Steinbugler and Ogden 1996). For hydrogen-air fuel cells operated at 3 atrn, with cathode 
stoichiometry of 2, the voltage current relation is given by [Steinbugler 19971: 

where: 

V = voltage output in volts 
i = current density is amps/cm* 

Vcomp/exp = voltage correction for power consumed/generated by net air 
compression/expansion. 

= -0.08 for hydrogen 
= 4.067 for methanol steam reforming 
= 0 for gasoline POX 

VrefOmte = voltage penalty due to H2 dilution when operating on reformate 
= 0 (hydrogen) 
= 0.06 i for methanol refonnate 
= 0.1 2 8 i for gasoline/POX 

This expression is valid for Oc i < 1.5 amps/cm2. 

Both the power produced by the fuel cell and the power required for cathode air 
compression are proportional to the flow of hydrogen through the fuel cell (or the current 
drawn from it.) Thus in order to properly account for the net audiary power 
(compression-expansion) we apply a constant voltage drop of Vcomp/exp to the 
polarization curve, as shown in Eq. 1. 

The output of PEM fuel cells varies with the concentration of hydrogen in the anode feed 
gas. For compressed gas hydrogen storage, the feed gas to the fuel cell anode is pure 
hydrogen. For the case of methanol steam reforming, the hydrogen content is about 75% 
by volume and for gasoline partial oxidation about 35%. The voltage and power output of 
the fuel cell on different anode feed gases is shown in Figure 2. The peak power output is 
highest on pure hydrogen. The higher the hydrogen content, the better the fuel cell 
performance, and the greater its power density. 

Model of Peak Power Battery 

We have modelled our peak power battery as a thin fdm, spiral wound, lead-acid 
technology, based on data from the Bolder Battery company (Juergens 1995, Keating 
1996, Plichta 1995). The battery system specific weight is assumed to be 1.0 kg/kW. To 
ensure a long lifetime, the battery is kept near its initial state of charge of 50% by 
recharging from the fuel cell during driving. The battery charge and discharge rates depend 



on the battery power demand, the state of charge and on the battery resistance. The 
charging current is limited to 30 amps. 

It is assumed that energy is recaptured via regenerative braking, up to the battery's 
maximum charge rate. When the battery state of charge exceeds its nominal value of 5096, 
the program demands more power from the battery and less from the fuel cell, in order to 
bring the battery state of charge back down to the nominal 50% level. 

Models Of Onboard Fuel Processors 

Onboard fuel processors convert a liquid fuel (methanol or gasoline) to a hydrogen rich gas 
for use in the fuel cell. 

Heat integrated methanol steam reformer and gasoline partial oxidation systems have been 
modelled using ASPEN-plus software (Kreutz, Steinbugler and Ogden 1996, Kartha, 
Fischer and Kreutz 1996). Configurations for a methanol steam reformer /fuel cell system 
and a gasoline partial oxidationlfuel cell system are shown in Figures 3 and 4. 

For the methanol steam reformer, the fuel cell anode exhaust gas is used as fuel in the 
reformer burner. The energy is recovered as heat input to the steam reforming reaction. 
The critical feedback loop, in which the anode exhaust is burned to partially satisfy the heat 
requirements for the steam reforming reaction, complicates a clear defmition of the steam 
reformer efficiency independent of the fuel cell. As a gauge of system efficiency we 
employ the product of the steam reformer efficiency (HHV of hydrogen produced/HHV of 
methanol feed) times the hydrogen utilization in the fuel cell. This yields a system fuel 
reformer efficiency corresponding to the (HHV of the hydrogen consumed in the fuel 
cell)/(HHV of the methanol feed) = 62%. However, the expander work significantly 
exceeds that required for air compression, accounted for by a Vcomp/ex~-067 or on 
average an 8% increase in the DC output of the system. 

In contrast to methanol steam reforming, which requires heat input, partial oxidation is an 
exothermic reaction. A well heat integrated POX reformer has no need for the energy 
contained in the anode exhaust. Some of the energy in the anode exhaust gas can be 
recovered for uses other than the POX reaction. For example, anode exhaust can be 
burned to vaporize the incoming gasoline and also to provide expander work to offset the 
required air compressor work. The expander work exceeds power demands for 
compression, but the excess power produced (c1 kWe) is not sufficient to warrant a , 
separate generator. The conversion efficiency for the POX reactor is well defined (HHV 
H2 out/HHV gasoline in) and has been measured as the near-equilibrium value of 86.7% 
(Mitchell 1996). 

For comparison with the steam reformer efficiency note that the product of the POX 
efficiency times the 80% hydrogen utilization in the fuel cell gives a POX system efficiency 
= (HHV H2 consumedMHV gasoline in) of 69.4%. 

Plotting the power demand PD from Eq. 1, we see that the demands on the power system 
change rapidly over a typical drving cycle. This is shown in Figure 5, where the power 
required by the Federal Urban Driving Schedule is plotted vs. time. (When PD is negative, 
the vehicle is braking.) 

In a hydrogen fuel cell vehicle, the fuel cell should be able to follow the rapidly changing 
demands of the driving schedule. However, onboard fuel processors can have a longer 
response time, as it can take many seconds or even minutes to change the gas output of the 



reformer. It may be difficult for the fuel processorffuel cell system to follow the rapidly 
changing demands. 

For POX reactors this may not be much of an issue, as the response time is expected to be 
quite fast. For steam reformers, it may bc longer, on the order of several seconds or more. 
To model the effect of response h e ,  we assumed that the fuel processor tries to follow the 
demands of the driving cycle, reaching the desired level in a characteristic response time. 
Meanwhile, the peak power battery supplies the power needed by the drive cycle, until the 
fuel processor can "catch up". The peak power battery is recharged while driving from the 
fuel cell, when the power is lower, or fi-om regenerative braking. 

The drive cycle power demand and the output of the fbel cell system are plotted in Figure 6 
for fuel processor cases with 1 and 5 second response times. The fuel cell output matches 
the power demand well for the 1 second case, but lags the power demand significantly for 
the 5 second case. The battery state of charge is also shown for each case. For the 5 
second response time, the battery is used more often and the battery state of charge has 
larger excursions away from its target value. The amount of energy routed through the 
battery is shown in Figure 7 as a function of fuel processor response time for the FUDS 
and FHDS cycles. The longer the response time, the more the battery must be used. For a 
5 second response time 4040% of the energy reaching the wheels on the FUDS cycle has 
been routed through the battery. 

Model Results: Vehicle Performance, Fuel Economy and Cost for 
Alternative Fuel Cell Vehicle Designs 

We now apply the model to compare alternative designs for fuel cell vehicles. Table 2 
summarizes the assumptions used in our calculations. Table 3 shows the results for vehicle 
mass,the required size for the fuel cell and peaking battery, the fuel economy and range for 
alternative fuel cell vehicle designs. 

Vehicle Weight 

The vehicle mass varies with the vehicle type. The various components' contributions to 
the total vehicle mass are shown for hydrogen, methanol and gasoline fbel cells cars in 
Figure 8. Vehicles with onboard fuel processors are heavier for several reasons. First, the 
fuel processor adds weight. Second, the fuel cell/fuel processor system is less energy 
efficient than a pure hydrogen system, so a larger fuel cell is needed to provide the same 
power output, if the fuel cell is run on reformate. Third, the mass of the vehicle support 
structure is increased by 15% of the additional weight it carries. The methanol fuel cell 
vehicle weighs about 10% more than the hydrogen vehicle, the gasoline POX vehicle about 
19% more. 

Power Requirements for the Fuel Cell and Peak Power Device 

The peak power required is shown in Table 3 for various fuel cell vehicle designs. 
Roughly, the fuel cell and battery each provide about half the peak power. For hydrogen, 
a lower peak power output is needed because the vehicle is lighter. In Figure 9, we have 
plotted a histogram showing the power demands of the FUDS and FHDS cycles (fraction 
of the time a certain power is demanded vs. power). The power required by the FUDS and 
FHDS cycles is considerably less than the fuel cell power, when the fuel cell is sized for 
sustained hill climbing. However, the long fuel processor response time means that the 
battery is used even during the FUDS cycle. 



Table 2. Parameters Used in Fuel Cell Vehicle Modelling 

Vehicle Parameters 
Glider Weight (= vehicle - power train)a 800 kg 
Drag Coeficienta 0.20 
Rolling ~esistanceb 0.007 
Frontal Areaa 2.0 m2 
Accessory LoadC 0.4 kW 
Structural Weight Compounding ~actord 15% 
Fuel Cell System 
Operating pressure 3 atrn 
Cathode Stoichiometry 2 
System weight (including air handling, 4.0 kgkW 
thermal and water management)e 
Fuel Processor Systems 
Methanol Steam Reformer 
Gross efficiency (HHV H2 consumed in 62% 
fuel ceWHHV MeOH in) 
vcomp/exp 0.067 Volts 
Hydrogen utilizationg 80% 
Voltage Penalty for reformate operationh 0.06 x current (arnp/cm2) 
Weight of systemi 32 kg+ 1.1 kg/kW 
Response time 5 sec 
Reformate Composition 70% H2,24% C02,6% N2 
Gasoline POX 
Eficiency (HHV H2 consumed/HHV 69.4% 
gasoline in9 
Hydrogen utilizationg 80% 
Voltage Penalty for reformate operationh 0.128 x current (amp/cm2) 
Weight of systemi 32 kg+l. 1 kgkW 
Response time 1 sec 
Reformate Composition 42% N2,38% H2, 18% C02,2% CHq 
Peak Power Battery 
Battery W Spiral woun'd, thin film, lead-acid 
System weigh& 1 .O kgkW 
Maximum charge rate 30 amps 
Nominal state of charg& 50% 
Energy storedk 15 Wh/kg 
Motor and Controller 
Overall efficiencyb 77% 

, Overall weightl 2.0 kgkW 
Fuel Storage 
~ ~ d r o ~ e n d  5000 psi compressed gas tank 

total weight 50 kg, 7.5% H2 by weight 
Methanol, Gasoline 12 kg tank, 13 gallon capacity 

total weight 50 kg 

Driving schedules FUDS, FHDS 

Regenerative braking recovered up to battery capabilities 



Notes for Table 2 

a. Based on PNGV targets. (Source: CALSTART website. 
http://www.calstart.org/about/pngv/pngv~ta. h a )  

b. Energy and Environmental Analysis, "Analysis of Fuel Economy Boundary for 2010 
and Comparison to Prototypes," p. 4-1 1, prepared for Martin Marietta Energy Systems, 
Contract No. 11X-SB0824, November 1990. 

c. Ross, M. and W. Wu, "Fuel Economy Analysis for a Hybrid Concept Car Based on a 
Buffered Fuel-Engine Operating at a Single Point," SAE Paper No. 950958, presented at 
the SAE Interantiond Exposition, Detroit, MI, Feb 27-March 2, 1995. 

d. C.E. Thomas and R Sims, "Overview of Onboard Liquid Fuel Storage and Reforming 
Systems," "Fueling Aspects of Hydrogen Fuel Cell Powered Vehicles," Society of 
Automotive Engineers, Proceedings, Fuel Cells for Transportation TOPTEC, April 1-2, 
1996, Arlington, VA. 

e. Based on a Ballard-type PEM fuel cell system with a stack power density of 1 kg/kW. 
Other weight is due to auxiliaries for heat and water management equipment and air 
compression. 

f.Arthu.r D. Little 1994. "Multi-Fuel Reformers for Fuel Cells Used in Transportation, 
Multi-Fuel Reformers, Phase I Final Report," USDOE Ofice of Transportation 
Technologies, Contract No. DE-AC02-92-CE50343-2. 

g. This estimate was verified with fuel cell developers. 

h. The voltage penalty for operation on reformate is based on models by Shimson 
Gottesfeld at Los Alamos National Laboratory. 

i. William Mitchell, Arthur D. Little, private communications, 1997. 

j . Mitchell, W. April 2, 1996. "Development of a Partial Oxidation Reformer for Liquid 
Fuels," Society of Automotive Engineers, Proceedings, Fuel Cells for Transportation 
TOPTEC, Arlington, VA. 

k. Keating, J., B. Schroeder and R. Nelson 1996. "Development of a Valve-Regulated, 
Lead/Acid Battery for Power-Assist Hybrid Electric Vehicle Use," Bolder Technologies 
Corporation, Wheat Ridge, CO. 

1. Chang, L. "Recent Developments of Electric Vehicles and Their Propulsion Systems," 
Proceedings of the 28th Intersociety Engineering Conference, vol. 2, pp. 2.205-2.2 10, 
American Chemical Society, 1993. 



Table 3. 
Model Results: Comparison of Alternative Fuel Cell Vehicle Designs 

For the assumptions in Table 2. 

Fuel Storage1 
H2 

Generation 
System 

Direct H2 

Methanol 
Steam 
Reformer 
Gasoline 
, POX 

Vehicle mass 
(kg) 

1170 

1287 

1395 

Peak Power 
(kW) 

( F m  atter~) 

77.5 
(34.4143.1) 

83.7 
(37.0146.7) 

89.4 
(39.4150 .O) 

FUDS 
mPeg 

100 

62 

65 

FHDS 
mPeg 

115 

79 

80 

Combined 
55% FUDS 
45% FHDS 

mpeg range (mi) 

106 

69 

7 1 

425 

460 

940 



Fuel Economy 

The fuel economy is shown for the FUDS, FHDS, and combined driving cycles. The 
combined driving cycle fuel economy is defined as: 

mpg (combined) = 1/(.55/mpg FUDS + .45/rnpg FHDS) 

For mid-sized automobiles, with PNGV type characteristics, the fuel economy of a 
hydrogen fuel cell vehicle is estimated to be more than 100 miles per gallon on an energy 
equivalent basis. The energy efficiencies of the methanol and gasoline fuel cell vehicles are 
about 2/3 that of the hydrogen fuel cell vehicle. The loss of efficiency is due to several 
effects, as shown in Figure 10. First is the 15-2596 energy loss in converting methanol or 
gasoline to hydrogen. Second, operation on reformate means that the fuel cell has a lower 
efficiency. Third, the vehicle weighs 10-20% more with an onboard fuel processor. 
Finally, for the methanol steam reformer, the 5 second response time means that a 
significant fraction (40-5096) of the energy must be routed through the battery, with 
attendant losses in charging and discharging. 

Range 

The vehicle range exceeds the PNGV goal of 380 miles, for all the fuel cell vehicle cases 
considered in Table 3. 

Vehicle Cost 

The cost of alternative fuel cell vehicles is shown in Figure 1 1. Table 4 summarizes our 
cost assumptions for fuel cell vehicle components in high volume mass production. Two 
sets of cases are shown, one corresponding to a low range of values for fuel cell, fuel 
processor, battery and hydrogen storage mass produced costs, the other to a high range of 
values. We see that the first cost of fuel cell vehicles with onboard methanol steam 
reformers would be higher than that for hydrogen fuel cell vehicles by about $400-430/car. 
We estimate gasoline POX fuel cell cars would cost $660-870/car than hydrogen vehicles. 

For comparison the manufacturing cost of corresponding parts for a gasoline internal 
combustion engine vehicle (e.g. the engine, transmission, electrical system, fuel and tank, 
and emission control systems) might be about $39/kW (Steinbugler 1997). For a gasoline 
IC engine car with an 94 k W  engine (the estimated power for an aluminum intensive Ford 
Sable), this would be about $36661~~ .  To achieve a first cost similar to that of today's 
gasoline ICEVs, fuel cell vehicle components must meet stringent cost goals. 

Summary 

In summary, for the same performance, hydrogen fucl cell vehicles are likely to be simpler 
in design, lighter, more energy efficient, and less expensive than methanol or gasoline fuel 
cell vehicles. And the tailpipe emissions will be strictly zero. 



Table 4. Cost Estimates for Mass Produced Fuel Cell Vehicle Components 

a. Based on a range of estimates found in the literature. For example, GM/Allison projects 
a fuel cell "electrochemical engine" cost of $3899 for a 60 kW system including the fuel 
cell, fuel processor (methanol reformer), heat and water management. This is about 
$65/kW (at the rated power of 60 kW) or $46/kWpeak. About 45% of the cost per peak 
kW ($21/kW) is for the fuel cell stack, 28% ($13/kW) for the methanol reformer and the 
rest for auxiliaries. This cost assumes large scale mass production. (Allison Gas Turbine 
Division of General Motors December 16, 1992). 

Component 
Fuel cell systema 
Fuel processor system b 
Hydrogen storage cylinder 
rated at 5000 psiac 
Motor and controllerd 
Peak power batterye 
Extra structural support 
Cost of 12 kg gasoline or 
methanol tank 

Mark Delucchi of Institute of Transportation Studies at UC Davis estimates a retail cost of 
$2954 for a mass produced 25 kW hydrogedair PEM fuel cell system or about $120/kW. 
(The manufacturing cost is $59/kW, with a materials costs for the fuel cell stack plus 
auxiliaries estimated to be $41/kW, and the labor cost $18flcW. ) (J. M. Ogden, E.D. 
Larson and M.A. Delucchi May 1994). 

A study by Directed Technologies for the USDOE estimated a cost in mass production of 
$27 12 for a hydrogedair fuel cell plus auxiliaries with net output of 85 kW power (about 
$32/kW). Directed Technologies is now working with Ford Motor Company on fuel cell 
vehicles as part of the PNGV program. (Ref: B.D. James, G.N. Baum and I.F. Kuhn, 
Directed Technologies, Inc. "Technology Development Goals for Automotive Fuel Cell 
Power Systems," prepared for the Electrochemical Technology Division, Argonne National 
Laboratory, Contract No. W-3 1- 109-Eng-28, February 1994.) 

High estimate 
$100/kW 
$25/kW 
$1000 

$26/kW 
$2O/kW 
$l/kg 
$100 

Chrysler estimates that even with current fuel cell manufacturing technology, mass 
produced costs would be $200/kW (Chris Boroni-Bird, private communications 1997). 

Low estimate 
$5O/kW 
$15/kW 
$500 

$13/kW 
$1 O/kW 
$ lkg  
$100 

b. W. Mitchell, J. Thijssen, J.M. Bentley, "Development of a Catalytic Partial Oxiidation 
Ethanol Reformer for Fuel Cell Applications," Society of Automotive Engineers, Paper 
No. 952761 1, 1995. 

c. C.E. Thomas and R. Sims, "Overview of Onboard Liquid Fuel Storage and Reforming 
Systems," "Fueling Aspects of Hydrogen Fuel Cell Powered Vehicles," Society of 
Automotive Engineers, Proceedings, Fuel Cells for Transportation TOPTEC, April 1-2, 
1996, Arlington, VA. 

d. Derived from estimates in B. James, G. Baum, I. Kuhn, "Development Goals for 
Automotive Fuel Cell Power Systems," ANL-94/44, August 1994. 

e. Based on PNGV goals 



Task 2: Refueling Infrastructure Requirements for Fuel Cell 
Vehicles 

Developing a Refueling infrastructure for Hydrogen Vehicles 

The relative simplicity of vehicle design for the hydrogen fuel cell vehicle must be weighed 
against the added complexity and cost of developing a hydrogen refueling infrastructure. 
Indeed, hydrogen infrastructure is often seen as a "show-stopper" for hydrogen fuel cell 
vehicles. 

We have assessed the technical feasibility and economics of developing a hydrogen vehicle 
refueling infrastructure (Ogden, Dennis, Steinbugler and Strohbehn 1995, Ogden, Cox and 
White 1996, Ogden 1997). A number of near term possibilities for producing and 
delivering gaseous hydrogen transportation fuel were considered (using commercial or 
near commercial technologies for hydrogen production, storage and distribution). These 
include (see Figure 12): 

* hydrogen produced from natural gas in a large, centralized steam 
reforming plant, and truck delivered as a liquid to refueling stations, 

* hydrogen produced at the refueling station via small scale steam 
reforming of natural gas, (in either a conventional steam reformer or an 
advanced steam reformer of the type developed as part of fuel cell 
cogeneration systems) 

* hydrogen produced in a large, centralized steam reforming plant, and 
delivered via small scale hydrogen gas pipeline to refueling stations, 

* hydrogen produced via small scale electrolysis at the refueling station, 

* hydrogen from chemical industry sources (e.g. excess capacity in 
ammonia plants, refineries which have recently upgraded their hydrogen 
production capacity, etc.), with pipeline delivery to a rehelingstation. 

Economics Of Hydrogen Production And Delivery 

Delivered cost of hydrogen transportation fuel 

The delivered (levelized) cost of hydrogen transportation fuel (to the vehicle) from these 
sources is estimated in Figure 13. Delivered fuel costs are given in $/GJ. (On a higher 
heating value basis, the energy cost of $l/gallon gasoline is equivalent to $7.7/GJ -- see 
Table 0.) In this example, we have used energy prices in the Los Angeles area, where the 
natural gas cost is low ($2.8/GJ), and the cost of off-peak power is relatively high (3 
cents/kWh). A capital recovery factor of 15% is assumed. (For other assumptions, the 
delivered costs will vary.) The cost contributions of various factors are shown for each 
technology over a range of refueling station sizes from 0.1 to 2.0 million scf/day (e.g. 
stations capable of refueling about 80-1600 fuel cell cardday or 8-160 fuel cell buseslday). 
Although a l l  the supply options are roughly competitive, several points are readily 
apparent. 

* Onsite production of hydrogen via small scale steam reforming of 
natural gas is economically attractive and has the advantage that no 
hydrogen distribution system is required. Delivered hydrogen costs are 



shown for onsite refonning of natural gas based on: 1) conventional 
small steam reformer systems and 2) advanced low cost reformers, 
which have just been introduced for stationary hydrogen production 
(Farris 1996, Halvorson et.al 1997). With conventional reformer 
technology, hydrogen is expensive at small station sizes, but is 
economically attractive at larger station sizes. As discussed in a recent 
report (Ogden et.al. 1996), adopting lower cost, advanced steam 
methane reformer designs based on fuel cell reformers could 
substantially reduce the delivered cost of hydrogen especially at small 
station size. With advanced reformers, onsite reforming is competitive 
with liquid hydrogen truck delivery and pipeline delivery over the whole 
range of station sizes considered. 

* Truck delivered liquid hydrogen gives a delivered hydrogen cost of $20- 
30/GJ, depending on the station size. This alternative would be also 
attractive for early demonstration projects, as the capital requirements 
for the refueling station would be relatively small (Ogden et-al. 1995, 
Ogden et.al. 1996), and no pipeline infrastructure development would 
be required. 

* Under certain conditions, a local pipeline bringing centrally produced 
hydrogen to users could offer low delivered costs. Centrally produced 
hydrogen ranges in cost from $3lGJ (for ref~nery excess) to $5-9lGJ 
for large scale steam refonning to $8-101GJ for hydrogen fiom 
biomass, coal or MSW). If the cost of hydrogen production is low, 
higher pipeline costs could be tolerated. Still, for pipeline hydrogen to 
be competitive with truck delivery or onsite reforming, pipeline costs 
can be no more than a few $lGJ. For a small scale hydrogen pipeline 
system to be economically competitive a large, fairly localized demand 
would be required. Alternatively, a small demand might be served by a 
nearby, low cost supply of hydrogen. 

* It appears that onsite electrolysis would be somewhat more expensive 
than other options, largely because of the relatively high cost of off-peak 
power (3 cents/kWh) assumed in the study. If the cost of off-peak 
power were reduced from 3 cents/kWh to 1-1 -5 centdkwh, hydrogen 
costs would become much more competitive. 

Capital cost of building a hydrogen refueling infrastructure 

The capital cost of building a hydrogen refueling infrastructure is often cited as a serious 
impediment to use of hydrogen in vehicles. In Figure 14 and Tables 5a and 5b, we show 
the capital cost of building a hydrogen refueling infrastructure for the various options 
discussed in the previous section. We consider two levels of infrastructure development. 

* Early development of distribution system and refueling stations to bring 
excess hydrogen from existing hydrogen capacity to users. We assume 
that no new centralized hydrogen production capacity is needed. Two 
refueling stations serve a total fleet of 13,000 cars, each station 
dispensing 1 million scf Wday  to 800 carslday. The options for 
providing hydrogen include: 1) Liquid hydrogen delivery via truck from 
existing capacity, 2) pipeline hydrogen delivery from a nearby laige 



Table 5a. Capital Cost for Developing New Hydrogen Delivery and 
Refueling Station Infrastructure Serving a Total Fleet of 13,000 FCV Cars, 

Delivering 2 million scf H21day 
(assuming that existing production capacity is used) 

Adapted from Ogden, Kreutz, Iwan and Kartha 1996. 

I 

Centralized 
Hydrogen 
Production 

Hydrogen 
Distribution 

2 Refueling 
Stations each 
serving 800 
cardday 

Centralized 
Production 
via Steam 
Reforming of 
Natural Gas 
w/Pipeline 
Delivery 
0 (assumed 
that existing 
capacity is 
used) 
10 km 
pipeline = 
$6.2 million 
(at $1 million 
per mile) 
$3 -4 million 
($1.7 million 
per station) 

$9.6 million 
$740 

Centrahzed 
Production 
via Steam 
Reforming of 
Natural Gas 
w/LH2 
Delivery 
0 (assumed 
that existing 
capacity is 
used) 
0 (assumed 
that existing 
trucks are 
used) 

$1.4 million 
($0.7 per 
station) 

TOTAL 1 $1.4 million 

Onsite 
Advanced 
Electrolysis 
Using Off- 
Peak Power 

Onsite Steam 
Reforming of 
Natural Gas: 
Conventional 
Steam 
Methane 
Reformer 

Onsite Steam 
Reforming of 
Natural Gas: 
Fuel Cell 
Steam 
Methane 
Refonner 

$10.8 million 
($5.4 million 
per station) 

$10.8 million 
$830 

$6.8 million 
($3 A million 
per station) 

$6.8 million 
$520 

$1 1 -4 million 
($5.7 million 
per station) 

$1 1.4 million 
$880 



Table 5b. Capital Cost for Developing New Hydrogen Production, Delivery 
and Refueling Station Infrastructure Serving a Total Fleet of 1 million Fuel 

Cell Cars, Delivering 153 million scf H21day 

Adapted from Ogden, Kreutz, Iwan and Kartha 1996. 

Centralized 
Hydrogen 
Production 

Hydrogen 
Distribution 

153 
1 million scf 
HUday 
Refueling 
Stations each 
serving 800 
cardday 
TOTAL 
Infrastructure 
Cost per Car 

Centralized 
Production 
via Steam 
Reforming of 
NaturalGas 
w/LH2 
Delivery 
$100 million 
for reformer 
+ $200 
million for 
liquefier + 
LH2 storage 
80LH2 
trucks each 
with a 3 
tonne 
capacity, 
each making 
2 local 
deliveries/& 
y = $40 
million 
$104 million 
($0.7 million 
per station) 

$440 million 
$440 

Centralized 
Production 
via Steam 
Reforming of 
NaturalGas 
w/Pipeline 
Delivery 
$170 million 
for reformer 
+ H2 
compressor 

600 krn 
pipeline = 
$380 million 
(at $1 million 
per mile) 

$260 million 
($1 -7 million 
per station) 

$8 10 million 
$810 

Onsite Steam 
Reforming of 
Natural Gas: 
Conventional 
Steam 
Methane 
Reformer 

$830 million 
($5.4 million 
per station) 

$830 million 
$830 

Onsite Steam 
Reforming of 
Natural Gas: 
Fuel Cell 
Steam 
Methane 
Reformer 

$5 16 million 
($3.4 million 
per station) 

$5 16 million 
$516 

Onsite 
Advanced 
Electrolysis 
Using Off- 
Peak Power 

$870 million 
$5.7 million 
per station) 

$870 million 
$870 



hydrogen plant or refinery, 3) onsite production from steam reforming 
of natural gas and 4) onsite production fiom electrolysis 

* Development of new hydrogen production, delivery and refueling 
capacity to meet growing demands for hydrogen transportation fuel. 
The system serves a total fleet of 1 million cars, each station dispensing 
1 million scf HUday to 800 cardday. Options for providing hydrogen 
are: 1) liquid hydrogen delivery via truck from new centralized steam 
reformer capacity, 2) pipeline hydrogen delivery from a new centralized 
hydrogen plant, 3) onsite production from steam reforming of natural 
gas and 4) onsite production from electrolysis. 

The range of infrastructure capital costs for a system serving 13,000 fuel cell cars, is about 
$1.4- 1 1.4 million or $100-900/car. The range of infiastructure capital costs for a system 
serving 1 million fuel cell cars, is about $400-900 million or $400-900Icar. 

It is important to keep in mind the results of Figure 13 for the total delivered cost of 
hydrogen transportation fuel, as well as the capital cost of infrastructure. Some of the 
lower capital cost options such as liquid hydrogen delivery, can give a higher delivered fuel 
cost than pipeline delivery or onsite reforming. Onsite small scale steam reforming is 
attractive as having both a relatively low capital cost (for fuel cell type reformers), and a 
low delivered fuel cost. 

Developing a Refueling Infrastructure for Methanol Fuel Cell 
Vehicles 

A modest distribution system for chemical methanol exists at present. To service a 
simicant number of fuel cell cars, this network would have to be expanded in some 
places. To bring methanol to millions of fuel cell cars might involve increases in methanol 
production capacity as well. 

The cost of truck delivery is estimated to be about the same for methanol and gasoline on a 
volumetric basis. Given the lower energy density of methanol, truck delivery would cost 
about $1 .9/GJ7 as compared to $1 .O/GJ for gasoline (Ogden, Larson and Delucchi 1994). 

The capital cost of retrofitting a refueling station from gasoline to methanol use has been 
estimated at about $20,000 per station. If a new methanol refueling station were built, the 
cost should be comparable to that for a new gasoline station, so no incremental cost as 
compared to gasoline is would be expected. 

The costs to develop methanol refueling infrastructure should be relatively small compared 
to hydrogen infiastructure costs. As a fust approximation, we assume additional 
infrastructure costs for methanol are zero. 

Cost of lnfrastructure for Gasoline Fuel Cell Vehicles 

For this study, we have assumed that there is no extra capital cost for developing gasoline 
infrastructure for fuel cell vehicles. This may be an oversimplification. For example, if a 
new type of gasoline (e.g. very low sulfur) is needed for gasoline/POX fuel cell vehicles, 
this would entail extra costs at the reflnery. Environmental. effects of gasoline refueling 
stations are not considered (e.g. remediation of pollution from leaking underground storage 
tanks). The costs of maintaining the existing gasoline infrastructure are not considered. 



Total lnfrastructure Costs (On And Off The Vehicle) For Fuel Cell 
Vehicles: Hydrogen Compared To Methanol And Gasoline 

It is often stated that use of methanol or gasoline with onboard reformers would greatly 
reduce (for methanol) or eliminate (for gasoline) the problem of developing a new fuel 
infrastructure. How does the capital cost of building a hydrogen refueling infrastructure 
compare to the capital cost of infrastructure development for methanol or gasoline fuel cell 
vehicles? 

Defining "infrastructure" to mean all the equipment (both on and off the vehicle) required to 
bring hydrogen to the fuel cell, it is clear that gasoline and methanol fuel cell vehicles also 
entail extra costs -- largely for onboard fuel processing. In the case of hydrogen, the 
infrastructure development capital cost is paid by the fuel producer (and passed along to the 
consumer as a higher fuel cost). In the case of methanol or gasoline fuel cell vehicles, the 
capital cost is paid by the consumer buying the car. 

In Figure 15 we combine our estimates of the cost of alternative fuel cell vehicles (Figure 
11) and off-board refueling infrastructure (Figure 14). Our estimates show that gasoline 
POX fuel cell vehicles are likely to cost $660-870 more than comparable hydrogen fuel cell 
vehicles. The added cost of off-board refueling infrastructure for hydrogen is in the range 
$500-900/vehicle. The total cost for infrastructure on and off the vehicle would be 
comparable for hydrogen and gasoline fuel cell vehicles. 

A recent study by Directed Technologies, Inc. also concluded that when the total 
infrastructure cost (on and off the vehicle) is considered, hydrogen infrastructure capital 
costs are comparable to those for methanol and gasoline (Thomas 1996). 

Discussion: Is Hydrogen Refueling lnfrastructure A "Show-Stopper" 
For Hydrogen Fuel Cell Vehicles 

Our study suggests several reasons why hydrogen infrastructure development may not be 
an insurmountable obstacle to introducing hydrogen fuel cell vehicles. 

* The technologies to produce, deliver and dispense hydrogen are well 
known. There appear to be no major technical hurdles to providing 
hydrogen transportation fuel. 

* The capital cost of building a hydrogen refueling infrastructure off the 
vehicle appears to be comparable to the added cost of putting individual 
small hydrogen production systems (fuel processors) onboard each 
vehicle. 

* There are ample resources for making hydrogen. For the next few 
decades, hydrogen from natural gas appears to be the least expensive 
option in many locations. In the longer term, gasification of biomass, 
municipal solid waste or coal (with sequestration of the CQ) may offer 
relatively low hydrogen costs. Onsite electrolysis in areas with low cost 
off-peak power may be attractive as well. (Ogden, Cox and White 
1996). 

* In a recent case study of potential hydrogen supply and demand in the 
Los Angeles area (Ogden, Cox and White 1996, Ogden 1997), we 
found that it would be possible to introduce significant numbers of fuel 



cell vehicles, even without building any new hydrogen production 
capacity. The excess hydrogen capacity available from industrial 
suppliers and refmeries in LA today might fuel 700-2000 PEM fuel cell 
buses or 30,000-100,000 PEM fuel cell cars. 

Of course, hydrogen faces the same "chicken and egg" problem as any non-gasoline 
alternative automotive fuel, in moving beyond centrally refueled niche markets into general 
public refueling. More than the cost of hydrogen instructure (which appears to be 
comparable to the added vehicle cost of using onboard fuel processors), the issue may be 
getting enough hydrogen fuel cell vehicles on the road to reduce the cost of fuel cells via 
mass production, thereby opening the way to general automotive markets. 

Strategies For Developing Fuel Cell Vehicles: The Potential Role 
Of Hydrogen 

Hydrogen in Early Fuel Cell Fleet Demonstrations 

Hydrogen is likely to play an important role in early fuel cell vehicle demonstrations. The 
fim fuel cell vehicle fleets may be hydrogen fueled PEM fuel cell buses, for several 
reasons: 

* Ballard will be demonstrating hydrogen fueled PEMFC buses in several 
cities starting in 1 997, with commercialization planned for 1 998. 

* Refueling with hydrogen or any alternative fuel is easier at centralized 
fleet locations such as bus garages. 

* The daily demand for hydrogen for a bus depot would be large enough 
to bring the delivered cost of hydrogen down somewhat because of 
economies of scale, especially for stations based on small scale 
reformers. 

* Fuel cells might be economically competitive first in bus markets, where 
cost goals are not as stringent as for automobiles. 

Early fuel cell fleet demonstrations offer an excellent opportunity to demonstrate hydrogen 
refueling systems as well. We recommend that hydrogen hhstructure demonstrations be 
an important part of hydrogen fuel cell bus projects. Demonstrations of small scale 
methane reformers may be of particular interest. (A fleet of about 8 PEMFC buses could 
be refueled daily using a small scale reformer producing 100,000 scf H2lday. Rapid 
developments in small scale reformer techn01ogy are making this an increasingly attractive 
supply option. (Halvorson, Victor and Fanis 1997) 

Introduction of Fuel Cell Automobiles 

Several major automobile manufacturers are conducting R&D on PEM fuel cell cars 
(including Chrysler, GM, Ford, Daimler-Benz, Mazda, Toyota, and Honda). A PEMFC 
mini-van using compressed hydrogen gas storage was demonstrated in May 1996 by 
Daimler-Benz. Recently Daimler-Benz and Ballard Power Systems announced a %50 
million venture to develop fuel cell vehicles (Ballard Press Release April 14, 1997). In 
October of 1996, Toyota demonstrated a hydrogen fuel cell car at an electric car show in 
Osaka (Toyota Press Release October 4, 1996). Chrysler has announced plans to 
demonstrate a gasoline POX fuel cell automobile, with commercialization possible around 



2005 (Detroit Free Press, January 7, 1997). Ford has announced its intention to develop a 
prototype hydrogen fuel cell automobile, which could be ready for evaluation by the year 
2000 (New York Times, April 22, 1997, p. ). It is likely that the first mid-size PEMFC 
automobiles may be demonstrated before the year 2000. The first mass-produced 
commercial models might be available a few years later in the 2004-2010 time frame. 

If onboard partial oxidation of gasoline is perfected, this might allow a rapid introduction of 
fuel cell cars to the general public, with attendant lowering of fuel cell costs in mass 
production. But onboard POX vehicles appear to have penalties in terms of vehicle cost, 
complexity, efficiency and emissions, which may make hydrogen vehicles an extremely 
attractive successor or alternative. Given the lower first costs for hydrogen fuel cell 
vehicles (see Figure 1 I), there may be a strong incentive to switch to hydrogen fuel, even if 
large numbers of gasoline/POX fuel cell cars are introduced first, bringing the cost of fuel 
cells down via mass production. [Recent studies by Directed Technologies, Inc. suggest 
that the most economically attractive route to fuel cell vehicle commercialization may be 
starting with hydrogen fuel cell vehicles rather than gasoline (Thomas 1997).] 

We recommend that demonstrations of hydrogen refueling systems (especially small scale 
reformers) be conducted as part of hydrogen vehicle demonstrations (bus and automotive 
fleets) over the next few years. (In fleet applications hydrogen fuel cell vehicles may be 
preferred from the beginning for reasons of vehicle simplicity and cost.) As vehicle 
demonstrations progress, design issues for various types of fuel cell vehicles will be better 
understood and the path to comrnerc i~t ion  should become clearer. 

Conclusions 

* Simulation programs of fuel cell vehicles and onboard fuel processors 
have been developed. For the same performance, we found that 
hydrogen fuel cell vehicles are simpler in design, lighter weight, more 
energy efficient and lower cost than those with onboard fuel processors. 

* Vehicles with onboard steam reforming of methanol or partial oxidation 
of gasoline have about two thirds the fuel economy of direct hydrogen 
vehicles. The efficiency is lower because of the conversion losses in the 
fuel processor (losses in making hydrogen from another fuel), reduced 
fuel cell performance on reformate, added weight of fuel processor 
compents, and effects of fuel processor response time. 

* For mid-size automobiles with PNGV type characteristics (base vehicle 
weight of 800 kg -- e.g. weight without the power train and fuel 
storage, aerodynamic drag of 0.20, and rolling resistance of 0.007), 
fuel economies (on the combined FUDS/FHDS drving cycle) are 
projected to be about 106 mpeg for hydrogen fuel cell vehicles, 69 mpeg 
for fuel cell vehicles with onboard methanol steam reforming, and 7 1 
mpeg for onboard gasoline partial oxidation. 

* Based on projections for mass produced fuel cell vehicles, methanol fuel 
cell automobiles are projected to cost about $400-430 more than 
comparable hydrogen fuel cell vehicles. Gasoline/POX fuel cell 
automobiles are projected to cost $660-870 more than hydrogen fuel cell 
vehicles. 



* The cost of developing hydrogen refueling infrastructure based on near 
term technologies would be about $500-900/car depending on the type 
of hydrogen supply. No extra costs are assumed for developing 
gasoline or methanol infrastructure. 

* Defining "infrastructure" to mean all the equipment (both on and off the 
vehicle) required to bring hydrogen to the fuel cell, we find that the cost 
is comparable for hydrogen, methanol and gasoline POX fuel cell 
vehicles. 

t Hydrogen is the prefered fuel for fuel cell vehicles, for reasons of 
vehicle design, cost and efficiency, as well as potential energy supply 
and environmental benefits. The cost of developing hydrogen refueling 
infrastructure is comparable to the total cost (on and off the vehicle) for 
gasoline fuel cell vehicles. Like CNG or methanol, hydrogen faces the 
issue of reaching beyond centrally refueled fleet markets. Valuable 
experience can be gained in the near term by building the refueling 
systems for centrally refueled hydrogen fuel cell vehicle demonstrations, 
and investing now in technologies which could play a role in a future 
hydrogen inffastructure. 

Proposed Future Work 

Assessment Of Potential Supplies And Demands For Hydrogen 
Energy In The New YorWNew Jersey Area 

The New York City metropolitan area is a possible candidate for demonstrations of 
hydrogen energy technologies. In the future we propose to do a preliminary study of 
potential hydrogen demands and supplies in the New YorWNew Jersey, similar to our 
earlier work in Southern California. Likc California, New York and New Jersey have 
severe urban air quality problems and are considering the use of zero and low emission 
vehicles. Moreover, New Jersey is becoming a center of fuel cell development activity, as 
evidenced by the recent joint venture of GPU and Ballard to develop PEM fuel cell 
cogeneration systems. Unlike California, relatively little analysis has been done looking 
into the possibilities for hydrogen vehicles. 

In particular, we would like to address the following: 

* What are potential demands for hydrogen for transportation markets in 
the New YorkNew Jersey area. We would consider centrally refueled 
applications such as urban buses, vans and fleet autos, as well as public 
automobiles. 

8 What are potential supplies for hydrogen in the New York area, 
considering: 

a) truck delivered or pipeline delivered merchant hydrogen, 
b) hydrogen byproduct from chemical plants and refineries, 
c) onsite hydrogen production from steam reforming of natural gas at 
small scale, 



d) electrolytic hydrogen from off-peak power, 
e) hydrogen from gasification of municipal solid waste. 

* What is the production cost and delivered cost of hydrogen 
transportation fuel from these various sources. 

* How do the projected fuel cost per kilometer and lifecycle cost of 
transportation compare for hydrogen vehicles and other alternative 
vehicles. 

Implications Of C o p  Sequestration For Hydrogen Energy Systems 

Recently, it has been proposed that hydrogen could be produced at large scale via steam 
reforming of natural gas, or gasification of coal or biomass, with low cost separation of 
C02 and permanent sequestration underground. Fossil fuels could be used with 
significantly reduced greenhouse gas emissions. 

C02 sequestration raises a host of interesting systems questions, which we propose to 
address as part of our work for the Hydrogen R&D Program in FY'98. These include the 
following. 

* When would it make sense to start sequestering C02? In particular, at 
what scale of hydrogen production could you begin sequestering C02? 
How large a demand must be in place before sequestering and long 
distance hydrogen transmission become attractive? Answering this 
question involves understanding the economies of scale of hydrogen 
production, COZsequestering, and pipeline transmission. 

* What is the cost of hydrogen production with sequestration compared to 
other hydrogen production methods? How does it compare to localized 
hydrogen production from natural gas and to fuel cycles with no net 
C02 emissions (e.g. hydrogen from solar, wind or biomass)? How 
does the cost vary with demand? What are the potential impacts of new 
steam refonner technologies? 

* What are plausible scenarios for a transition toward a large scale 
hydrogen energy system with sequestration? Under what conditions 
will pipeline hydrogen (produced via large scale steam reforming and 
transmitted via pipeline) compete with locally produced hydrogen (either 
at the city scale - in a single city-sized refomer plant) or onsite (e.g. via 
small scale steam reforming at a hydrogen refueling station)? 
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Abstract 

This paper discusses the technical potential for hydrogen used as an energy storage medium to 
couple time-dependent renewable energy into time-dependent electric utility loads. This analysis 
provides estimates of regional and national opportunities for hydrogen production, storage and 
conversion, based on current and near-term leading renewable energy and hydrogen production 
and storage technologies. Appropriate renewable technologies, wind, photovoltaics and solar 
thermal, are matched to their most viable regional resources. The renewables are assumed to 
produce electricity which will be instantaneously used by the local utility to meet its loads; any 
excess electricity was used to produce hydrogen electrolytically and stored for later use. Results 
are derived based on a range of assumptions of renewable power plant capacity and fraction of 
regional electric load to be met (e.g., the amount of hydrogen storage required to meet the 
Northwest region's top 10% of electric load). 
For each renewable technology national and regional totals are developed for maximum 
hydrogen production per year and ranges of hydrogen storage capacity needed in each year 
(hydroelectric case excluded). The sensitivity of the answers to the fraction of peak load to be 
served and the land area dedicated for renewable resources are investigated. These analyses can 
serve as a starting point for projecting the market opportunity for hydrogen storage and 
distribution technologies. Sensitivities are performed for hydrogen production, conversion, and 
storage efficiencies representing current and near-term hydrogen technologies. 



COUPLING RENEWABLES VIA HYDROGEN INTO UTILITIES: 
TEMPORAL AND SPATIAL ISSUES, AND TECHNOLOGY 
OPPORTUNITIES 

The primary goal of this project has been to estimate the technical potential for 
systems comprised of renewable electricity generation and energy storage using 
hydrogen production, storage, and electricity conversion to meet some or all of a 
region's demand for electricity. Objectives were to evaluate regional capacity 
requirements for: renewable electricity generation and hydrogen storage reservoirs 
required to store renewable energy for use during low resource periods. As an 
extreme case the combinations of renewable capacity and hydrogen storage necessary 
to serve each region's entire load was calculated. Backing down from that 
maximum penetration, the same sizing algorithms were used to serve 80%, 60%, 
40%, and 20% of the annual energy requirement. 

The basic assumption in this approach is that renewables provide the "primary" 
energy and hydrogen storage is employed to compensate for time-related 
mismatches between renewables production and electric loads. 

For intermittent renewables, hour-by-hour simulations were used to model the 
time dependence of three leading technologies-wind, pho tovol taics, and solar 
thermal-in various regions of the U. S. Renewables' regional electriaty production 
patterns were compared to local annual electric load demand shapes. 

Figure S-1 shows the schematic model which simulates the flow of energy from the 
renewables plant to the regional load. The model determines how much renewable 
resource (e-g. peak megawatts and hence, the land area) is required to meet the 
specified load pattern, taking into account the temporal mismatch between the 
source and the load, placing the excess energy into storage as hydrogen. 

Analysis for intenni ttent renewables yields: 

• installed capacity of renewables generation 

hydrogen production capacity (via electrolysis) 

hydrogen storage capacity 

fuel cell genera tion capacity required in each region to meet the demand 

For baseload renewables such as hydroelectric power, a simple annual energy 
production analysis was undertaken. 
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Figure $1 Modeling Elements 

The amount of renewable capacity required to meet the load depends on several 
variables: 

1) the peak load requirements in-the region and the annual energy consumed 

2) the pattern of energy consumption as compared to the renewable supply pattern, 
in that poor temporal matching forces more energy to pass through the hydrogen 
storage unit and suffering its efficiency losses 

The number of hours of hydrogen storage required depends primarily on the 
temporal match between the load and the renewable supply pattern. 

The requirement to supply 100% of a region's load is fairly unrealistic, therefore a 
sensitivity was performed to supplying fractions of that load. To do so, hour-by- 
hour simulations are undertaken for regional peak loads whose magnitudes have 
been reduced such that the renewables/hydrogen storage system meets only a 
portion of annual energy needs (i-e., 20%, 40%, 60%, and 80% of full annual electric 
energy use). 

For each renewable technology, regional estimates have been developed for 
maximum hydrogen production per year and alternative ranges of hydrogen storage 



capaaty needed in each year (for intermittent renewables). An energy flowchart for 
the model is shown in Figure S-2. 

Electric peak load in each region is projected for the year 2010, and that year is used 
as a basis for all analysis. No economic analyses were performed in this study, since 
the scope of work only includes the technical feasibility and sizing of the 
components required to supply the loads with electricity. 
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Figure S-2 Energy Flowchart 

The analysis results indicate a potentially large market for hydrogen technologies in 
this application. 

There is a very important family of storage and renewables combinations which are 
all perfectly feasible. It would take an economic analysis to select which of these 
pairs is optimal, but because the storage requirements decrease so quickly with small 
increments of renewables capaaty beyond the critical size, the optimal economic 
solution is almost certainly the critical renewables and critical hydrogen storage 
plant combination. 



To allow the reader to appreciate the tradeoff between storage sizes and renewable 
plant over-sizing, in all cases the full set of storage and renewables combinations 
beyond the "critical" sizes is calculated and presented. 

The results for the critical case (minimum renewable resource and maximum 
storage) are shown in Figure S-3. 
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Figure S-3 Results 

Each of the renewable/region combinations has its own requirements for hydrogen 
storage due to a unique matching between load and resource patterns. Wind 
requires the least storage capaaty primarily due to its higher capacity factor. 



There are three types of evaluations made by DUA's GenStorCalc model, the MS 
Excel spreadsheet used to perform the analysis. 

First the spreadsheet undertakes a base case sizing for a given generation 
resource hourly production profile, electric hourly demand profile, and annual 
maximum demand for electricity (e.g. for the region under investigation). 

During sizing GenStorCalc calculates, among other values, the size of the 
generation resource, the size of the storage reservoir needed, and the amount of 
hydrogen stored annually in order to satisfy demand for all electricity within the 
region being investigated. Figure S4 below is a chart that for typical results that 
shows daily high and low charge states (amount of total energy stored) for the 
year, for the base case. 

Note that at this scale, the shape is dominated by annual storage needs and that 
daily variations appear small. Note also that daily filling and emptying of 
storage determines the electrolyzer size and that most hydrogen is created and 
used daily. 
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- - 

6 0 0  - 
5 0 0  . H ig h 

.-.---- 
l o a d  4 0 0  - L o w  - 

3 0  0  

D a y  ( o f  t h e  y e a r )  

Figure S-4 Daily State-ofcharge for the Energy Storage Reservoir 

Second, as shown by the chart and numeric values in Figure S-5, the spreadsheet 
calculates storage reservoir size needed to satisfy all of a region's electricity 
demand given various degrees of "oversizing" of the generation resource 
(nameplate generating capacity). Oversizing is relative to the generation 
resource capacity calculated during the base case sizing, described just above. 

The Resource Oversizing table in Figure S-5 shows: 1) generation resource 
oversizing factor, 2) the resulting resource nameplate generation capacity (base 
case capacity times oversizing factor), 3) the smallest energy storage reservoir size 



needed to meet all energy demand given the oversized generation resource, and 
4) the amount of energy that is stored throughout the year. 

Figure S-5 Results for Resource Oversizing and Levels of Energy Demand Served 

Third, GenStorCalc calculates the generation and storage capacity needed to 
meet only a portion of the total use of electric energy within a given region. For 
this study, sizing is undertaken for resource/rese~oir capacity needed to supply 
100% of energy used throughout the year, for 80%, for 60%, for 40% and for 20%. 
Typical results are shown in the Resource and Reservoir Capacity for Various 
Levels of Energy chart in Figure S5. 

The Levels of Annual Energy Served table in Figure S-5 shows: 1) portion (%) of 
all annual demand for electric energy met by the generation/storage plant, 2) the 
smallest generation resource nameplate generation capacity needed to meet the 
specified portion of annual energy use, and 3) the smallest energy storage 
reservoir size needed to meet the specified portion of annual energy use. 



Table S-1 Selected Renewable Region Definitions (NERC region designations) 

The amount of renewable resource in each region was a prime 
determinate of its selection. Wind resource is the most limited of the three 
renewables in question, followed by solar t h e d  and photovoltaics. Thus wind 
resource size was used to choose its target regions, then solar thermal was 
selected, and finally photovoltaics was used in all remaining regions and in its 
most favored locations. 

PV 

SERC 

ECAR / MAIN 

NPCC / MAAC 

WXC South 

WSCC North 

Wind is an enormous resource; several sources have estimated the high 
quality wind potential to be greater than the US electricity consumption 
nationally, but have shown regional variations; the Southeast is especially poor 
in wind resource. We have used regionally adjusted wind resource capacities to 
determine whether a region is resource or electric utility demand limited. 

Flat plate photovoltaics can use any quality of insolation and thus are 
theoretically feasible throughout any of the regions, its penetration limited only 
by the annual energy consumption in every region for photovoltaics. 

Wind 

SPP 

MAPP 

ERCOT 

WSCC South 

WSCC North 

Solar thermal requires high levels of direct normal insolation, n o d y  
only available in the Southwest, California, and perhaps the South Central 
regions. We will assume that solar thermal could produce all of the load demand 
in those regions but none in the other regions. 

Solar Thermal 

ERCOT 

WSCC South 



Hydrogen storage analysis results 

Each analysis case was a combination of an electrical region of the US and 
a reasonable renewable resource, the process for their selection was discussed in 
section ggg. When all twelve analysis cases were run, as might be expected, the 
amount of hydrogen storage, the rating of electrolyser and the quantity of 
renewable resource required varied dramatically from case to case. 

The results should be expected to vary considerably from case to case due to 
variations in 

1. hourly electric load patterns in each region 

2. hourly renewables resource availability in each region 

3. the interaction between these two patterns 

4. the quality of the renewable resource in each region 

Wind plants required the least amount of MW capacity to meet the annual loads 
in any of the regions in which it was studied, due to its having the highest annual 
capacity factor of the three technologies. Solar thermal dishes require the next 



most resource since they have the second highest capacity factor, and fixed flat 
plate photovoltaics needs the largest resource capacity in the regions studied due 
to its low capacity factor. No presumption should be made of the relative 
economic attractiveness of this result since no economic analysis is included in 
this studv, onlv the technical sizing of the components was included. 

In each analysis case, the minimum amount of MW to serve the annual load is 
determined simultaneously with the maximum amount of storage needed; this is 
called the "critical" renewables/storage combination. Further, we calculated the 
reduction in hydrogen storage capacity which is made possible by oversizing the 
renewables capacity beyond these critical sizes. 

Cross-technology discussion of WSCCsouth Results 

WSCCsouth has appreciable renewable resources for wind, fixed flat plate 
photovoltaics, and solar thermal dishes and therefore was studied for hydrogen 
storage applications for all three technologies. 

Table S 3  WSCCsouth Results Summary, all renewable technologies (normalized 
to regional peak loads) 

* Per MW of Rcgional Pcak Load 

Wind requires the second largest amount of hydrogen storage capacity (572 
hours) but the lowest MW capacity (145 MW per 100 MW of regional peak load) 
of the three technologies considered in the WSCCsouth. The high wind capacity 
factor in WSCCsouth allows a low wind MW capacity to meet the annual energy 
needs of the region with wind, but the seasonal and daily mismatch of the wind 
resource with the regional load pattern requires a lot of storage capacity to meet 
the year's need for hydrogen storage. 

Higher MW capacity plants are required for the solar options: 284 MW (per 100 
MW of peak regional load) for solar thermal dishes, and 384 MW for fixed flat 
plate photovoltaics. The fixed flat plate photovoltaics system must have 895 
hours of output stored to make it through the year. 



The wind plant can be coupled to a 124 MW electrolyser in WSCCsouth but a 203 
MW electrolyser is needed for the solar thermal dish plant and a 298 MW unit for 
the fixed flat plate photovoltaics. These results are driven primarily by the 
relative capacity factors of the technologies. 
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Abstract 

Three viable technologies for storing hydrogen fuel on cars are currently available: 

compressed gas, metal hydride adsorption, and cryogenic liquid. However, each of these 

has significant disadvantages: volume, weight, boiling losses, or energy to compress or 

liquefy the hydrogen. Two alternative approaches are analyzed in this paper pressure 

vessels with cryogenic capability and a combination of a metal hydride and liquid hydrogen 

storage. These alternatives are compand to baseline compressed hydrogen and liquid 

hydrogen storage in terms of volume, vehicle range, dormancy, energy required for fuel 

processing, and cost. 

The results indicate that the alternative methods can result in a reduced volume, if 

packaging is a constraint; or in an extended range, if this is a desirable feature. Cryogenic 

pressure vessels have reduced boiling losses when compared to liquid hydrogen systems, 

even when insulation is reduced by a factor of 5. Energy requirements and cost estimates 

also look favorable for the alternative systems. 

This paper will appear in a special hydrogen edition of Energy & Fuels. 


	Table of Contents
	Forward

	Biological Systems
	Electrochemical Systems
	Thermal Systems
	Storage and Separation Systems
	Combustion and Reacting Flows
	Systems Analysis



