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SUMMARY

During the third phase of the subcontract, IEC researchers have continued to provide the thin film
PV community with greater depth of understanding and insight into a wide variety of issues
including:  the deposition and characterization of CuIn1-xGaxSe2, a-Si, CdTe, CdS, and TCO thin
films; the relationships between film and device properties; and the processing and analysis of thin
film PV devices.  This has been achieved through the systematic investigation of all aspects of film
and device production and through the analysis and quantification of the reaction chemistries
involved in thin film deposition.  This methodology has led to controlled fabrications of 15%
efficient CuIn1-xGaxSe2 solar cells over a wide range of Ga compositions, improved process
control of the fabrication of 10% efficient a-Si solar cells, and reliable and generally applicable
procedures for both contacting and doping CdTe films.  Additional accomplishments are listed
below.

Cu(InGa)Se2

Multisource Evaporation

Cu(InGa)Se2 films have been deposited by elemental evaporation with Ga composition ranging
from 0.25 < x < 0.80.  The films are deposited with the Ga uniformly distributed from the Mo
back contact to the front surface.  This allows the effects of increasing Ga to be characterized
without differences in the device operation  due to gradients in the electrical and optical properties
of the Cu(InGa)Se2.

The solar cells fabricated from these uniform films have 15% efficiency for x < 0.5  or Eg < 1.3
eV.  Voc increases over the entire range of Ga content, up to 820 mV, but the device efficiency
declines with high Ga content due primarily to a drop in fill factor and short circuit current.
Analysis of current-voltage and quantum efficiency results show that the main cause of this drop
off is a voltage dependent current collection.  Finally, preliminary results show that the fill factor
can be improved by grading the bandgap of the Cu(InGa)Se2, but there is a concurrent loss in Jsc.

Selenization

The selenization at temperatures up to 650°C of Cu/Ga/In results in a two phase film with CuGaSe2
near the Mo back contact and CuInSe2 at the top of the film.  Devices made from these films have
low Voc, and behave similar to a CuInSe2 device, consistent with the lack of Ga, and therefore low
bandgap, in the front region of the absorber layer where the device behavior is controlled.
However, annealing the film at T ≥ 550°C in an inert atmosphere results in interdiffusion of the In
and Ga, converting the film to single phase Cu(InGa)Se2.

The interdiffusion of Ga and In in a CuGaSe2/ CuInSe2 thin film diffusion couple and the diffusion
of In into CuGaSe2 thin films were studied by Auger depth profiling.  CuGaSe2 and CuInSe2 were
obtained via selenization by H2Se of sequentially deposited Cu-Ga and Cu-In layers, respectively.
The CuGaSe2/CuInSe2 diffusion couple was annealed at 650°C for 30 minutes in an Argon
atmosphere. The thin film source of In was diffused into CuGaSe2 in the temperature range of
400°C to 600°C for 30 minutes in an Argon atmosphere.  Bulk interdiffusion coefficients of In and
Ga in the CuGaSe2/CuInSe2 couple annealed at 650°C, and the diffusion coefficients of In in
CuGaSe2 films diffusion-annealed at various temperatures were determined.  The  interdiffusion
coefficients of In and Ga at 650°C in the diffusion couple are similar (DIn = 1.5 x 10-11 cm2/sec and
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DGa = 4.0 x 10-11 cm2/sec).  The diffusion coefficients of In in CuGaSe2 thin films varied from
2.0 x 10-13 cm2/sec to 4.5 x 10-12 cm2/sec in the temperature range of 400°C - 600°C.

Mo/CuInSe2 Contact

A correlation was found between the relative orientation of the Mo and Cu(InGa)Se2 films, as
measured by XRD.  However, unlike the compositional profile of the Cu(InGa)Se2 films which
shows a direct correlation to the device behavior, the orientation of the evaporated Cu(InGa)Se2
shows no correlation to the device results.

Many high efficiency CuInSe2 based solar cells show blocking or non-ohmic contact behavior in
their current-voltage characteristic which has often been attributed to the Mo/CuInSe2 back contact.
A novel device configuration is presented which allows the current-voltage characteristic of the
Mo/CuInSe2 junction to be analyzed separately from the rest of the operating solar cell.  Direct
measurements of the back contact on  operating CuInSe2 based solar cells which demonstrate this
blocking behavior show that the Mo/CuInSe2 contact is ohmic with negligible contact resistance
compared to the total series resistance of the device.

a-Si

Devices

The first task in improving JSC and VOC was to determine operational characteristics of the a-Si
reactor.  It was found through QE measurements and SIMS analysis that there was significant
dopant carryover from one run to the next from the film deposited on the “hot” electrode.
Deposition of a burying layer of a-SiC:H between device runs was found to be necessary to
remedy the dopant carryover.  As a result, FFs in excess of 71% were obtained reproducibly.  In a
second step, H2 diluted µc n-layers, compatible with ZnO/Ag back contact as well as with tunnel
junction in tandem devices, were developed.  These µc n-layers with conductivities and activation
energies of 1 S/cm and 0.05 eV, respectively, allowed fabrication of devices with ZnO/Ag contact
with FFs as high as 72%.  In the case of 25 Å Ti/5000 Å Ag contacts, the deposition rate of Ag
was found to be an important parameter in that rates below 100 Å/min resulted in lower FFs.

The ungraded i-layers were about 0.5 µm thick.  The buffer layer had a standard graded C profile.
Devices were deposited on Asahi Type U textured SnO2, with ZnO/Ag back contacts, and had no
AR coating.  All cells were scribed and surrounded by Ag paste to reduce RS and increase FF.
Pieces were sputter etched to eliminate excessive collection beyond the metal contact.

Five cells from three different pieces were tested at NREL, all having efficiencies of 10% or
greater.

TCO’s and Optical Enhancement

The material properties of a number of textured SnO2 and ZnO substrates and their effect on current
generation in a-Si were evaluated.  Most of these TCO’s have been used by others for a-Si device
research or module fabrication. Bulk optoelectronic and structural properties are reported for seven
TCO films with haze from 1 to 14%.  Our results show that increasing haze above ~5% has limited
effectiveness for increasing the generation at long wavelengths.  In presently available textured
ZnO, current generation is about 0.6 mA/cm2 greater than in textured SnO2.  There may be greater
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advantages to using ZnO in multijunction devices since much thinner i-layers may be used to give
the same JSC with improved stability, shorter deposition time and less GeH4 usage.

The effect of sputtered transparent conducting oxide (TCO) contacts on the device performance of
stainless steel/n-i-p/TCO and glass/SnO2/p-i-n/TCO/Ag solar cells were investigated.  TCO
materials ITO and ZnO are compared, and found to have very similar transparency at the same
sheet resistance.  Sputtering ZnO with O2 in the Ar reduces  FF for stainless steel /n-i-p/ZnO
devices, compared to sputtering without O2.  This is attributed to an interface not bulk effect.
Sputtering ITO with O2 on the same devices increases JSC due to higher ITO transparency,
compared to sputtering without O2, but has no effect on FF.  Based on curvature in the J-V curve
around VOC, the ZnO/p layer contact appears to be non-ohmic.  For p-i-n/TCO/Ag devices, µc-Si
n-layers have much higher VOC, JSC, and FF for all variations of TCO/Ag back reflectors compared
to an a-Si n-layer. Devices with ITO/Ag have lower VOC and JSC compared to devices with
ZnO/Ag. Sputtering ZnO with O2 has no detrimental effect on devices with µc-Si n-layers but
severely reduces FF in devices with a-Si n-layers.

A novel device structure was used to study optical enhancement and back reflectors (BRs) in a-Si
n-i-p solar cells by separating the effects of substrate texture, BR texture, and BR reflectivity.   QE
and diffuse and total reflection are compared for devices on smooth or textured substrates, with
smooth or textured BRs.  There is little improvement in JSC for substrate haze exceeding 5%.
Substrate texture is much more effective at increasing red response than the BR texture.  Smooth
substrates with textured BRs have comparable diffuse reflection but much higher specular
reflection than textured substrates with a smooth BR.  Devices on textured substrates also have
lower reflection losses in the blue regions, resulting in higher  QE at all wavelengths.   These
results apply to both superstrate and substrate device configurations.

J-V Analysis

The current-voltage data measured in light and dark from a-Si based solar cells has been analyzed
to yield six parameters which completely specify the illuminated J-V curve from reverse bias to
beyond open circuit voltage (VOC).  A simple photocurrent collection model is used which assumes
drift collection in a uniform field. The method has been applied to J-V data from over twenty single
junction a-Si or a-SiGe devices from five laboratories measured under standard simulated sunlight.
Very good agreement results between measured and calculated J-V performance with only one

adjustable parameter, the ratio of collection length to thickness L
D

C .  Some of these devices have

also been analyzed after extended light soaking or under filtered illumination.  The effect of the
voltage dependent photocurrent collection on FF and VOC is considered in detail.  Results under 1
sun illumination for both a-Si and a-SiGe devices are consistent with hole limited collection.
Photocurrent collection in very thin devices (D~0.1 µm), or thicker devices under blue light, may
be strongly influenced by interface recombination or back diffusion.  The flatband voltage (Vfb) is
dependent on the intensity and spectrum of illumination, hence is not a fundamental device
property and is not equivalent to the built-in potential. VOC is limited by Vfb not junction
recombination current J0 in typical devices.   The illuminated solar cell performance is nearly

independent of the forward diode current for low values of L
D

C , as occurs after light soaking or

with a-SiGe.  The model is also useful to investigate the intensity dependence of FF and to predict

the influence of L
D

C  and Vfb on solar cell performance.
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As part of the work associated with the device design team, this simple model was applied to a
wide range of single junction devices and conditions.  These included p-i-n and n-i-p cells on
smooth or textured substrates,  a-Si and a-SiGe cells, initial and stabilized, and under AM1.5 and
red filtered light.  Excellent agreement has been found between the model and the measurements.
Devices analyzed covered a wide range of sources.  In addition to those from IEC, cells were
provided by Solarex, USSC, ECD, and APS.  Analysis of triple junction cells using a parameter
set based on the stabilized high, middle and low bandgap cells from USSC was also performed.

CdTe/CdS

Device Performance

In this reporting period vapor phase CdCl2 treatments were developed, permitting the effects of
reaction temperature and chloride concentration on materials and devices to be investigated.  Vapor
CdCl2 treatment at 420°C was found to result in uniform modification of the film properties.
Combined with the contacting process developed in the previous reporting period, the uniform and
reproducible treatments have translated into greater consistency in device performance at an
efficiency level of 12%.  The VOC is approaching state-of-the-art values, but Jsc and FF are low.
The resistance at VOC in these devices is in the range of 6 to 10 Ω-cm2.  Reducing this to 1–2 Ω-
cm2 by optimizing the CdTe doping and contact are expected to increase FF to >72% and should
enhance the VOC.  Control over S interdiffusion with vapor treatment and use of alloyed films is
described in the sections below and offers several avenues for improving Jsc: 1) use thick CdS
(~250 nm) and high S diffusion process to thin down the CdS, boosting Jsc contributions from
300–550 nm and 750–900 nm; 2) use ultrathin CdS (<50 nm) and low S diffusion process to
minimize loss of CdS film; and 3) deposit CdTe1-xSx films with x near the solubility limit on
ultrathin CdS to minimize driving force for interdiffusion.

CdCl2 Treatment

All-vapor post deposition processing holds many advantages the over conventional coat-and-rinse
techniques that are employed for CdTe cells.  For example, the thermal separation of CdTe/CdS
films from the chloride source allows independent control of both the reaction temperature and
species concentration.  This facilitates temperature-time configurations that: can reduce the CdS
loss via interdiffusion; increase the VOC; reduce the treatment time; and produce a residue-free CdTe
surface.

The vapor chloride processing yields a spatially uniform grain size and a clean CdTe surface free of
residual chlorides, oxides, and chlorates.  This eliminates the necessity for rinsing or handling of
rinsates prior to contact formation.  From a device perspective, these benefits translate into spatially
uniform properties and performance.

The role of CdCl2 in promoting recrystallization, grain growth and interdiffusion between CdS and
CdTe layers in physical vapor deposited CdS/CdTe thin film solar cells is has been examined.
CdTe/CdS thin film samples prepared with different CdTe film thicknesses and treated in air at
415°C for different times with and without a surface coating of CdCl2.  The samples were
characterized by scanning electron microscopy, transmission electron microscopy, energy
dispersive x-ray spectroscopy, x-ray diffractometry, and optical absorption.   The results show that
CdCl2 treatment enhances the recrystallization and diffusion processes, leading to a compositional
variation within the CdTe layer due to diffusion of S from the CdS.  The highest S concentrations
observed, after 30 minute treatments with CdCl2 at 415°C, are near the solubility limit for S in
CdTe.  The compositional distributions indicated by x-ray diffraction measurements of samples
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with different CdTe thickness show that the S-rich CdTe1-xSx region lies near the CdTe-CdS
interface.  A multiple step mixing process must be inferred to account for the diffraction profiles
obtained.

CdTe-CdS Alloys and Devices

The CdTe-CdS alloy system has been characterized at typical solar cell processing temperatures in
order to elucidate the role of interdiffusion in CdTe/CdS-based solar cells.  Predominately single
phase CdTe1-xSx thin films with x∫[S]/([S]+[Te]) ranging from 0 to 0.45, were grown by vacuum
co-evaporation of CdS and CdTe.  Phase segregation was promoted by heat treatment of the films
at 415°C in the presence of CdCl2.  The solubility limits of S in CdTe and Te in CdS at 415°C were
derived by measuring the compositions of the two phases in the films after the CdCl 2 treatment.
The solubility limit of S in CdTe was determined to be 5.8%.  Solar cells were fabricated with
compositionally uniform absorber layers of CdTe1-xSx with x near the solubility limit before heat
treatment.  An efficiency of 10.8% was achieved by a CdTe1-xSx/CdS device.  The Voc, Jsc, FF and
spectral response of this device were all very similar to vacuum evaporated conventional CdTe/CdS
cells where the alloy is formed by diffusion of S during cell processing.

HCl Vapor Treatment

Data on the structural and optical properties and cell performance of thermally evaporated
CdTe/CdS films were determined as functions of the HCl concentration and temperature of a post-
deposition heat treatment.  The degree of preferred (111) orientation decreased while the grain size
of the CdTe films increased with increasing HCl concentration and temperature.  The sulfur content
of a CdTe1-xSx layer also increased with HCl concentration and temperature to a maximum value of
~2%.  Cell performance improved over as-deposited values to ~8% efficiency.

Stress Testing of CdTe/CdS Devices

CdTe/CdS solar cells have been known to exhibit various combinations of reversible and
irreversible degradation of conversion efficiency after being subjected to temperature, voltage and
illumination at levels which equal or surpass those expected in field conditions.  This section
describes a series of measurements designed to quantify these phenomena.  The QE and light and
dark J-V characteristics of a set of CdTe devices were measured, then devices were subjected to
various combinations of stresses within the parameter space of 0-70 mW/cm2 illumination, -0.5 V
to +5 mA/cm2 electrical bias, and temperatures from 72° to 112°C.  The device characteristics were
measured and changes are interpreted in the context of an equivalent circuit which includes the
effects of both the main junction diode, series resistor and a rectifying back contact.
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1.  INTRODUCTION

The overall mission of the Institute of Energy Conversion is the development of thin film
photovoltaic cells, modules, and related manufacturing technology and the education of students
and professionals in photovoltaic technology.  The objectives of this four-year NREL subcontract
are to advance the state of the art and the acceptance of thin film PV modules in the areas of
improved technology for thin film deposition, device fabrication, and material and device
characterization and modeling, relating to solar cells based on CuInSe2 and its alloys, on a-Si and
its alloys, and on CdTe.

In the area of CuInSe2 and its alloys, IEC researchers have produced Cu(In1-x,Gax)Se2 films by
selenization of elemental and alloyed films with H2Se and Se vapor and by a wide variety of
process variations employing co-evaporation of the elements.  Careful design, execution and
analysis of these experiments has led to an improved understanding of the reaction chemistry
involved, including estimations of the reaction rate constants.  Investigation of device fabrication
has also included studies of the processing of the Mo, CdS and ZnO deposition parameters and
their influence on device properties.  An indication of the success of these procedures was the
fabrication of a 15% efficiency Cu(In1-x,Gax)Se2 solar cell with x     <     0.5.

In the a-Si area, reproducibility and process control have been achieved through the optimization of
processing parameters related to each of the a-Si layers:  p, buffer, i, and n, as well as the TCO
window and back contact.  In addition, analysis and measurements of the improvement in
performance of a-Si solar cells due to optical enhancements from a wide range of TCO texture
substrates and back reflectors have been completed.  Development of µc n-layer has allowed
fabrication of a-Si devices with efficiencies over 10%.

Activities related to CdTe-based solar cells include the development of uniform and reproducible
vapor phase CdCl2 treatments for CdTe/CdS films which have translated into greater consistency in
device performance, as well as a HCl vapor treatment that promotes changes in the structure of the
films similar to those treated with CdCl2.  The CdTe/CdS alloy system was characterized at typical
solar cell processing temperatures to evaluate the role of interdiffusion in the CdTe solar cells.  In
order to determine the long term stability of contacts made to CdTe, stress testing of specially
prepared CdTe devices has begun.

The measurement, characterization, and modeling of thin film device operation has been specialized
independently for devices produced with each class of materials.  Also, data has been accumulated
and analyzed to develop baseline device parameters for each type of cell.

IEC personnel are active in teamed research in all three thin film material areas, both through
NREL's Thin Film PV Partnership program and on a less formal, one-on-one basis.  It is partly
through these interactions that IEC serves to disseminate PV expertise throughout the PV
community and, thereby, achieve its larger goals.
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2.  Cu(In,Ga)Se2

2. 1 SUMMARY

2. 1. 1 Multisource Evaporation

Cu(In,Ga)Se2 films have been deposited by elemental evaporation with Ga composition ranging
from 0.25 < x < 0.80 [201-204].  The films are deposited with the Ga uniformly distributed from
the Mo back contact to the front surface.  This allows the effects of increasing Ga to be
characterized without differences in the device operation  due to gradients in the electrical and
optical properties of the Cu(In,Ga)Se2.

The solar cells fabricated from these uniform films have 15% efficiency for x < 0.5  or Eg < 1.3
eV.  VOC increases over the entire range of Ga content, up to 820 mV, but the device efficiency
declines with high Ga content due primarily to a drop in fill factor and short circuit current.
Analysis of current-voltage and quantum efficiency results show that the main cause of this drop
off is a voltage dependent current collection.  Finally, preliminary results show that the fill factor
can be improved by grading the bandgap of the Cu(In,Ga)Se2, but there is a concurrent loss in JSC.

2. 1. 2 Selenization

The selenization at temperatures up to 650°C of Cu/Ga/In results in a two phase film with CuGaSe2
near the Mo back contact and CuInSe2 at the top of the film [205].  Devices made from these films
have low VOC, and behave similar to a CuInSe2 device, consistent with the lack of Ga, and
therefore low bandgap, in the front region of the absorber layer where the device behavior is
controlled.  However, annealing the film at T ≥ 550°C in an inert atmosphere results in
interdiffusion of the In and Ga, converting the film to single phase Cu(In,Ga)Se2 [201].

The interdiffusion of Ga and In in a CuGaSe2/CuInSe2 thin film diffusion couple and the diffusion
of In into CuGaSe2 thin films were studied by Auger depth profiling [206]. CuGaSe2 and CuInSe2
were obtained via selenization by H2Se of sequentially deposited Cu-Ga and Cu-In layers,
respectively.  The CuGaSe2/CuInSe2 diffusion couple was annealed at 650°C for 30 minutes in an
Argon atmosphere. The thin film source of In was diffused into CuGaSe2 in the temperature range
of 400°C to 600°C for 30 minutes in an Argon atmosphere.  Bulk interdiffusion coefficients of In
and Ga in the CuGaSe2/CuInSe2 couple annealed at 650°C, and the diffusion coefficients of In in
CuGaSe2 films diffusion-annealed at various temperatures were determined.  The  interdiffusion
coefficients of In and Ga at 650°C in the diffusion couple are similar (DIn = 1.5 x 10-11 cm2/sec and
DGa = 4.0 x 10-11 cm2/sec).  The diffusion coefficients of In in CuGaSe2 thin films varied from 2.0
x 10-13 cm2/sec to 4.5 x 10-12 cm2/sec in the temperature range of 400°C - 600°C.

2. 1. 3 Mo/CuInSe2 Contact

The Mo back contact has been characterized with respect to the effect of the Mo relative crystal
orientation on the subsequent growth of Cu(In,Ga)Se2 and with respect to the Mo/Cu(In,Ga)Se2
electrical contact.  A correlation was found between the relative orientation of the Mo and
Cu(In,Ga)Se2 films, as measured by XRD.  However, the orientation of the evaporated
Cu(In,Ga)Se2 shows no correlation to the device results.



3

Many high efficiency CuInSe2 based solar cells show blocking or non-ohmic contact behavior in
their current-voltage characteristic which has often been attributed to the Mo/CuInSe2 back contact.
A novel device configuration is presented which allows the current-voltage characteristic of the
Mo/CuInSe2 junction to be analyzed separately from the rest of the operating solar cell [207] Direct
measurements of the back contact on  operating CuInSe2 based solar cells which demonstrate this
blocking behavior show that the Mo/CuInSe2 contact is ohmic with negligible contact resistance
compared to the total series resistance of the device.

2. 2 MULTISOURCE EVAPORATION

2. 2. 1 Introduction

High efficiency solar cells have been achieved with Cu(In,Ga)Se2 thin films deposited by multi-
source elemental evaporation or selenization.  With evaporated absorber layers the highest reported
efficiencies have been achieved in cells with x ≡ [Ga]/([In]+[Ga]) ≈ 0.25 corresponding to a
bandgap (Eg) of ~1.15eV [208, 209].  These cells have Voc ≈ 600 - 650mV.  The high efficiency
cells have been achieved with the Ga either uniformly incorporated in the absorber layer [208] or
with a gradient of the Ga decreasing from the Mo back contact to the front [209, 210].  At greater
Ga content, it has been reported that the open circuit voltage did not increase proportionally to the
bandgap and the efficiency decreased [202, 211-213].

The bandgap of CuInSe2 thin films for solar cells has been successfully increased by the addition
of Ga to form Cu(In,Ga)Se2 absorber layers with increased bandgap which more closely matches
the solar spectrum.  This results in a tradeoff of higher open circuit voltage and lower short circuit
current which should be advantageous for the manufacture of Cu(In,Ga)Se2 photovoltaic modules
[214].  Specifically, module performance can be improved with lower resistive losses, thinner ZnO
with less optical loss and/or greater interconnect spacing with reduced associated area related
losses.  In addition, a higher bandgap reduces the current losses due to free carrier absorption in
ZnO or other transparent conducting materials.

In this report, Cu(In,Ga)Se2 films have been deposited by elemental evaporation with Ga
composition ranging from 0.25 < x < 0.80.  The films are deposited with the Ga uniformly
distributed from the Mo back contact to the front surface.  This allows the effects of increasing Ga
to be characterized without differences in the device operation  due to gradients in the electrical and
optical properties of the Cu(In,Ga)Se2.  The solar cells fabricated from these uniform films have
15% efficiency for x < 0.5  or Eg < 1.3 eV.  Voc increases over the entire range of Ga content, up
to 820 mV, but the device efficiency declines with high Ga content due primarily to a drop in fill
factor and short circuit current.  Analysis of current-voltage and quantum efficiency results show
that the main cause of this drop off is a voltage dependent current collection.  Finally, preliminary
results show that the fill factor can be improved by grading the bandgap of the Cu(In,Ga)Se2, but
there is a concurrent loss in Jsc.

2. 2. 2 Cu(In,Ga)Se2 Deposition and Cell Fabrication

For characterization  of Cu(In,Ga)Se2 films and devices as a function of Ga content, the films were
deposited by elemental evaporation from four Knudsen type sources to independently control the
fluxes of Cu, In, Ga, and Se.  The substrates were soda lime glass coated by dc sputtering with a 1
µm thick Mo layer.  One bare glass substrate was included in each run to allow measurements of
the sheet resistance and optical transmission.  The Cu(In,Ga)Se2 films were deposited using a
simplified version of the bi-layer process developed for CuInSe2 [211].  This began with a Cu-rich
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Cu(In,Ga)Se2 layer, with [Cu] > [In] + [Ga], deposited at substrate temperature Tss = 450°C,
followed continuously by a layer containing only In, Ga, and Se deposited at Tss = 600°C.  In this
process, the In, Ga, and Se source temperatures and fluxes were kept constant through both layers
and the Cu source was simply turned off.  A profile of the source and substrate temperatures
versus time for a deposition which gave x = 0.38 is shown in Figure 2-1.  The first layer had
[Cu]/([In]+[Ga]) = 1.3–1.5.  The final Cu content could be varied by simply changing the relative
times of the two layers and the completed films in this work had [Cu]/([In]+[Ga]) ≈ 0.90 ± 0.03.
The Cu(In,Ga)Se2 films had thicknesses from 2.5–2.9 µm as determined by the mass gain.

With this process, Cu(In,Ga)Se2 films were deposited with 0.25 ≤ x ≤ 0.8, which corresponds to
1.16 eV ≤ Eg ≤ 1.45 eV, for characterization and device fabrication.  Also, CuInSe2 films were
deposited for comparison.
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Figure 2-1  Source and substrate temperature versus time profile of a deposition
to produce a Cu(In,Ga)Se2 film with x = 0.38.

Solar cells were fabricated by the sequential deposition of CdS, ZnO:Al, Ni/Al grids, and MgF2
anti-reflection layers on the glass/Mo/Cu(In,Ga)Se2.  The CdS was deposited with a thickness of
~30 nm by chemical bath deposition using a method similar to that described by Kessler et al.
[215].  The ZnO:Al was deposited in two layers [216] by rf sputtering from a compound
ZnO:Al2O3 target with 2% Al2O3 by weight.  The first layer was deposited with a sputter gas
composition of Ar/O2 (2%) to give a 50 nm thick layer with resistivity ρ ≈ 50 Ω-cm.  This was
followed by a layer deposited with a sputter gas composition of Ar/O2 (0.2%) to give a 500 nm
thick layer with a sheet resistance of 15 Ω/sq or ρ ≈ 8x10-4 Ω-cm.  Electron beam evaporation was
used to deposit Ni/Al grids with ~ 5% shading loss and a 125 nm thick MgF2 layer which
produces a broad minimum in the reflection spectrum between 500-800 nm.  Cell areas were
delineated by mechanical scribing to give individual cells with area 0.4 cm2.  Characterization of
the devices included the total area current-voltage (J–V) response measured at 25°C under AM1.5
illumination and quantum efficiency (QE) measured under white light bias as a function of voltage
bias.  J–V parameters were measured at NREL on four devices, and gave good agreement with the
measurements at IEC.
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2. 2. 3 Cu(In,Ga)Se2 Characterization

The elemental composition of the Cu(In,Ga)Se2 films was determined by energy dispersive X-ray
spectroscopy (EDS) measurements with a 20 kV acceleration voltage and the composition was
used to determine Eg according to published values [217].  The grain size and surface morphology
were evaluated with a scanning electron microscope (SEM).  The compositional uniformity was
characterized by X-ray diffraction (XRD) and Auger electron spectroscopy (AES) depth profiles.
The XRD scans were performed using Cu Kα radiation in a scanning 2θ mode with 0.01° step
size.  Since the Cu(In,Ga)Se2 films are much thinner than the absorption depth of CuInSe2 (13
µm) and CuGaSe2 (25 µm), the entire thickness of the films was sampled.  The AES
measurements were done at the National Renewable Energy Laboratory (NREL).  Sheet resistance
was measured on the sample deposited on bare glass substrate with a four point probe.

SEM characterization of the surface and cross-section of the films showed similar surface
morphology and well-defined columnar grains with 1–2 µm average grain size regardless of the Ga
content.  An SEM micrograph of a film with x = 0.38 shows this in Figure 2-2.

Figure 2-2  SEM micrograph of a typical film with x = 0.38.

XRD measurements were used to determine the Ga content of the films from the lattice parameter
and gave good agreement with the EDS.  Detailed XRD scans were made of the strongest
reflections and the compositional distribution was inferred from the full width at half maximum
(FWHM) and peak symmetry.  This is shown by the (112) peak and the (220)/(204) peak doublet
in Figure 2-3 and Figure 2-4 for four of the films spanning the compositional range.  The crystal
axis ratio c/a is 2.00 for x ≈ 0.25 so there is no splitting of the (220) and (224) peaks for the film
with x = 0.27.  As x increases or decreases, c/a decreases or increases, respectively, and the
doublet shows increased splitting.  The peaks also show a shift in 2θ consistent with the increase
in x.  The (112) peaks show an instrumental asymmetry inherent to the apparatus at low 2θ.  The
Cu(In,Ga)Se2 films have FWHM = 0.15–0.19° compared to the CuInSe2 films with FWHM and
the instrumental broadening of 0.11°.  Other peaks on the Cu(In,Ga)Se2 films which could be
separated at low and high Ga concentration also had FWHM < 0.2 with no asymmetric
broadening.  The broadening of the CuInSe2 film peaks is likely due to stress in the films because
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the grain size is sufficiently large to have effect on the peak shape.  If the additional broadening of
the Cu(In,Ga)Se2 peaks is entirely due to compositional non-uniformity, the total variation in x
would still be less than ±5% for each film corresponding to a maximum bandgap variation of
±0.03 eV.  Thus the XRD spectra indicate that the films are compositionally uniform.

To characterize the relative orientation of the grains within the films the relative orientations of the
(112) peak and the (220)/(204) doublet were determined by measuring the areas under the
diffraction peaks.  The ratios of the integrated intensity I(112) to I(220)+I(204) are compared in
Table 2-1 to those of powder diffraction standards for x = 0.3 and 0.6 [218].  These relative
orientations suggest that the Cu(In,Ga)Se2 films have a nearly random crystal orientation.  The
Cu(In,Ga)Se2 orientation may be related to the orientation of the substrate it is deposited on.  The
random orientation was obtained when the films were deposited onto (110) oriented Mo layers, but
Cu(In,Ga)Se2 deposited  directly on glass had a strong (112) orientation with
I(112)/[I(220)+I(204)] = 420 for the run which gave x = 0.38.  We have previously shown that
there is an inverse correlation between the Cu(In,Ga)Se2 orientation and that of the Mo [219] and
this will be discussed further in section 2.4.
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Figure 2-4  XRD scans of the (220)/(224) doublet for samples with x = 0, 0.27,
0.43, and 0.69.

Table 2-1  Relative crystallite orientation of the Cu(In,Ga)Se2 measured by the
ratio of the areas under the (112) and (220)/(204) peaks and intensities from
powder diffraction patterns.

x
Eg

(eV)
FWHM
(deg)

(112)
(220)+(204)

films
0 1.0 0.13 2.7

0.27 1.16 0.16 0.7
0.30 1.18 0.21 1.2
0.38 1.23 0.17 0.9
0.43 1.27 0.19 1.6
0.58 1.37 0.17 1.2
0.69 1.45 0.18 1.9

powder standards
0 - - 0.7

0.3 - - 2.5
0.6 - - 1.7

The compositional uniformity was confirmed by AES depth profiles measured on the films with x
= 0.38 and 0.58.  The atomic concentrations of Mo, Cu, In, Ga, and Se are shown in Figure 2-5
for the first film plotted versus sputter time.  The Mo signal rises rapidly after ~130 min sputtering
time indicating that the entire film was sampled in this time.  The profiles show no gradient in x
through the bulk of the film thickness, consistent with the XRD results, and the value of x agrees
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well with that determined by EDS.  Thus, as the total Ga content increases there is no separation or
diffusion of the In and Ga as was observed with selenized Cu(In,Ga)Se2 films (see section 2.3.3).
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Figure 2-5  Atomic concentrations determined by AES depth profile of Mo, Cu,
In, Ga, and Se for the film with x = 0.38.

The AES profiles show that the In concentration at the front surface is greater than in the bulk film
while the Cu and Ga concentrations are lower near the front of the film.  This is consistent with the
presence of a Cu-deficient layer at the front surface of the Cu(In,Ga)Se2 film [220].  In this case,
the AES data suggests that the surface layer also has lower Ga than the bulk so the surface may
prefer a Cu-In-Se phase such as CuIn3Se5 over an analogous Cu-Ga-Se2 phase.  The effect of such
a layer on the device performance is unknown and no attempt is made to account for it in the device
analysis below.

Finally, resistivity measurements of the films deposited simultaneously on bare glass also do not
indicate any difference in the films as x increases.  All films had ρ = 25±15 Ω-cm with no
correlation to composition.

2. 2. 4 Device Results

The solar cell parameters Voc, Jsc, fill factor (FF) and efficiency (η) determined from J-V
measurements at 25°C are listed in Table 2-2 for cells with nine bandgaps from 1.16 to 1.54 eV.
The same parameters are plotted versus bandgap in Figure 2-6.
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Table 2-2. Cu(In,Ga)Se2 device parameters under AM1.5 illumination at 25°C.

x Eg Voc Jsc FF η
(eV) (mV) (mA/cm2) (%) (%)

0.27 1.16 602 33.2 74.1 14.8
0.30 1.18 623 32.8 73.1 14.9
0.34 1.21 653 32.0 73.5 15.4
0.38 1.23 639 31.9 74.3 15.1
0.43 1.27 689 28.9 75.0 15.0
0.53 1.34 729 27.6 70.9 14.3
0.57 1.37 746 25.2 69.7 13.1
0.72 1.47 804 20.7 69.0 11.5
0.81 1.54 821 16.8 63.7 8.8

The efficiency, Figure 2-6(a), remains constant ~15% for Eg < 1.3 eV.  Voc, Figure 2-6(b),
increases linearly with slope q∆Voc/∆Eg ≈ 0.7 up to Eg = 1.4 eV but more slowly with Eg at the
highest bandgaps..  The fall-off in Jsc is shown in Figure 2-6(c).  The dashed line is the
approximate available current obtained by integrating the AM 1.5 Global spectrum and subtracting
12% to account for optical losses including reflection, grid shading, and absorption in the ZnO and
CdS layers. Quantum efficiency curves for these devices show a shift in the long wavelength fall-
off consistent with the shift in Eg and the decrease in Jsc follows the available current for low
bandgap.  However, there are additional losses at the highest bandgap values.  Finally the fill
factor is 73-75% for Eg < 1.3 eV but also falls off at increased bandgap.  The drop in FF and Jsc
are the main causes for the fall-off in efficiency.
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Figure 2-6  Bandgap dependence of basic J-V parameters: (a) efficiency, (b) Voc,
(c) Jsc, and (d) FF.  The dashed line in (c) is the available current as described in
the text.

2. 2. 5 Cu(In,Ga)Se2 Device Analysis

The qualitative features with high Ga content in Figure 2-6 can be attributed primarily to a voltage
dependent current collection .  This can be shown by detailed comparison of the J-V behavior in
the dark and under illumination and from the voltage bias dependence of the quantum efficiency.
This analysis will be shown to elucidate the difference between the J-V behavior at low and high
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bandgap by comparing the cells with Eg = 1.16 and 1.47 eV.  The dark and illuminated J-V curves
for these two devices are shown in Figure 2-7.
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Figure 2-7  J-V curves for Eg = 1.16 and  1.47 eV.

The J-V data is described by a standard diode model which gives

J = Jo exp q(V − RsJ)
AkT







− Jo − JL + GV

Equation 2-1

where Jo is the forward current, A the diode quality factor, JL the light generated current, Rs the
series resistance, and G the shunt conductance.  With the forward diode current limited by
Shockley-Read-Hall recombination through a distribution of states within the space-charge region
of the Cu(In,Ga)Se2 [221-223], A is between 1 and 2 and Jo is given by

Jo = Joo exp −
Eg

2kT




÷

.

Equation 2-2

The diode equation as written in Equation 2-1 assumes that  Rs, and G, are constant, i.e. that the
series and shunt terms are ohmic.  In addition, JL can be voltage dependent, but most diode
analysis requires the assumption that the light generated current is constant, i.e. JL = Jsc.  These
assumptions must be experimentally verified and often do not hold with thin film polycrystalline
solar cells.  This can be done by considering the derivatives g(V) ≡ dJ/dV and r(J) ≡ dV/dJ.  If JL
= Jsc and the shunt term is ohmic, g(V) will be constant near V = 0 and in reverse voltage bias,
where the diode contribution becomes negligible,.  With Rs and Jsc constant and RsG « 1,
differentiating Equation 2-1 gives

r(J) = Rs + AkT
q

J + Jsc( )−1.

Equation 2-3
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In this case, a plot of r(J) vs (J+Jsc)-1 will be linear at large current with intercept Rs and slope
AkT/q.  Finally, when the assumptions of constant Rs, G, and JL apply and Equation 2-1 is shown
to be applicable, a logarithmic plot of J+Jsc versus V-RsJ will give an intercept of Jo and slope
q/AkT.

Figure 2-8 shows g(V) for the devices in Figure 2-7.  With Eg = 1.16 eV, g(V) is constant in
reverse voltage bias both in the dark and under illumination.  This gives a dark shunt term G = 0.4
mS/cm2.  However, with Eg = 1.47 eV, g(V) is constant only in the dark, where G = 0.2 mS/cm2.
There is a clear voltage dependence under illumination.  For all the devices the dark shunt term is
small enough that it can be neglected in the subsequent analysis.

A similar difference is shown by r(J) in Figure 2-9.  The low bandgap cell has little difference
between the dark and illuminated data.  The intercept gives Rs = 0.2 Ω-cm2 and the slope gives A =
1.7.  For the higher bandgap cell, the dark fit gives Rs = 0.3 Ω-cm2 and A = 1.8.  However, the
illuminated data does not fit a straight line so Rs and A cannot be determined.
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Figure 2-8  Illuminated and dark g(V) for (a) Eg = 1.16 eV, and
(b) Eg = 1.47 eV.
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Solid lines show the fit to determine Rs.

Using the dark value of Rs, the logarithmic plot of J+Jsc vs. V-RsJ is shown for the same two
samples in Fig. 6.  For Eg = 1.16 eV, the lines give A = 1.6 in the dark and 1.7 under
illumination. For Eg = 1.47 eV, A = 1.8 in the dark. However, there is a large excess current
under illumination and the J-V data does not fit the simple exponential form of Equation 2-1 so A
and Jo cannot be determined.
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Figure 2-10  Logarithmic plot of J+Jsc vs V-RsJ with (a) Eg = 1.16 eV, and (b)
Eg = 1.47 eV.  Solid lines show the fit to determine Jo and A.

The differences at high bandgap between the dark and illuminated data shown above can be
attributed to a voltage dependent current collection.  This is seen in the voltage dependence of the
QE which is shown at 0V and -1V in Figure 2-11 for the same two devices.  Increasing reverse
voltage bias has little effect on the QE for the low bandgap cell.  The ratio QE(-1V)/QE(0V)
increases only to 1.02 at long wavelength.  However, there is a much bigger difference between
the two curves for the high bandgap cell and the QE(V) ratio increases to 1.10.
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Figure 2-11  QE curves at 0 and -1V and the ratio QE(-1V)/QE(0V) for (a) Eg  =
1.16 eV, and (b) Eg  = 1.47 eV.

The voltage dependent current collection can also be shown by the voltage dependence of the
normalized current difference (Jillum - Jdark)/JL where Jillum and  Jdark are the currents measured under
illumination and in the dark respectively.  JL is taken as Jillum at V = -1 V.  This is shown in Figure
2-12 for Eg increasing from 1.21 to 1.54 eV.  As the bandgap increases the voltage dependence of
the current clearly increases.  This behavior suggests that the minority carrier diffusion length is
small in these devices so that the collection of light generated current is dependent on the space
charge width which varies with the applied voltage.
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Figure 2-12.   Voltage dependence of the normalized current difference
(Ji l l u m  -  J d a r k)/JL with increasing bandgap.

Results from the diode analysis for all nine devices are listed in Table 2-3.  All devices could be
completely characterized in the dark but the devices with Eg > 1.3 eV could not be analyzed under
illumination due to the voltage dependent current collection.  There is no increase in G or Rs as the
bandgap increases and only a small increase in A, so the voltage dependent collection is apparently
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responsible for the drop in FF.  The fall-off in Jsc seen at high bandgap in Fig 2 indicates that there
is significant current loss even at V=0.  The loss in Voc at high bandgap can also be explained, at
least in part, by the poor current collection.

The device parameters in Table 2-3 can be used to determine the slope of the increase in Voc with
Eg.  Solving Equation 2-1 for J=0, with GVoc << Jsc, gives:

qVoc = A
2

Eg + AkT ln Jsc
Joo





÷













Equation 2-4

The devices with Eg < 1.3eV have A≈1.7 so the first term gives a slope q(dVoc/dEg) = A/2 ≈ 0.85.
The values of Jo under illumination in Table 2-3 with Equation 2-2 give Joo ≈ 3x10-5 mA/cm2 so
with the second term, Equation 2-4 gives a predicted slope q(dVoc/dEg) ≈ 0.75-0.8.  As shown in
Figure 2-6(b), a fit to the data up to Eg = 1.4eV gives q∆Voc/∆Eg = 0.7.

Table 2-3 Cu(In,Ga)Se2 diode parameters determined by analysis of the J-V data.
An asterisk indicates that the parameters could not be determined (see text).

dark illuminated
Eg G Rs Jo A Rs Jo A

(eV) (mS/cm2) (Ω-cm2) (mA/cm2) (Ω-cm2) (mA/cm2)
1.16 0.4 0.1 1x10-5 1.6 0.1 3x10-5 1.7
1.18 1.1 0.5 2x10-5 1.7 0.3 4x10-5 1.7
1.21 0.2 0.2 5x10-6 1.7 0.2 2x10-5 1.8
1.23 0.1 0.1 2x10-6 1.6 0.1 1x10-5 1.7
1.27 0.8 0.1 4x10-6 1.8 0.1 5x10-6 1.7
1.34 1.1 0.2 2x10-7 1.6 * * *
1.37 0.2 0.1 3x10-6 1.9 * * *
1.47 0.2 0.3 4x10-7 1.8 * * *
1.54 0.1 0.2 5x10-7 1.9 * * *

Analysis of the J–V and QE results show that the Cu(In,Ga)Se2 solar cells are well behaved, i.e.
the J-V results can be described by the standard diode equation (Equation 2-1), only for Eg < 1.3
eV.  The dominant additional effect with higher bandgap is the voltage dependent current
collection.  This suggests that the minority carrier diffusion length is small in these devices so light
generated carrier collection is primarily dependent on the space-charge width in the Cu(In,Ga)Se2
which in turn depends on the applied voltage [224].

Other changes in the Cu(In,Ga)Se2 with increasing Ga content have been suggested which might
effect the cell behavior.  These include a change in the forward current recombination mechanism
[213] and changes in the  electrical characteristics of a Cu-deficient surface layer [220, 225]. The
voltage dependent collection prevents the fundamental diode parameters A and Jo from being
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determined by standard methods of J-V analysis for the data measured under illumination.  Other
methods for more complete diode characterization are needed [226].

In summary, solar cell results have been presented with Cu(In,Ga)Se2 layers having bandgap from
1.16 to 1.54 eV with no grading of the Ga content in the absorber layers.  There were no changes
in the Cu(In,Ga)Se2 deposition other than the relative amounts of In and Ga, or in any of the
device fabrication steps and no change in the structure or morphology as the Ga content increased.
The solar cells have ~15% efficiency with x < 0.5 or Eg < 1.3eV.  Voc increases over  the entire
bandgap range up to 821 mV but the cell efficiency falls off as Eg increases above 1.3 eV.
Analysis of the J-V and QE data shows that this is attributable primarily to a voltage dependent
current collection which results in a decrease in FF and Jsc.

2. 2. 6 Cell Results With Graded Cu(In,Ga)Se2

The minority carrier current collection can occur by two different mechanisms, diffusion and field-
assisted collection. Cu(In,Ga)Se2 absorbers were fabricated to determine whether the minority
carrier collection could be improved by grading the conduction band to build in additional field.
This could be done with a gradient in Ga content, decreasing from the Mo contact  to the
Cu(In,Ga)Se2/CdS junction [210].

To grade the Ga content, a 25 or 50 nm thick Ga layer was deposited by sputtering on the glass/Mo
substrate.  These were placed in the evaporator alongside the standard glass/Mo substrates for the
Cu(In,Ga)Se2 depositions that produced the films with Eg = 1.34, 1.47, and 1.54 eV.  EDS
measurements showed a small increase in x of ~0.02 with the 25 nm Ga layer and XRD
measurements showed some asymmetrical broadening of the Cu(In,Ga)Se2 peaks indicating that
the Ga was non-uniformly incorporated through the film.

The basic device parameters are compared with and without the thin Ga layers in Table 2-4.  In
each case, there is an increase in FF suggesting that the current collection was improved.  There is
also a drop in Jsc and small increase in Voc which may be partly due to a bandgap increase.  While
this Ga grading has not resulted in an increased efficiency of these high bandgap devices, the
results do suggest that the loss in FF due to the voltage dependent collection can be partly
recovered.  More controllable methods of grading the Ga content may  improve device
performance.

Table 2-4  Comparison of device parameters with Cu(In,Ga)Se2 layers deposited
on Mo/Ga layers.

Eg Ga layer Voc Jsc FF η
(%) (nm) (mV) (mA/cm2) (%) (%)
1.34 0 729 27.6 70.9 14.3

50 767 22.0 76.0 12.8
1.47 0 804 20.7 69.0 11.5

25 810 15.9 71.7 9.3
1.54 0 821 16.8 63.7 8.8

24 825 13.9 67.8 7.7



17

2. 3 SELENIZATION OF Cu-Ga-In PRECURSORS

2. 3. 1 Introduction

Cu-Ga-In precursors reacted in a selenium containing atmosphere in the temperature range 400°C–
500°C contain a mixture of CuInSe2 and CuGaSe2 phases instead of the desired single phase
Cu(GaIn)Se2 [227].  From X-ray diffraction and Auger analysis, the mixed phase films form a
layered structure with the CuInSe2 phase near the surface and the CuGaSe2 phase near the Mo/film
interface.  Annealing of these films in the temperature range 500°C–600°C in an inert atmosphere
for a duration of 60 to 90 minutes converts the multiphase structure in the film to a single phase
Cu(In,Ga)Se2.  In this section, solar cells made with the multiphase films are shown to have
properties similar to CuInSe2 devices while cells made with the annealed single phase films behave
like Cu(In,Ga)Se2 devices with the bandgap expected for the precursor composition.  Additionally,
preliminary results are presented of experiments to determine the diffusion coefficient of In in
CuGaSe2, Ga in CuInSe2 and the interdiffusion coefficients of In and Ga in a CuGaSe2/CuInSe2
diffusion couple.

2. 3. 2 Experimental Procedures

Metal precursor films were deposited in the sequence Cu-Ga-In at room temperature onto Mo
coated soda lime glass substrates by DC magnetron sputtering 1.  The Cu thickness was chosen to
be 250 nm and the thicknesses of Ga and In layers were adjusted to yield a Cu/(In+Ga) ratio of
approximately 0.9.  Precursor films with Ga/(Ga+In) ratios of 0, 0.25, 0.5, 0.75, and 1.0 were
prepared.

The films were selenized in a flowing H2Se/Ar/O2 mixture for 90 minutes after a 10 min ramp to
the chosen substrate temperature [228].  A substrate temperature of 410°C was used with the Cu-In
precursor while the films containing Ga were reacted at 450°C.  Post-reaction heat treatments for
60–90 minutes were carried out in-situ in an Ar atmosphere at 500°C and 600°C for the films with
different Ga/(Ga+In) ratios, followed by a second exposure to the gas mixture containing H2Se to
compensate a possible Se loss at the films surface.  The structure of the absorber layers was
examined by X-ray diffraction (XRD) and their composition was determined by energy dispersive
X-ray spectroscopy (EDS) and Auger depth profiles.

Cu(In,Ga)Se2/CdS solar cells were completed on the absorber layers using the processes described
in section 2.2.4.  No anti-reflection coatings were used.  The solar cells were characterized by
current-voltage and spectral response measurements.  Estimations of the parameters of minority
carrier transport and the bandgap of the absorber were derived from the long wavelength cut-off of
the spectral response [229].  Capacitance was measured with a 100 kHz/50 mV excitation under
ambient light.

For the diffusion experiments, CuGaSe2 films were coated with an In layer with thickness ~1000
Å.  These films were annealed at different temperatures ranging from 400°C to 600°C for 30
minutes in an Argon atmosphere.  The CuGaSe2/CuInSe2 diffusion couple was prepared by first
reacting Cu-Ga films to form a CuGaSe2 layer, onto which  Cu and In layers, with Cu/In ≈ 0.9,
were sputter-deposited sequentially, followed by reaction in H2Se to a form a CuInSe2 layer.  The
desired film thicknesses of CuInSe2 and CuGaSe2 were approximately 2µm each.  The diffusion
couple was annealed at 650°C for 30 minutes in an Ar atmosphere.  The concentration profiles in
the above samples were determined by AES depth profiling.  Depth profiles of a CuGaSe2/In
sample and a CuGaSe2/CuInSe2 sample which did not undergo any annealing treatment were also
measured.
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2. 3. 3 Selenization Results

The selenization of Cu-In and Cu-Ga precursor films resulted in single phase CuInSe2 and
CuGaSe2, respectively.  However, the selenization of the Cu-Ga-In precursors resulted in a film
containing CuInSe2 and CuGaSe2 with little intermixing.  The XRD spectrum of the (220) and
(204) reflections from the film with Ga/(In+Ga) ≈ 0.5 is shown in Figure 2-13.  The as-selenized
film showed distinct peaks corresponding to phases close to CuInSe2 and CuGaSe2.  Even though
CuInSe2 and CuGaSe2 are miscible at all concentrations, there is little Cu(In,Ga)Se2 evident in the
spectrum.  The Auger depth profile of this film, shown in Figure 2-14, indicates that the film had a
layered structure with CuGaSe2 near the back and CuInSe2 at the surface.
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Figure 2-13 X-ray diffraction spectra of (220) and (204) reflections of as-
selenized and heat treated Cu(In,Ga)Se2 films with Ga/(Ga+In) ≈ 0.5.
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Figure 2-14  Auger depth profile of an as-selenized Cu(In,Ga)Se2 film with a
Ga/(Ga+In) ≈ 0.5.

XRD spectra after the in-situ Ar atmosphere anneals at 500°C and 600°C are also shown in Figure
2-13.  After the 500°C anneal, the film still retained the two-phase structure of the as-selenized
film.  The 600°C anneal, however, converted the film to single phase Cu(In,Ga)Se2.  The Auger
depth profile in this case is shown in Figure 2-15 and confirms that the Ga and In are more
homogeneously distributed.  Similar behavior was observed for the films with Ga/(In+Ga) ≈ 0.25.
However, the film with Ga/(In+Ga) ≈ 0.75 was converted to single phase after the 500°C anneal.
Since the homogenization occurred at a lower temperature, it is assumed that inter-diffusion of In
and Ga is faster in films with greater Ga content.



20

0

10

20

30

40

50

60

0 1000 2000 3000

A
to

m
ic

 C
on

ce
nt

ra
ti

on
 (%

)

Sputt er  Tim e ( sec)

Se

Cu

Ga

In

Figure 2-15.  Auger depth profile of an annealed (60 minutes, 600°C in Ar)
Cu(In,Ga)Se2 film, with a Ga/(Ga+In) ≈ 0.5.

Device results for the solar cells made from films with the different Ga contents and anneal
conditions are listed in Table 2-5.  Spectral response plots for the as-selenized and annealed films
with Ga/(In+Ga) ≈ 0.5 are shown in Figure 2-16.  The open circuit voltage and long wavelength
cut-off of the spectral response of the as-selenized multi-phase absorbers are similar to CuInSe2
cells.  The photovoltaic response is controlled by the more In-rich, lower bandgap phase close to
the heterojunction.  The second phase is separated from the active layer of the device and does not
deteriorate the cell performance.  Devices with the annealed single-phase films have increased Voc
and a shift in the spectral response cut-off consistent with the expected Ga/(In+Ga) for these films.
Evaluation of the spectral response and capacitance for all cells suggests a narrow field zone and a
good diffusion length of 0.6–1 µm.  The long wavelength spectral response can be described with
good accuracy by assuming a constant, direct bandgap, i.e., there is no indication for a graded
bandgap.
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Table 2-5  Cell results from selenized Cu-Ga-In precursors with different Ga
content.

x Anneal

(°C)

Structure Cu

(at.%)

In

(at.%)

Ga

(at.%)

Se

(at.%)

Voc

(V)

Jsc

(mA/cm2)

FF

(%)

Eff

(%)

0 - CuInSe2 23.9 25.0 - 51.1 0.44 39 66 11.2

0.25 - multi-phase 22.3 14.0 2.9 50.8 0.46 39 58 10.4

0.25 500 multi-phase 22.7 22.5 2.6 52.2 0.45 38 68 11.5

0.25 600 single-phase 22.3 18.6 5.9 53.2 0.56 34 67 12.9

0.50 - multi-phase 22.4 18.9 7.9 50.8 0.53 38 64 13.1

0.50 500 multi-phase 22.4 18.3 8.9 50.4 0.54 35 66 12.5

0.50 600 single-phase 22.3 12.8 13.2 51.7 0.59 30 60 10.5

0.75 600 single-phase 21.6 7.0 19.0 52.4 0.63 22 46 6.4
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Figure 2-16  Spectral response of devices made from an as-selenized and heat
treated Cu(In,Ga)Se2 film with Ga/(Ga+In) ≈ 0.5.
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To summarize, absorber films prepared by selenization of Cu-Ga-In precursor layers with H2Se
are inhomogeneous with a layered structure containing two phases with compositions close to
CuInSe2 and CuGaSe2.  Cell results and spectral response measurements are consistent with the
In-rich phase at the top of the film and exhibit a comparable or better performance than cells based
on single phase CuInSe2.  An in-situ anneal in Ar, immediately after the selenization, is shown to
create homogeneous, single phase films, even at high Ga-content.  Material and device
measurements show that these films contain the same Ga/(In+Ga) composition as the starting
precursors.

2. 3. 4 Experimental Results

Interdiffusion of In and Ga appears to be responsible for this homogenization process of mixed-
phase, as reacted Cu(In,Ga)Se2 films.  Walter and Schock reported that interdiffusion of In and Ga
was greatly enhanced in the presence of the copper selenide phase in copper rich CuInSe2/CuGaSe2
films [230].  Thus, all the CuGaSe2, CuInSe2 films used for the diffusion experiments were
prepared copper poor to avoid the formation of a copper selenide phase.  SEM, EDS, XRD, and
AES measurements have been completed on samples of In on CuGaSe2, Ga on CuInSe2, and
CuGaSe2/CuInSe2 diffusion couples.  These results are analyzed in 2.3.5 to determine the
diffusion coefficients.  The Auger profiles for In in CuGaSe2 in the unannealed and annealed
samples are shown in Figure 2-17.  The concentration profiles of In and Ga for the unannealed
sample and the annealed sample are shown in Figure 2-18.  This data will be analyzed to determine
the diffusion coefficients.  The measurements made for Ga on CuInSe2 gave unexpected results;
after heat treatment, a multi-phase structure was formed consisting of InSe and Cu(In,Ga)Se2.
Additional experiments are underway to understand the results.
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Figure 2-17  Depth profiles of In in CuGaSe2
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Figure 2-18.  Concentration profiles of Cu, In, Ga and Se in CuGaSe2/CuInSe2
diffusion couples: (a) initial distribution, (b) after annealing at 650°C for 30 min.

2. 3. 5 Determination of Diffusion Coefficients

The following assumptions were made in determining the diffusion coefficients (D):

1) The diffusion coefficients are independent of the concentration.  However, D could depend on
the extent of the deviation from the ideal stoichiometry of the CuInSe2 and CuGaSe2 films.

2) The diffusion of In and Ga is planar.  This is a valid assumption because the concentration
gradients of In and Ga are present only in one direction, i.e., in the direction of the thickness of
CuInSe2 and CuGaSe2 films.

3)  Lattice diffusion is the dominant mechanism near the In/CuGaSe2 interface and the
CuInSe2/CuGaSe2 interface.  The grain sizes in the CuInSe2 and the CuGaSe2 films used in this
work are in the range of 1 - 2 µm.

4) The CuInSe2 and CuGaSe2 films provide a semi-infinite medium for the diffusion of In and Ga.

Fick's second law of diffusion for one-dimensional, atomic diffusion is,

∂
∂

∂
∂

C
t

D C
x

2

2=

Equation 2-5

where the diffusion coefficient is assumed to be independent of concentration.   The
composition(C) in Equation 2-5 is a function of x and t, where x is the direction of diffusion and t
is the time.
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The solution to Fick's second law (Equation 2-6) for the diffusion couple, i.e., for the case of two
semi-infinite layers, is an error function,

C x t A B erf x
Dt

( , )
( ) /= − 



÷

 
2 1 2

Equation 2-6

where, A and B are constants to be determined from the boundary conditions.  The diffusivities,
independent of concentration, are calculated from the slopes(Gt) of the

Ga(or In) profile at the CuGaSe2/CuInSe2 interface x=0, is given by: Gt=(πDt)-1/2.  However,
since the slope of the Ga(or In) profile in the unannealed sample is non-zero the diffusion
coefficient is calculated from D G G tt o= −− −( ) /2 2 π  , where Go is the slope of the Ga(or In) profile
at the interface in the unannealed sample.

For the case of thin film source diffusion into a semi-infinite slab (In/CuGaSe2/Mo), the
solution to Fick's second law is given by [231],

C x t
Dt

f x e dxx x Dt( , )
( )

( ' ) '/
( ' ) /= − −

∞

∫1
2 1 2

4

0

2

π

Equation 2-7

where, f(x') is the initial distribution (no annealing) of the In source in CuGaSe2.  The initial
distribution f(x') was fit to f(x' ) = Ae−bx'2 .  The diffusion coefficient was determined from the slope
of the plot of ln(C) vs. x2; slope = -b/(4Dtb+1).  Only the concentration of In within the first 1 µm
from the surface of CuGaSe2 was analyzed to exclude grain boundary diffusion effects which may
occur away from the surface.

2. 3. 6 Results and Discussion

The concentration profiles of In and Ga for the unannealed sample and the annealed sample are
shown in Figure 2-18.  The interdiffusion coefficients of Ga and In for the interdiffusion of In and
Ga in the CuGaSe2/CuInSe2 couple were calculated as:

DIn = 1.5 x 10-11 cm2/sec at 650°C

DGa = 4.0 x 10-11 cm2/sec at 650°C

The experimental error in the interdiffusion coefficients was estimated to be within half-an-order of
magnitude.  Within this experimental error, the magnitude of interdiffusion coefficients of In and
Ga are similar.

2. 4 Mo/CuInSe2 CONTACT

2. 4. 1 Introduction

The Mo layer in a typical Cu(In,Ga)Se2 solar cell configuration can have a significant effect on the
adhesion of the Cu(In,Ga)Se2 film, structure of the Cu(In,Ga)Se2 as it grows in the Mo layer, and
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on the electrical characteristics of the back contact.  In this work, the glass/Mo/Cu(In,Ga)Se2
adhesion did not present any problems, particularly with evaporated absorber films, if the stress in
the Mo film was minimized by controlling the sputter pressure during deposition [219].

Many high efficiency CuInSe2 based solar cells have shown blocking or non-ohmic contact
behavior in their current-voltage (J-V) characteristic [221, 232, 233].  This “roll-over” of the J-V
curve in forward voltage bias is seen at normal operating temperatures in some devices, but is more
common and more pronounced at reduced temperatures.  The shape of this roll-over behavior in
the J-V curve and the temperature at which it appears depend on the processing and electronic
properties of the CuInSe2.  In many cases this affects the J-V curve in the power quadrant,
reducing the fill factor.  However, it has been shown that the parasitic J-V behavior does not have
any effect on the open circuit voltage of the device [233] and is therefore assumed to occur in series
with the primary diode.  Because of these properties, the blocking behavior has been attributed to
the Mo/CuInSe2 back contact.  Measurements of the Mo contact to single crystal CuInSe2 showed
that the contact behavior depended on the defect state concentration of the CuInSe2 [234].
However, there has also been evidence that the blocking behavior can be light-dependent [221] and
may specifically depend on the deposition of the CdS or ZnO layers [235].  In this case, the
behavior may originate at one of the interfaces between the ZnO, CdS, and CuInSe2.  Numerical
modeling has shown that the qualitative features of the blocking behavior could be simulated by a
non-ohmic Mo/CuInSe2 contact or changes in the electrical properties of the CuInSe2/CdS junction
[236].

In this report, a novel device configuration is presented which has allowed the Mo/CuInSe2
junction to be analyzed separately from the rest of the operating solar cell.  Direct measurements of
the contact have been completed on a device which shows a non-ohmic blocking contact in its J-V
behavior.  The results show that the non-ohmic behavior does not occur at the Mo/CuInSe2
contact.

The effect of the Mo layer on the Cu(In,Ga)Se2 structure has been characterized with respect to the
effect of the Mo relative crystal orientation on the subsequent growth of Cu(In,Ga)Se2.  A
correlation was found between the relative orientation of the Mo and Cu(In,Ga)Se2 films, as
measured by XRD.  However, unlike the composition of the Cu(In,Ga)Se2 film, the orientation of
the evaporated Cu(In,Ga)Se2 shows no correlation to the device results.

2. 4. 2 Mo Contact Experiment

The CuInSe2 in this work was formed by the selenization of Cu/In precursor layers in a H2Se
atmosphere [228].  The Mo was deposited by sputtering, the CdS by chemical bath deposition, and
the ZnO by rf sputtering as described in section 2.2.2.

The direct measure of the back contact J-V behavior requires that the CuInSe2 is deposited across a
gap in the Mo back contact. A schematic of the configuration is shown in Figure 2-19.  The Mo
has been prepared either by laser scribing the Mo or depositing the Mo through a mask.  After
CdS, ZnO, and Ni contacts are deposited, solar cells are defined by photolithography so the cells
are isolated with the Mo gap between the cells. With the Mo deposited through a mask, the Mo gap
is 1 mm wide.  The cells have an 8 mm2 area.
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ZnO/CdS3 2
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Figure 2-19.  Schematic of the device structure with a gap in the Mo film.

This configuration allows a secondary Mo contact to be electrically connected to the CuInSe2,  but
isolated from the primary Mo/CuInSe2 contact.  With only a high impedance voltmeter connected,
there is no current flow through the secondary Mo contact.

An equivalent circuit is shown in Figure 2-20.  Both the front and back contacts are shown with a
resistor and blocking diode because it is not known a priori which is the appropriate equivalent
circuit representation.  The objective of this work is to determine in which case the diode occurs.
A similar configuration was used to separate bulk and contact resistance in a-Si solar cells [237].

In the normal cell configuration both the current and voltage are measured between points 1 and 3,
J1-3 and V1-3 respectively.  To separate the Mo/CuInSe2 back contact, the voltage drop is
measured across points 2 and 3 (V2-3), i.e. between the two adjacent Mo contacts, while the current
is still measured in the normal device configuration between points 1 and 3.  The only junction  at
which there will be any current and, therefore, a measured voltage drop will be the back contact of
the operating solar cell.  Similarly, with the standard current from 1 to 3 the voltage drop across the
CuInSe2/CdS/ZnO is isolated by measuring V1-2.  In this case, any voltage drop across the
Mo/CuInSe2 contact is removed from the measurement.

J

ZnO/CdS/CuInSe2 Mo/CuInSe2

1 32

Figure 2-20  Equivalent circuit of the device configuration.  Both the front and
back contacts are shown with a resistor and blocking diode
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2. 4. 3 Mo Contact Results

This method has been applied to a CuInSe2 device with Voc = 0.48V, Jsc = 34 mA/cm2, FF =
66%, and efficiency = 10.7% when measured at 25°C under AM1.5 illumination with the standard
configuration with V1-3.  J-V curves in the standard configuration at 25°C and -70°C are shown in
Figure 2-21.
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Figure 2-21 J-V characteristics with the voltage drop across the complete solar
cell both in the dark and under ~100 mW/cm2 illumination.  At T = -70°C the J-V
curves show strong blocking behavior for V > Voc.

The voltage drop across the CuInSe2/CdS/ZnO is shown at the same temperatures in Figure 2-22.
There is no significant difference between these measurements, in which the Mo contact has been
electrically removed from the circuit, and the curves for the complete device in Figure 2-21.

-40

0

40

80

0 0.4 0.8
V 1-2 (Volts)

(a)  T = 25°C

-40

0

40

80

0 0.4 0.8

V 1-2 (Volts )

(b)  T = -70°C

J  
(m

A
/c

m
2 )

J  
(m

A/
cm

2 )

Figure 2-22  J-V characteristics with the voltage drop across the
CuInSe2/CdS/ZnO for (a) T = 25°C, and (b) T = -70°C

Finally, the voltage drop across the Mo/CuInSe2 is shown in Figure 2-23 on a greatly expanded
voltage scale.  The contact is ohmic at 25°C and remains ohmic at low temperature.  The voltage
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offset seen at J=0 is within the instrumental limit of ± 1 mV for the zero.  The resistance,
21 mΩ-cm2 at T = 25°C and 18 mΩ-cm2 at T = -70°C, can be taken as an upper limit to the
Mo/CuInSe2 contact resistance.  The total series resistance, Rs, of the complete cell measurement at
T = 25°C in Figure 2-21 was determined from the intercept of dV/dJ plotted versus 1/(J+Jsc).  This
gave Rs = 1.8 Ω-cm2 in the dark and 0.9 Ω-cm2 under illumination.  Thus, the Mo/CuInSe2
resistance makes a negligible contribution to the total series resistance of the device.  These results
show that the parasitic blocking behavior does not occur at the Mo/CuInSe2 contact.
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Figure 2-23.  J-V characteristics with the voltage drop across the Mo/CuInSe2 for
(a) T = 25°C, and (b) T = -70°C

2. 4. 4 Discussion and Conclusions

The non-exponential or blocking I-V behavior has been shown not to occur at the Mo/CuInSe2
interface, so other possibilities must be considered.  Previous experimental results [221, 232, 238]
show that similar non-exponential or "blocking" I-V characteristics occur on devices that were
made with no ZnO layer contacting the CdS.  Assuming compositionally uniform materials, this
leaves the CdS/CuInSe2 interface as the most likely candidate responsible for this effect.  Simple
numerical simulations using the ADEPT program and assuming a simple n-type CdS/p-type
CuInSe2 abrupt interface have been able to reproduce both the overall shape and temperature
dependence of the non-exponential or "blocking" I-V behavior by making the electron affinity of
the CdS about 0.4 eV less than that of the CuInSe2 [236].  This would also imply changes in this
type of behavior when the electron affinity of the CuInSe2 is modified by alloying with either Ga or
S.  Now that a structure has been made to electrically separate the back contact from the junction,
these changes can be verified.

In conclusion, a configuration was demonstrated which enables the front and back contacts of an
operating CuInSe2 solar cell to be separated.  With this configuration, it was shown that the
Mo/CuInSe2 contact is ohmic even when the complete solar cells shows blocking behavior often
seen in the J-V curves.  The Mo/CuInSe2 contact resistance is negligible compared to the total
series resistance of the cell.

2. 4. 5 Mo/Cu(In,Ga)Se2 Orientation

The effect of the relative orientation of the Mo and Cu(In,Ga)Se2 films, as measured by XRD, and
its correlation to device performance has been evaluated. Cu(In,Ga)Se2 films with x = 0.3 were
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deposited by evaporation on two different Mo films in a single deposition.  The Mo films were
deposited in different sputtering systems but both were 1 µm thick with sheet resistance 0.2 Ω/sq.
The primary difference in the depositions was that one film was deposited in about 60 layers on a
rotating substrate while the other was deposited in a single layer on a stationary substrate.

The orientations of the Mo and Cu(In,Ga)Se2 films are characterized by the two strongest peaks for
each in Table 2-6 and compared to the JCPDS powder diffraction standards.  The multi-layer Mo
film is more strongly oriented than the single layer film.  The Cu(In,Ga)Se2 film deposited on the
more oriented Mo film is nearly randomly oriented with I(112)/I(220) comparable to the powder
standard.  However, the Cu(In,Ga)Se2 film deposited on the less oriented Mo has a strong (112)
orientation with I(112)/I(220) more than 2 orders of magnitude greater.  SIMS profiles of these
films showed that they have comparable levels of Na impurities which had diffused from the glass.

J-V parameters for devices made from these films are listed in Table 2-7.  Despite the difference in
the film orientation, the device results are nearly identical.  This demonstrates that the orientation of
the Cu(In,Ga)Se2 does not play a significant role in the device performance and suggests that
electronic transport in the Cu(In,Ga)Se2 layer is anisotropic.

Table 2-6.  XRD peak intensities, I, for Cu(In,Ga)Se2 and Mo films from a single
evaporation run.  The JCPDS powder diffraction standards are listed for
comparison.

multi-layer Mo single layer Mo JCPDS
Mo peak intensities

I(110) 100 100 100
I(211) 1.3 6.2 39

I(110)/I(211) 79 16 2.6
Cu(In,Ga)Se2 peak intensities

I(112) 100 100 100
I(220) 78 0.46 40

I(112)/I(220) 1.3 217 2.5

Table 2-7  Device parameters with Cu(In,Ga)Se2 deposited on different Mo films.

Voc Jsc FF η
(mV) (mA/cm2) (%) (%)

multi-layer
Mo

646 31 72 14.5

single layer
Mo

635 32 70 14.4
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3.  AMORPHOUS SILICON

3. 1 SUMMARY

3. 1. 1 Devices

Midway through this contract, it was determined that the operational characteristics of the single
chamber plasma CVD reactor was limiting further improvements in device performance beyond the
8% efficiency level.  It was found through QE measurements and SIMS analysis that there was
significant dopant carryover from one run to the next from the film deposited on the “hot”
electrode.  Deposition of a burying layer of a-SiC:H between device runs was found to be
necessary to remedy the dopant carryover.  As a result, FFs in excess of 71% and efficiencies
around 9% were obtained reproducibly.  In a second step, H2 diluted µc n-layers, compatible with
ZnO/Ag back contact as well as with tunnel junction in tandem devices, were developed.  These µc
n-layers with conductivities and activation energies of 1 S/cm and 0.05 eV, respectively, allowed
fabrication of devices with ZnO/Ag contact with FFs as high as 72% and efficiencies around 10%.

The ungraded i-layers were about 0.5 µm thick.  The buffer layer had a standard graded C profile.
Devices were deposited on Asahi Type U textured SnO2, with ZnO/Ag back contacts, and had no
AR coating.  All cells were scribed and surrounded by Ag paste to reduce RS and increase FF.
Pieces were sputter etched to eliminate excessive collection beyond the metal contact.

Five cells from three different pieces were tested at NREL, all having efficiencies of 10% or
greater.  The results of these tests are shown in Table 3-1 below for one cell from each piece tested
at NREL.

Table 3-1 Initial J-V parameters for three cells (areas=0.396 cm2) measured at
NREL @100 mW/cm2 AM1.5 global illumination and 25 °C

Cell
ID

VOC
(Volts)

JSC
(mA/cm2)

FF
(%)

Eff.
(%)

4659-21-3 0.871 16.13 71.7 10.1
4664-21-4 0.881 15.78 72.6 10.1
4666-21-4 0.905 16.16 68.5 10.0

3. 1. 2 TCO’s and Optical Enhancement

The material properties of a number of textured SnO2 and ZnO substrates and their effect on
current generation in a-Si were evaluated [301].  Most of these TCOs have been used by others
for a-Si device research or module fabrication. Bulk optoelectronic and structural properties are
reported for seven TCO films with haze from 1 to 14%.  Our results show that increasing haze
above ~5% has limited effectiveness for increasing the generation at long wavelengths.  In
presently available textured ZnO, current generation is about 0.6 mA/cm2 greater than in
textured SnO2.  There may be greater advantages to using ZnO in multijunction devices since
much thinner i-layers may be used to give the same JSC with improved stability, shorter
deposition time and less GeH4 usage.
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The effect of sputtered transparent conducting oxide (TCO) contacts on the device performance of
stainless steel/n-i-p/TCO and glass/SnO2/p-i-n/TCO/Ag solar cells were investigated [302].  TCO
materials ITO and ZnO are compared, and found to have very similar transparency at the same
sheet resistance.  Sputtering ZnO with O2 in the Ar reduces  FF for stainless steel /n-i-p/ZnO
devices, compared to sputtering without O2.  This is attributed to an interface not bulk effect.
Sputtering ITO with O2 on the same devices increases JSC due to higher ITO transparency,
compared to sputtering without O2, but has no effect on FF.  Based on curvature in the J-V curve
around VOC, the ZnO/p layer contact appears to be non-ohmic.  For p-i-n/TCO/Ag devices, µc-Si
n-layers have much higher VOC, JSC, and FF for all variations of TCO/Ag back reflectors compared
to an a-Si n-layer. Devices with ITO/Ag have lower VOC and JSC compared to devices with
ZnO/Ag. Sputtering ZnO with O2 has no detrimental effect on devices with µc-Si n-layers but
severely reduces FF in devices with a-Si n-layers.

A novel device structure was used to study optical enhancement and back reflectors (BRs) in a-Si
n-i-p solar cells by separating the effects of substrate texture, BR texture, and BR reflectivity
[303].  QE and diffuse and total reflection are compared for devices on smooth or textured
substrates, with smooth or textured BRs.  There is little improvement in JSC for substrate haze
exceeding 5%.  Substrate texture is much more effective at increasing red response than the BR
texture.  Smooth substrates with textured BRs have comparable diffuse reflection but much higher
specular reflection than textured substrates with a smooth BR.  Devices on textured substrates also
have lower reflection losses in the blue regions, resulting in higher  QE at all wavelengths.   These
results apply to both superstrate and substrate device configurations.

3. 1. 3 J-V Analysis

The current-voltage data measured in light and dark from a-Si based solar cells has been analyzed
to yield six parameters which completely specify the illuminated J-V curve from reverse bias to
beyond open circuit voltage (VOC).  A simple photocurrent collection model is used which assumes
drift collection in a uniform field. The method has been applied to J-V data from over twenty single
junction a-Si or a-SiGe devices from five laboratories measured under standard simulated sunlight.
Very good agreement results between measured and calculated J-V performance with only one

adjustable parameter, the ratio of collection length to thickness L
D

C .  Some of these devices have

also been analyzed after extended light soaking or under filtered illumination.  The effect of the
voltage dependent photocurrent collection on FF and VOC is considered in detail.  Results under 1
sun illumination for both a-Si and a-SiGe devices are consistent with hole limited collection.
Photocurrent collection in very thin devices (D~0.1 µm), or thicker devices under blue light, may
be strongly influenced by interface recombination or back diffusion.  The flatband voltage (Vfb) is
dependent on the intensity and spectrum of illumination, hence is not a fundamental device
property and is not equivalent to the built-in potential. VOC is limited by Vfb not junction
recombination current J0 in typical devices.   The illuminated solar cell performance is nearly

independent of the forward diode current for low values of L
D

C , as occurs after light soaking or

with a-SiGe.  The model is also useful to investigate the intensity dependence of FF and to predict

the influence of L
D

C  and Vfb on solar cell performance.

As part of the work associated with the device design team, this simple model was applied to a
wide range of single junction devices and conditions.  These included p-i-n and n-i-p cells on
smooth or textured substrates,  a-Si and a-SiGe cells, initial and stabilized, and under AM1.5 and
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red filtered light.  Excellent agreement has been found between the model and the measurements.
Devices analyzed covered a wide range of sources.  In addition to those from IEC, cells were
provided by Solarex, USSC, ECD, and APS.  Analysis of triple junction cells using a parameter
set based on the stabilized high, middle and low bandgap cells from USSC was also performed.

3. 2 DEVICE PROCESSING AND MEASUREMENTS

3. 2. 1 Device Configuration

Devices used in the present program are single junction, superstrate p-i-n a-Si:H solar cells.  The
device configuration is shown schematically in Figure 3.1, below.

Figure 3-1  Schematic cross section of the devices used in present program.

Four circular devices of 0.28" diameter (0.4 cm2 area) were defined on each 1" x 1" substrate by
depositing back contact metallization through a 0.004" thick Mo mask.  Two types of back contact
metallization were used.  The first is Ti (25 Å) / Ag (5000 Å) sequentially deposited by e-beam
evaporation at deposition rates of 2 Å/s and 100 Å/s, respectively, with a source-to-substrate
distance of 14".  There was no intentional substrate cooling or heating.  System base pressure was
in the range of 1 to 3x10-6 Torr.  ZnO:Al (800 Å) and Ag(5000 Å) contacts are deposited in
different systems.  ZnO:Al is sputtered in argon at a pressure of 3 mT and a flow rate of 100 sccm
from an 8" circular target of ZnO:Al2O3, containing 1% by weight of Al2O3.  Sputtering rate of
1000 Å/min was achieved at a power level of 900 W, reflected power being 25 W.  Target to
substrate distance was 2.5".  The silver films were deposited, as before, by e-beam evaporation
under the same condition.

The a-Si films were deposited in a glow discharge reactor which will be described in the next
section.

Most of the devices during this contract were deposited on glass/tin oxide substrates were provided
by Solarex Corporation.  This glass is a low iron soda lime type of 2 mm thickness.  Tin oxide
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films, doped with F, are made by APCVD at Solarex.  The electrical and optical properties of these
films are given in Table 3-2, and their surface topography is shown in Figure 3-2.  However, we
switched to Asahi Type U SnO2 during the last year.  There was no difference in device
performance between the Solarex and Asahi SnO2.  All of the 10% devices were deposited on
Asahi Type U.

Table 3-2 Typical properties of Solarex tin oxide films.

Thickness
(µm)

Rsheet
(Ω/sq)

ρ
(mΩ.cm)

µH

(cm2/V.s)
n x 1020

(cm-3)
Haze

@700nm
(%)

Absorp.
@ 550 nm

(%)
1.2 16 2.0 18 1.7 14 5.6

 Figure 3-2  SEM micrograph showing surface topography of SnO2 film.
Magnification marker = 1 µm.

3. 2. 1. 1 Reactor Description

The plasma-assisted CVD (PECVD) reactor used for the deposition of the a-Si:H films has been
described in a previous report [304].  Therefore, only a brief description will be given here.

The reactor is of a three chambered load-locked design with a center chamber housing the
deposition "can," and the two outer chambers being used for reactor loading/unloading.  The
reactor can accommodate substrates up to 4" x 4" in size.  In the present program a standard load is
four 1" x 1" SnO2 coated glass substrates labeled -11, -12, -21, -22.

High vacuum ( ≈ 10-7 Torr base pressure ) pumping is achieved through the first chamber using a
170 l/s Balzers turbomolecular pumping unit.  A 13 l/s Leybold D408CS corrosive series rotary
vane pump is used as the process pump.  Gases are delivered via mass flow controllers through a
manifold into the bottom of the center chamber.  Pressure is controlled by an MKS throttle valve
controller and capacitance manometer.  The substrates and the deposition can are heated separately,
the former with quartz resistance heaters, and the latter with a single coiled resistance heating
element.  Temperature is controlled by Eurotherm temperature controllers.  RF power is delivered
by an ENI 300W power supply and matching network.  The electrode is a 5 in. diameter perforated
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Mo disc.  The electrode-to-substrate spacing is 0.625 in.  A system diagram of the reactor is
shown in Figure 3-3.
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Figure 3-3   System diagram of the a-Si:H plasma-assisted CVD reactor.
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3. 2. 2 Results And Discussion

3. 2. 2. 1 Process Optimization and Device Results

The properties of the TCO used are given in Table 3-2 and the deposition parameters of standard
devices are given in Table 3-3.  Note that the only layer which has any H dilution is the µc-Si n-
layer.

Table 3-3  Deposition parameters of standard devices.

Layer p graded-buffer i µc n
Time (min:sec) 0:15 0:25 30:00 8:00
Pressure (T) 0.2 0.2 0.2 1.0

Temperature (°C) 150 150 175 175
RF Power (W) 20 20 7 50

SiH4 (sccm) 20 30 20 2
H2 (sccm) 200

CH4 (sccm) 30 20 -> 7.5
2% B2H6 in H2 (sccm) 1.5
2% PH3 in H2 (sccm) 2

It became clear, from the SIMS (see Figure 3-4) data, that substantial amounts of phosphorous
existed in the p-layer.  The only possible source of this phosphorous was the phosphorous doped
film deposited on the electrode of the reactor.  No amount of pumping or gas flow was able to
remove this film.  The only possible solution is to deposit a “burying” layer before each run.
Starting with run #4478, a 20 minute buffer layer was used as the burying layer between runs.
After this, the FF of the devices increased to above 70% [305].
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Figure 3-4  SIMS depth profiling of sample 4432-11

3. 2. 2. 2 Development of µc n-layers

It has been reported that depositing a µc n-layer instead of an a-Si n-layer is critical for the tunnel
junction of a multijunction device, and can increase VOC as well due to the higher Fermi level
position.  Typically, µc material is obtained under conditions of high H2 dilution and high rf
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power.  A wide range of dilution (up to 100:1 ratio of H2:SiH4 flow) and rf power (10 W to 50 W)
were explored.

The highest quality µc n-layers were obtained with the deposition parameters given in Table 3-3,
which had the electrical properties shown in Table 3-4.

Table 3-4 Electrical and optical properties of the the standard µc n-layer.

µc n-layer Properties Value

Eg (@ α = 2000 cm-1) 1.9 eV

Ea 0.05 eV

σ 1 S cm-1

Deposition rate of this particular type of µc n-layer was found to be ≈ 0.5 Å/s, as determined from
the analysis of SEM cross section micrographs (Figure 3-5).  µc n-layers had very little effect on
the performance of devices having standard Ti/Ag back contacts.  However, as discussed below,
µc n-layers were found to be crucial when using ZnO/Ag contacts.

Figure 3-5   µc n-layer deposited on SnO2; deposition time = 40 min.
Magnification marker = 1 µm.

3. 2. 2. 3 Back Contact Optimization

Three parameters of the Ti/Ag metallization were systematically varied: Ti thickness, system base
pressure, and Ag deposition and rate.  Post contact deposition heat treatments (HT) were also
studied.

Devices were contacted without Ti, and with 25 and 50 Å Ti films (as measured by a quartz crystal
monitor), followed by 5000Å Ag.  Devices without Ti had much higher initial JSC due to the higher
red QE based on the higher reflectivity of Ag.  However, the JSC of devices without Ti decreased
significantly after HT, primarily due to a loss in the blue QE, suggesting that Ti acts as a diffusion
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barrier.  Devices with 25 Å Ti had higher red QE but same FF (70-71%), as were devices with 50
Å Ti interlayer.  Thus, 25 Å Ti followed by 5000Å Ag became the standard back contact.

Reducing base pressure in the metallization bell jar from 1 to 3x10-6 T to 5x10-7 T before beginning
the Ti deposition had no effect on initial or annealed values of FF.  Since it required several hours
of pumping to reach the lower pressure, metalization at low 10-6 base pressure range was
continued.

Finally, increasing the Ag rate from 30 to 100 Å/s was found to have a beneficial effect on initial
FF but made no difference after heat treatment.  It is suspected that the higher electron beam power
needed to achieve  higher rate was heating the samples.  Furthermore, devices with high rate Ag
deposition showed very little improvement with HT, implying that the thermal treatment during
metalization was to a certain extent equivalent to the post metal heat treatment.  In any case, high
rate Ag deposition was chosen as the standard process.  However, it should be noted that none of
the parameters which were varied during optimization (Ti thickness, system base pressure, or Ag
deposition rate) had any measurable impact on final FF.

It is well known that ITO/Ag or ZnO/Ag back contact metallizations give higher JSC due to higher
reflectivity compared to Ti/Ag or Al.  However, as was reported last year [304], although ITO/Ag
or ZnO/Ag did improve JSC by 1 to 2 mA/cm2, the FF was at best 3 to 4 percentage points lower
than with Ti/Ag.  considerable effort was made to vary the ZnO conditions, the sputtering system
vacuum cleanliness, and other process conditions.  A new sputtering target was installed.
However, only devices with µc n-layers, described above, gave higher FF when contacted with
ZnO/Ag.  This was further confirmed by sending IEC devices with amorphous and µc n-layers to
Solarex for contacting with their ZnO/Ag process.  In this case, as well, devices with µc n-layers
had 5 to 10 percentage points higher FF than the ones with amorphous n-layers, though the highest
FF in these devices was only 68%.  The effort at IEC which focused on optimizing ZnO and µc n-
layer deposition processes in tandem was successful in simultaneously achieving higher JSC and
FF.  As a result, devices with ZnO/Ag contacts and µc n-layers had FF = 71 to 72% and increased
JSC of 15 to 16 mA/ cm2 due to higher red response:  the QE at 700 nm increased from ≈ 0.35 with
Ti/Ag to ≈ 0.55 with ZnO/Ag.  These results are described further in Section 3.3.2.

3. 2. 2. 4 Conclusion

Introducing deposition of burying layers between device runs, developing high conductivity, high
transparency µc n-layer, and in conjunction with the latter, optimizing ZnO deposition process
allowed the increases in JSC and VOC shown in Table 3-1 leading to 10% efficiencies.

3. 3 EFFECTS OF TRANSPARENT CONDUCTORS AND OPTICAL
ENHANCEMENT SCHEMES ON SOLAR CELL PARAMETERS

3. 3. 1 JSC Enhancement with Textured SnO2 and ZnO

3. 3. 1. 1 Introduction

Superstrate amorphous silicon (a-Si) solar cells or modules have a configuration of
glass/transparent conducting oxide/p-i-n/rear contact.  It is commonly assumed that to achieve high
efficiencies, the transparent conductive oxide (TCO) must have a low sheet resistance
(<15 Ω/sq.), a low absorption in the visible ( < 5% ), and a sufficient texture to scatter light
(>5% haze ).  It is also required that the TCO be stable in the glow discharge environment of the a-
Si deposition process.  The front TCO electrode commonly used in superstrate a-Si devices is
textured SnO2F deposited by APCVD.  Recently, ZnO:F deposited by APCVD and ZnO:B
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deposited by LPCVD have been reported to be more transparent and more stable in the glow
discharge environment [306], but to have a problematic electrical contact with the p-type a-SiC:H
[307, 308].

The primary purpose of the present paper is to evaluate the effect of a number of textured SnO2 and
ZnO substrates on the current generation in a-Si solar cells. This work is relevant since most of
these TCOs have been used by others for a-Si device research or module fabrication.

3. 3. 1. 2 Experimental Approach

Four SnO2 films  and three ZnO films  were chosen for the present study.  The TCOs are
designated by the material and their haze.  Samples SnO2:14%, SnO2:7%, SnO2:2%, ZnO:5%a and
ZnO:5%b were obtained from commercial vendors or a-Si industrial sources and have been used
for a-Si module fabrication.  Note that there are 2 ZnO:B samples with 5% haze.  Sample SnO2:1%
was included in this study since it was nearly specular to obtain a lower limit to the generation
without optical enhancement.  Sample ZnO:6% was deposited at Harvard University [309].  All
films were fully characterized as to their physical, electrical and optical properties.  Surface
topographies and thicknesses were determined by Scanning Electron Microscopy.  Film
thicknesses obtained by profilometric methods were in good agreement.  Resistivities, carrier
densities and mobilities were measured by four point probe and Hall effect methods.  Optical
absorption was measured by the index matching liquid [301] method in a spectrophotometer fitted
with an integrating sphere.  The haze was calculated from the ratio of diffuse to total transmission
at 700 nm.

a-Si p-i-n devices were deposited in a standard PECVD system keeping all deposition parameters
constant.  Prior to each deposition, TCO substrates were cleaned in methanol and baked under
vacuum for 1 hour at 225°C since exposure to T>225°C increases the resistivity of LPCVD ZnO
[306].  Standard cleaning in ultrasonic water bath was found to damage the LPCVD ZnO films.
The device structure chosen for the present study was:  200 Å a-SiC:H(B) p-layer /150Å a-SiC:H
buffer/ 3500 Å a-Si:H i-layer / 500 Å a-Si:H(P) n-layer. The p-layer bandgap was about 1.96 eV.
These conditions do not give the highest efficiencies but permit more reliable device comparison
and analysis.  For example, the present p-layer thickness of 200Å results in low JSC but minimizes
problems associated with incomplete p-layer coverage, shunting and low VOC in the highly textured
TCOs [310].  Four devices were made on each substrate by the e-beam deposition of four 0.4 cm2

Ti ( 25Å ) / Ag ( 5000 Å ) contacts.  All the devices were characterized by J-V measurements under
an AM1.5 Oriel simulator calibrated to 100 mW/cm2, and by quantum efficiency measurements at -
1 V bias.

3. 3. 1. 3 Results

Table 3-5 lists of the TCOs used in the present study along with their respective deposition
methods and physical characteristics and their SEM micrographs are shown in Figure 3-6.  The
two SnO2:F samples shown have large well-formed grains with angular facets.  Grain sizes are
similar.  Compared to SnO2:14%, SnO2:7%  had half the haze but greater variation in surface
topology, with occasional spikes protuding from the surface. SnO2:2%  has two sizes of grains,
but lower haze due to the lower average grain size.  ZnO:5%a and ZnO:5%b were deposited by a
low temperature (<250°C) LPCVD process while ZnO:6% was deposited by a high temperature
(>400°C) APCVD process.  Note the significant difference in grain shape and  size.  The LPCVD
ZnO has faceted pyramidal grains while the APCVD ZnO had small blunt rounded grains, yet all
three ZnO had similar haze values.
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Table 3-5 List of TCOs and their physical characteristics

Label TCO Material Depo. Thickness Surface Topography from SEM
(matl:haze) process (µm) Feature Size

(µm)
Feature Shape

SnO2:14% SnO2:F APCVD 1.0 0.6 Angular grains
SnO2:7% SnO2:F APCVD 0.8 0.6 Well formed faceted

angular grains
SnO2:2% SnO2:F APCVD 0.7 0.3 Bi-modal size, some well

formed grains
SnO2:1% SnO2:F APCVD 0.4 0.2 Small grains, some

rounded, some well formed
ZnO:5%a ZnO:B LPCVD 1.5 0.4 Angular grains
ZnO:5%b ZnO:B LPCVD 1.6 0.5 Well formed faceted

angular grains
ZnO:6% ZnO:F APCVD 1.2 0.3 Small rounded grains

SnO2:14% SnO2:7% SnO2:2% SnO2:1%

ZnO:5%a ZnO:5%b ZnO:6%
Figure 3-6 SEM micrographs of 7 TCO samples designated by (TCO material:
haze)

Table 3-6 gives the electrical and optical characteristics.  With the exception of SnO2:2%, all the
TCO's have electrical properties which are similar within a factor of 2: resistivities between
1-2x10-3 Ω-cm, electron concentrations between 1-2x1020 cm-3, and Hall mobilities from 18 to
38 cm2/Vs.  The absorption at 550 nm for the 3 ZnO films is lower than for the 3 SnO2 films of
comparable resistivity.  This confirms the higher transmission for  ZnO over SnO2 is achieved
regardless of the source of the ZnO, despite the fact that the 3 ZnO films are thicker than the 3
SnO2.  The figure of merit [311] is the inverse of the product of the absorption at 550 nm and RSH,
or 1/(RSH*A).  This is an approximately thickness independent indication of the quality of the TCO
for   a-Si solar cell applications: higher values refer to higher film quality.  Based on this evaluation
all the ZnO films would make better front TCOs for a-Si devices because they have lower
absorption at the same sheet resistance.
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Table 3-6 Electrical and optical characteristics of the TCOs.

TCO Label
(matl:haze)

RSH
(Ω/sq)

ρ x 10-3

(Ω-cm)
µH

(cm2/V s)
n x 1020

(cm-3)
Haze @

700nm (%)
Absorp @

550 nm (%)
Figure of Merit @
550 nm (Ω/sq)-1

SnO2:14% 16 1.6 18 1.7 14 5.6 1.1
SnO2:7% 10 1.0 38 1.6 7 4.8 2.1
SnO2:2% 10 0.6 32 3.0 2 5.4 1.8
SnO2:1% 30 1.3 20 2.4 1 2.2 1.5
ZnO:5%a 11 2.0 19 1.7 5 3.3 2.8
ZnO:5%b 10 1.6 25 1.6 5 3.8 2.6
ZnO:6% 13 1.6 20 1.2 6 3.3 2.3

Table 3-7  J-V performance results, QE(-1V) and ∫QE(-1V) over the AM1.5 global
spectrum

TCO VOC JSC FF Eff. QE (-1V) @ ∫QE(-1V)
Label
(matl:haze)

(V) (mA/cm2) (%) (%) 450 nm 550 nm 700 nm (mA/cm2)

SnO2:14% 0.813 13.1 72.5 7.7 0.68 0.82 0.29 13.6
SnO2:7% 0.787 13.2 73.4 7.6 0.69 0.81 0.29 13.6
SnO2:2% 0.810 12.3 72.6 7.3 0.65 0.79 0.27 12.8
SnO2:1% 0.804 12.6 68.4 7.0 0.65 0.80 0.25 13.0
ZnO:5%a 0.746 13.5 67.0 6.7 0.73 0.86 0.30 14.1
ZnO:5%b 0.803 13.4 54.8 5.9 0.73 0.86 0.30 14.2
ZnO:6% 0.718 11.5 62.7 5.2 0.62 0.80 0.29 13.2

Table 3-7 gives the cell J-V performance and the QE data for devices made with TCOs analyzed
above.  Results shown in this table are for comparison only and do not correspond, as stated
earlier, to results which might be expected by optimizing for each TCO.  In general, the high FF (at
least on the SnO2 devices) indicates a high quality a-Si i-layer and interfaces. Trends in these
results are representative of other device runs we have made on these TCOs with varying i-layer
thickness.   First, comparing the SnO2 pieces, note that increasing haze from 1 to 7% increased JSC
by 0.6 mA/cm2 but increasing haze from 7 to 14% had no effect on JSC.  The QE at 700 nm, which
is strongly influenced by increased scattering, increases from 0.25 to 0.29 with haze increasing
from 1 to 7% but does not increase further with a haze of 14%.  The effect of haze on the short
wavelength QE is related to the front  surface reflection (R) which decreases as haze increases due
to increased light scattering [303, 312].  The device on low haze SnO2:1%, had higher reflection
losses at 450 nm consistent with its lower QE.  Second, SnO2:2% has a lower JSC and QE at all
wavelengths because it is the only TCO on standard soda-lime glass.  All other TCO's are on less
absorbing low iron soda-lime glass.   Finally, SnO2:7% always has significantly lower VOC but
slightly higher FF than the other SnO2 pieces.  As mentioned above, SnO2:7% had surface features
with greater peak-to-valley heights than the other TCOs.I  It also exhibited unstable J-V behavior in
reverse bias, consistent with a texture-related shunting mechanism [310].  Comparing the ZnO
results, it is interesting that ZnO:5%a and ZnO:5%b, both LPCVD ZnO, give very different VOC
and FF, yet had nearly identical surface structure and optoelectronic properties (Table 3-5 andTable
3-6).  ZnO:5%a always gives much lower VOC and only moderately lower FF, while ZnO:5%b
gives typical VOC but much poorer FF.  The lower FF for ZnO:5%b is related to series resistance in
the device.  Thus, bulk TCO properties are not always good indicators of device performance.
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Behavior from ZnO:6%, the APCVD ZnO, is much worse for reasons which are not clear but are
consistent with previous results [311].  Comparing the best devices on ZnO to the best devices on
SnO2, the gain in current generation (integrated QE) with ZnO is about 0.6 mA/cm2, as expected
based on calculations [306].  The lower VOC and FF for ZnO are also consistent with reports of
higher contact resistance at the ZnO/p interface [307].

3. 3. 1. 3. 1 Impact of improved generation with ZnO on multijunction solar cells

It is well known that multijunction a-Si solar cells are required to meet performance and stability
goals [313]. To investigate the potential benefits of ZnO in a multijunction device, we have
calculated the i-layer thicknesses needed to give 8 mA/cm2 current generation (AM1.5 global) in
each cell of a triple junction device for SnO2 or ZnO front TCO window layers.  Calculations used
absorption data from USSC [314] for 1.80 eV top cell, 1.60 middle cell, and 1.42 bottom cell.
Absorption losses in doped p and n-layers as well as front reflection loss of 8% were included.
The bottom cell was assumed to have the benefits of mild optical enhancement due to the back
reflector, represented by a doubling of optical pathlength and a rear reflectivity of 0.9.  The
transmission of SnO2:7% was used for SnO2 and ZnO:5%a  for ZnO.

Figure 3-7 shows the QE and TCO transmission.  The i-layer thicknesses for the devices with
SnO2 or ZnO are shown in Table 3-8.  The primary advantage of ZnO in such a triple junction
device is a 27% reduction in the low bandgap a-SiGe i-layer thickness, from 3400 Å to 2500 Å.
The middle bandgap cell can be thinner as well.  Together, this will  improve stability, reduce costs
(GeH4 is very expensive) and reduce deposition time.  Thus, the greatest  benefit of the increased
generation possible with ZnO compared to SnO2 is related to the stability and manufacturing costs,
not the higher JSC.
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Table 3-8 Thickness of top, middle and botom cell i-layers to give 8 mA/cm2 with
SnO2 and ZnO (Figure 3-7)

TCO matl. top cell middle cell bottom cell
SnO2:7% 1400 Å 3600 Å 3400 Å
ZnO:5%a 1300 Å 3300 Å 2500 Å

3. 3. 1. 4 Conclusions

Our results show that in presently available textured ZnO, current generation is about 0.6 mA/cm2

greater than in textured SnO2 for single junction devices.  The advantage of using ZnO as a front
TCO to obtain higher JSC must be balanced with the apparent difficulty in maintaining VOC and FF.
There may be other advantages to using ZnO in multijunction devices since thinner i-layers will
give the same JSC leading to improved stability and reduced costs.

3. 3. 2 TCO Contacts for n-i-p and p-i-n  Devices

3. 3. 2. 1 Introduction

Transparent conducting oxide (TCO) materials are critical in fabricating thin film solar cells.  They
provide low sheet resistance contacts for lateral current flow while maintaining high transparency.
TCO materials are used to provide a window layer for the incident illumination at the front of a
device.  In this configuration, they may also serve as an antireflection coating since nAir<n

TCO
<nSC

where the index of refraction of the TCO is between that of air (or glass) and that of the
semiconductor [315].  They are also used in a-Si solar cells at the back contact as a dielectric buffer
layer between the a-Si or µc-Si doped contact and the metal contact [316-319].  Additionally,
TCO's can be textured to provide scattering which increases the optical absorption of weakly
absorbed light.  The two most commonly used TCO materials are indium tin oxide (ITO), and zinc
oxide (ZnO).  Both are degenerate n-type semiconductors which can be optimized to have
bandgaps greater than 3.3 eV, with absorption less than 10% over the visible spectrum and
resistivities less than 10-3 W-cm [320, 321].  The most common deposition techniques for ITO and
ZnO for solar cell applications are chemical vapor deposition, evaporation and sputtering.  In this
paper, the solar cell performance of single junction a-Si devices having sputtered ITO and ZnO
contacts are compared.  The effect of O2 in the sputter discharge is investigated.  Both ITO and
ZnO are applied as contacts to substrate type n-i-p devices and superstrate p-i-n devices.  The
impact of the TCO on the optical and electrical performance of both types of devices is presented.

3. 3. 2. 2 TCO deposition and Device Fabrication

TCO materials were r.f. sputtered in Ar or Ar/O2 onto unheated substrates of 7059 glass, for
optical and electrical characterization, or onto a-Si devices.  The ITO target was In2O3 mixed with
9% SnO2.  The ZnO target was ZnO mixed with 1% Al2O3.  Nearly optimum film properties were
found by sputtering the ITO at 700W and the ZnO at 900W.  Deposition rates were approximately
0.1 µm/min.  Sputtering in an Ar/O2 mixture improved the transparency of the TCO films with a
slight loss in resistivity.  ITO and ZnO films were sputtered with and without O2 in the Ar.  O2 had
a negative effect on devices in some cases as discussed below.   TCO and Ag contacts were
deposited through masks onto devices.
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Two different a-Si device structures were investigated.  Substrate type devices with
stainless steel/n-i-p/TCO configuration were deposited by ECD.  The p-layer was µc-Si.  These
devices were intended to duplicate the top cell of a triple junction device.  Therefore, they lacked
any optical enhancement such as texture or a back reflector, and the i-layer was very thin (<0.1
µm).  The JSC from these cells was around 8 mA/cm2 as required for a top cell [322].  Superstrate
type devices with glass/SnO2/p-i-n/TCO/Ag structure were deposited at IEC.  The SnO2 (Asahi
type U) was textured.  The i-layers were 0.5 µm thick.  The p-i-n cells had a-SiC p-layers and C
graded buffers between the p and i-layers.  Otherwise identical devices with a-Si or µc-Si n-layers
were deposited for this study.  The µc-Si n-layer was deposited at high hydrogen dilution (H2:SiH4
of 100:1) and higher power and pressure than the a-Si layer.   The high conductivity (1 S/cm) and
low activation energy (0.05 eV) confirm the microcrystalline nature of the n-layer.  After sputtering
TCO on the p-i-n cells, a 0.6 µm Ag layer was evaporated through the same mask for a low
resistance highly reflective TCO/Ag contact.  Cells were 0.4 cm2 in area.  Current voltage
measurements were made with AM1.5 global illumination from an Oriel simulator at 28° C.

3. 3. 2. 3 TCO Material Properties

TCO layers were sputtered over a range of rf power and oxygen partial pressure.  Optimum ITO
and ZnO film properties were obtained at 700 W and 900 W with 0.9 and 0.1% O2 in Ar,
respectively.  Table 3-9 shows the thickness D, sheet resistance Rsq, resistivity, and normalized
transmission for ITO and ZnO films deposited with and without O2.  The normalized transmission
Tn =T/(1-R) was averaged over 400-900 nm.

The presence of O2 during sputtering has a major impact on the ITO film properties [320].  The
ITO film without O2 was brownish and had high absorption, unsuitable for solar cell applications.
O2 has a much smaller effect on the ZnO films.  Note that the ITO and ZnO films deposited with O2
have the same optical transmission at the same RSH (see Table 3-9), indicating equivalent thickness
trade-off between the need for low lateral current carrying resistance losses (thicker TCO) and high
window layer transparency (thinner TCO).  The resistivity of optimized ZnO is 2.5 times higher
than that of ITO.

Table 3-9  Sputtered TCO properties

TCO O2 in Ar
(%)

D
(µm)

RSH
(Ω/sq)

ρ x 10-4

(Ω-cm)
averaged Tn
400-900nm

ITO 0 0.2 35 7 0.72
ITO    0.9 0.2 19 4 0.96
ZnO 0 0.4 15 6 0.94
ZnO    0.1 0.5 20 10 0.96

3. 3. 2. 4 TCO Contacts on stainless steel/n-i-p/TCO Devices

ITO and ZnO were sputtered with and without O2 in the Ar discharge onto the µc-Si p-layers of
ss/n-i-p substrates.  The a-Si devices were essentially identical since they had been cut out of a
large area sheet. The TCO films were typically of the thickness range shown in Table 3-9.  This
relatively low sheet resistance allowed the cells to be fabricated without grids since the area was
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small.  However, thinner TCO films (~70 nm) are typically used in this application primarily for
their AR effect.

Results are shown in Table 3-10.  The most important observation is that devices with ITO have
higher FF than devices with ZnO.  The decrease in FF is accompanied by an increase in resistance
ROC which is dV/dJ at VOC.  Figure 3-8 shows the reduced FF for devices with ZnO is due to
curvature near VOC (i.e. increasing ROC), suggesting a second junction opposing the n-i-p cell.
Table 3-10 shows that the effect of sputtering in an O2 atmosphere is quite different between ITO
and ZnO.  Adding O2 during ITO sputtering increases JSC, as expected from the difference in Tn in
Table 3-9, but has no effect on VOC or FF.  Adding O2 during ZnO sputtering reduces VOC and FF
but has no effect on JSC.

Table 3-10  Performance of stainless steel/n-i-p/TCO devices with ITO or ZnO
contacts

TCO TCO
process

RSH
(Ω/sq)

VOC
(V)

JSC
(mA/cm2)

FF
(%)

ROC
(Ω-cm2)

Eff.
(%)

ITO no O2 35 0.844 7.3 66.0 14 4.1
ITO      O2 19 0.860 8.3 65.1 13 4.6
ZnO no O2 15 0.840 8.4 60.0 26 4.4
ZnO     O2 20 0.750 8.5 52.2 39 3.3
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Figure 3-8 J-V curves for stainless steel/n-i-p/TCO devices with ITO or ZnO
contacts.  Cell performance is shown in Table 3-10

3 .3 .2 .5  TCO Contacts on glass/SnO2 /p-i-n/TCO/Ag Devices

Superstrate devices were deposited on glass/textured SnO2 substrates.  Four devices were
deposited with µc-Si n-layers in one run and four with a-Si n-layers the following run.  ZnO was
sputtered with or without O2 and ITO was sputtered with O

2
 on both types of devices through a
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mask.  Ag was evaporated through a mask on all TCO layers.  For comparison, Ti/Ag contacts
were also evaporated on both types of devices.

Results with µc-Si and a-Si n-layers with all four types of contacts are shown in Table 3-11.
Devices with the Ti/Ag metal contacts had FF~70% for both a-Si and µc-Si n-layers.  However,
for all three TCO/Ag contacts, the µc-Si n-layer had higher FF than the a-Si n-layer.  The µc-Si n-
layer also had higher VOC and JSC.  The higher VOC with the µc-Si n-layer suggests better pinning
of the Fermi level which increases the built-in voltage.  The µc-Si n-layer increases JSC by ~ 0.5
mA/cm2 for Ti/Ag contacts and by ~1 mA/cm2 with TCO/Ag contacts.  Both ITO and ZnO give
comparable FF on µc-Si n-layers (FF~68-69%) with or without O2, but ZnO gives higher VOC and
JSC.

Table 3-11 Cell performance of glass/SnO2/p-i-n/TCO/Ag devices with either a-Si
or µc-Si n-layers.

back
contact

TCO
process

n-layer VOC
(V)

JSC
(mA/ cm2)

FF
(%)

ROC
(Ω/cm2)

Eff.
(%)

Ti/Ag none a-Si 0.863 13.5 70.2 6.3 8.2
µc-Si 0.875 14.0 69.8 6.0 8.5

ITO/Ag w/ O2 a-Si 0.853 13.8 60.0 23.1 7.0
µc-Si 0.865 14.9 69.1 5.9 8.9

ZnO/Ag w/ O2 a-Si 0.864 14.9 52.0 55.7 6.7
µc-Si 0.885 16.1 67.8 6.0 9.7

ZnO/Ag w/o O2 a-Si 0.872 15.0 62.6 14.5 8.2
w/o O2 µc-Si 0.881 16.2 67.7 5.8 9.7

Figure 3-9 shows that sputtering ITO or ZnO with O2 on an a-Si n-layer gives curvature at VOC,
suggesting a second junction.  This curvature is not present on the µc-Si n-layers as shown in
Figure 3-9.  Comparing Figure 3-9 with Table 3-11, the large values of ROC on these devices are
indicative of curvature around VOC and the possible formation of a second junction.

The effect of sputtering ZnO with or without O2 is shown in Figure 3-10.  Sputtering ZnO with O2
onto an a-Si n-layer gives strong curvature around VOC and low FF (52.0%), where as sputtering
without O2 gives less curvature, and a higher FF (62.6%).  Sputtering with O2 onto a µc-Si n-layer
gives no evidence of a second junction, with FF=67.8%.
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Figure 3-9  J-V curves for glass/SnO2/p-i-n/TCO/Ag devices with a-Si or µc-Si n-
layers.  ITO and ZnO were sputtered with O2.  Cell performance is shown in
Table 3-11.
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Figure 3-10  J-V curves for glass/SnO2/p-i-n/ZnO/Ag devices showing the effect
of sputtering with or without O2 on a-Si or µc-Si n-layers.  Solar cell
performance is shown in Table 3-11.

3 .3 .2 .6  Discussion and Conclusions

We found poor FF and evidence for a second junction with ZnO/p contacts on n-i-p devices.
Although this is the first time such behavior has been reported for the n-i-p device structure, poor
electrical contacts leading to low FF have been observed in glass/ZnO/p-i-n devices deposited on a
glass/ZnO substrate [301, 323, 324].  In the p-i-n structure, the ZnO was typically deposited by
APCVD or LPCVD, and the p-layer, typically a-SiC, is grown on the ZnO at 150-250°C.  In our
work, the ZnO is sputtered onto an unheated µc-Si p-layer, which has much higher conductivity
than the a-SiC layer.  Yet, the two device structures exhibit the same problem, despite the fact that
the ZnO, the p-layer, and ZnO/p contact are formed from very different conditions.  This strongly
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suggests that the ZnO/p contact is fundamentally a poor ohmic contact.  We speculate that an oxide
layer may contribute to this problem since sputtering ZnO in O2 gave much poorer FF than with no
O2 yet the bulk resistivity of ZnO with O2 is only a factor of 2 higher.  There is no technical reason
to switch from the standard ITO contact to ZnO for n-i-p devices in view of the poorer contact.
However, re-optimization of the µc-Si p-layer with ZnO instead of ITO may improve the contact.

Regarding the p-i-n devices, we found significant differences between a-Si or µc-Si n-layers.   The
a-Si n-layer is more absorbing than the µc-Si layer.  The larger improvement in JSC for TCO/Ag
with the less absorbing µc-Si n-layer is consistent with  increased multiple reflections and higher
back reflection for the TCO/Ag contact compared to Ti/Ag.  As optical enhancement and light
trapping in the device improves, it becomes more crucial to reduce parasitic absorption at contacts
and interfaces.

Table 3-11 and Figure 3-9 also clearly show the improved electrical contact properties with a µc-Si
n-layer compared to an a-Si n-layer when contacted with either ITO or ZnO.  These results are
consistent with those of Hayashi et al [319] who investigated ZnO/Al or Al contacts on a-Si or µc-
Si n-layers and found poorest FF with ZnO/Al on an a-Si n-layer.

The effect of sputtering ZnO with or without O2 is quite different between n-i-p and p-i-n cells.
Sputtering ZnO onto µc-Si n-layers in p-i-n cells gave equivalent device results with or without O2,
whereas sputtering ZnO with O2 was clearly detrimental in contacting µc-Si p-layers in n-i-p
devices.

Barriers between TCO and doped [325, 326] or undoped [325, 327] a-Si layers have been
previously reported.  However,  those interfaces were formed by depositing the a-Si onto the TCO
in order to study the interaction between the plasma and the TCO, and subsequent metallic
Schottky barrier formation.  In our study, the TCO was sputtered onto the a-Si, which eliminates
the question of TCO reduction and Schottky barrier formation.  It is unclear that previous results
for the TCO/a-Si interface [325-327] apply to our a-Si/TCO contacts.  Computer modeling of p-i-
n/ZnO devices [328] suggests that very thin n-layers (a few nanometers) will improve FF and VOC.
This is about 10 times thinner than typical n-layers, as we used in our devices.    Among ZnO,
ITO, and SnO2,  ZnO has the lowest work function difference with n-type a-Si [328].  Thus, ZnO
should have a negligible barrier with the a-Si n-layer and effectively pin the Fermi energy.
However, the model results find a very thin n-layer remains necessary to compensate for the
negative interface space charge.   In contrast to the modeling results [328], experimental results
[318] showed a better FF with ZnO by increasing the n-layer thickness 3 times greater than their
standard thickness for metal contacts.  Clearly, the a-Si/sputtered TCO contact needs further study
to understand the fundamental junction and contact properties.

Regarding sputtered TCO contacts for a-Si devices, we conclude: 1) ITO is a better top contact for
µc-Si p-layers in stainless steel/n-i-p/TCO devices than ZnO; 2) ZnO sputtered with or without O2
is a better back contact compared to ITO for µc-Si n-layers for p-i-n/TCO/Ag devices; 3) ZnO
sputtered with O2 is detrimental to obtaining a low resistance contact to µc-Si p-layers and a-Si n-
layers but has little effect on contacting µc-Si n-layers.
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3. 3. 3 Analysis of Optical Enhancement Using a Detachable Back Reflector

3. 3. 3. 1 Introduction

Analyzing the optical enhancement in a-Si solar cells is a challenging problem for both superstrate
(glass/TCO/p-i-n/BR) and substrate (SS/BR/n-i-p/TCO) device structures where  BR is the back
reflector, TCO is a transparent conductive oxide and SS is the stainless steel substrate.  Typically,
in a superstrate device the front TCO provides the texture and the rear BR provides reflectivity,
while in the substrate device the BR provides both texture and reflectivity.  The BR increases short
circuit current (JSC) and red response by reflecting and scattering (if textured) weakly absorbed
photons.  This increases their optical pathlength. The theoretical maximum for the enhancement in
pathlength is m~60 [329] but this decreases rapidly with parasitic absorption in the device.  Gains
of m=2-5 in optical pathlength have been obtained experimentally [330, 331] suggesting parasitic
absorption losses exceeding 25% [329].  Despite considerable analysis,  BR enhancement and
parasitic losses are not well understood [332, 333].   We  have studied optical enhancement in a-Si
n-i-p solar cells with detachable BRs by separating the effects of substrate texture, BR texture, and
BR reflectivity. Detachable BRs have been previously used to study optical enhancements and
were reported to have less parasitic losses than integral BRs [329].

3. 3. 3. 2 Device Structures

Substrates were glass with TCO layers having haze at 700 nm of 0, 1, 5 and 14%. The smooth
TCO (0% haze) was sputtered ZnO, the TCO with 5% haze was LPCVD ZnO, and the TCO with 1
and 14% haze were APCVD SnO2 [332].  Single junction a-Si n-i-p devices with ~0.25 um i-
layers were deposited by glow discharge at ECD having a device structure: ITO/p-i-n/TCO/glass.
For comparison, devices were codeposited on SS and textured ZnO/Ag/SS [334], which are
standard substrates for the n-i-p device configuration.  Reflection (R), transmission (T),  quantum
efficiency (QE), and JSC (AM1.5 global) were measured for illumination through the ITO (front)
and the glass (rear) sides.  QE was measured at -1V to minimize collection losses.  Then, a smooth
Ag BR (Ag film evaporated on glass) or textured Ag BR  (Ag film evaporated on the 14% haze
SnO2) was optically coupled to the glass substrate with an index matching coupling liquid having
n=1.5, giving a removable external Ag BR (Figure 3-11). This allowed measurements of three
different BR (no Ag, smooth Ag, or textured Ag) on the same device sample, without changing the
device structure or substrate texture.

Figure 3-11  ITO/p-i-n/TCO/glass device on textured TCO substrate with external
BR and coupling liquid.
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3. 3. 3. 3 Results

Figure 3-12 shows the QE for light through the ITO/p front contact for the four different
TCO/glass substrates without any Ag BR.  Note the large improvement in red QE as haze increases
from 0 to 5%, but there was no further gain in red QE for haze above 5%.  Table 3-12 lists JSC and
QE at 700 nm for the devices before and after applying the external smooth Ag BR,  confirming the
limited increase in JSC for haze greater than 5%.  Similar conclusions have been reached for
superstrate p-i-n devices [303, 335].  Devices on ECD's ZnO/Ag BR had slightly higher JSC than
the 14% textured TCO with Ag BR.  The JSC and QE are very similar and low for the devices on
smooth ZnO and on SS, indicating very little reflection or optical enhancement for either.  Also
note that the smooth Ag BR increases the QE at 700 nm by ~0.1 for all textured devices but has a
much smaller effect on the smooth device (0% haze).  Figure 3-12 and Table 3-12 indicate a
significant increase in optical enhancement with even 1% haze over a smooth substrate.  For
example, with the smooth Ag BR, the substrate with 1% haze TCO provides over half of the gain
in JSC and QE achieved by the 14% haze substrate.
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Figure 3-12 QE for devices on textured TCO substrates with different haze (no
back reflector).

Table 3-12 JSC and QE for devices of Figure 3-12 without and with a smooth
external Ag BR.  Devices deposited on ECD's standard n-i-p stainless steel
substrates (no BR) and textured ZnO/Ag/stainless steel (BR) shown for
comparison.

haze JSC (mA/ cm2) JSC (mA/ cm2) QE@700 nm QE@700 nm
no Ag BR smooth Ag BR no Ag BR smooth Ag BR

0% 11.6 13.0 0.05 0.07
1% 12.5 14.1 0.12 0.22
5% 13.7 14.7 0.22 0.32
14% 13.9 15.1 0.22 0.32
ECD 11.3 (SS) 15.5 (ZnO/Ag) 0.04 0.39

Figure 3-13 shows the QE at -1V with different external back reflectors for devices having the least
(0%) and greatest (14%) haze.  Since the BRs were externally coupled, they only increase
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reflection and/or scattering of weakly absorbed light but do not affect the a-Si surface  texture,
substrate or n/TCO reflectivity.    This is a unique feature of these devices.  Enhanced QE with the
optically coupled smooth Ag BR was equivalent to that found by evaporating an Ag film directly
on the back of the glass substrate, indicating no additional losses associated with the coupling of
the external BR. Table 3-13 shows JSC, both absolute and normalized to the smooth TCO without
an Ag BR (11.6 mA/ cm2), along with the QE, and total reflection and transmission all at 700 nm.
The device with 0% haze shows that JSC increases by 12% with the external smooth Ag BR and
15% with the external textured Ag BR.  Thus, most of the increase occurs due to increased
reflectivity of the smooth Ag.  The texture of the BR has  a smaller impact than the reflectivity of
the BR.  The reflection at 700 nm for the device with 0% haze increases substantially, by ~0.20,
with either the smooth or  textured Ag BR, yet the QE only increases by 0.02 or 0.06,
respectively.  Thus, at most one tenth of the light transmitted through the smooth device at 700 nm
is captured when an Ag BR applied.
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Figure 3-13 QE for devices on smooth and textured TCO with no BR, smooth Ag
BR, and textured Ag BR.  QE for device on textured TCO with textured BR was
same as for smooth BR (solid circles), hence not shown.

Table 3-13 JSC data for devices of Figure 3-13 with 0 and 14 % haze and different
Ag BRs.  Note: (the JSC ratio is the ratio with and without a BR).

Haze external BR JSC (mA/
cm2)

JSC ratio QE
@700nm

T
@700 nm

R
@700 nm

0% none 11.6 1.00 0.05 0.52 0.27
smooth Ag 13.0 1.12 0.07 0 0.46
text. Ag 13.3 1.15 0.11 0 0.48

14% none 13.9 1.20 0.22 0.20 0.15
smooth Ag 15.0 1.30 0.32 0 0.18
text. Ag 15.0 1.30 0.32 0 0.18

Instead, a much larger fraction of the previously transmitted light  escapes the device by reflection
from the front.  Regarding the device on the textured substrate (14% haze), JSC increases by 20%
without any BR compared to the smooth substrate.  Either the smooth or textured rear Ag BR gives
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an additional 10% increase in JSC for the device on the textured substrate.  With the BR, half of the
light  transmitted through the textured device at 700 nm without the BR is absorbed and contributes
to increased QE (from 0.22 to 0.32).   Thus, a textured substrate without a BR, even though
transparent,  is much more effective at light trapping than a textured Ag BR on a smooth device.
This suggests that the replication of the substrate texture on the top a-Si surface is crucial to
enhance multiple scattering from the underlying substrate.

Comparing the total and diffuse reflection, shown in Figure 3-14 and 5, can give further insight to
the QE results of Figure 3-13.  The total reflection for the device on the smooth TCO substrate with
either no BR or the smooth Ag BR (Figure 3-14) shows strong interference beyond 600 nm, and
negligible diffuse reflection (<0.04), as expected for a smooth device and smooth BR.
Interference effects would be expected for a device deposited on a smooth integral Ag BR (p-i-
n/Ag/glass). The smooth or textured Ag BR causes a significant increase in the red reflection, but
little increase in red QE (Table 3-13). Figure 3-15 shows that a device on a textured substrate has
identical total or diffuse reflection with either the smooth or textured Ag BR.  There is no additional
diffuse reflection with a textured substrate having a textured BR nor was there any increase in JSC
or QE (Table 3-13).   Note that the reflection between 400-500 nm is lower for the device on the
textured substrate (Figure 3-15) compared to the device on the smooth substrate.  The QE in this
region is higher for the device on the textured substrate as expected (Figure 3-13).   The textured
substrate produces a textured front surface, which has lower total reflection but much higher
diffuse reflection compared to a smooth device.   This has also been found for p-i-n devices in the
superstrate configuration [336].  Thus, devices on textured substrates have higher QE in the blue
due to lower front surface specular reflection, and higher QE in the red due to enhanced light
trapping and lower rear specular reflection.
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Figure 3-14  Total and diffuse reflection from front ITO/p surface for device on
smooth TCO (0% haze) with no BR, smooth BR, and textured BR.
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Figure 3-15  Total and diffuse reflection from front ITO/p surface for device on
textured TCO (14% haze) with no BR, smooth BR, and textured BR.

3. 3. 3. 3. 1 Effect of Illumination Direction (n-i-p vs. p-i-n)

QE was also measured through the glass side on devices without any Ag BR.  Figure 3-16
compares the QE through the front ITO/p contact and through the rear glass/textured TCO contact
for the most textured (14% haze) device.  The QE beyond 600 nm was the same through the glass
side as through the ITO.  This was true for devices with 1% and 5% haze as well.  Thus,
superstrate p-i-n and substrate n-i-p devices can achieve equivalent optical enhancement from a
given textured substrate, before application of a Ag BR, in agreement with [337].
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Figure 3-16  QE for device on textured (14% haze) TCO through ITO/p and
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3. 3. 3. 4 Discussion and Conclusions

The effect of substrate and BR texture and BR reflectivity on optical enhancement  has been
analyzed and separated in ITO/p-i-n/textured TCO/glass devices with a range of substrate texture.
There is negligible increase in JSC and red response for haze greater than 5%, in agreement with
studies on superstrate p-i-n devices.  A textured substrate is significantly more effective at
increasing red response than a smooth substrate with external textured Ag BR.  Devices on smooth
substrates with a textured Ag reflector have much higher specular reflection losses than devices on
textured substrates with smooth Ag reflectors.   Applying the external BR to a device on a smooth
substrate  increases the red QE only slightly.  Instead, the reflection of red light escaping the front
surface after being reflected at the BR increases due to incomplete internal reflection.  Textured
substrates have lower front reflection losses and hence higher blue response, thus having higher
QE at all wavelengths.  There appears to be no advantage to having a highly textured BR in
addition to a separate highly textured substrate.  These results have direct consequences for designs
which propose to improve stability by depositing very thin devices on smooth substrates, to avoid
shunting problems, and achieve optical enhancement with an external  textured BR as studied here.
Such devices will have inefficient light trapping and reduced JSC compared to a device on a textured
substrate, independent of whether they are a superstrate or substrate configuration.

3. 4 J-V ANALYSIS OF SINGLE AND MULTIJUNCTION SOLAR CELLS

3. 4. 1 Introduction

To first order, the main difference between amorphous silicon (a-Si) p-i-n solar cells and crystalline
silicon (c-Si) or other thin film polycrystalline p-n solar cells is that a-Si depends almost exclusively on
field aided drift rather than diffusion of minority carriers to collect the photocurrent [338, 339].  Since
the diffusion length is a thousand times smaller in a-Si compared to c-Si (~0.1 µm vs ~100 µm), a-Si
solar cells are designed to establish a high field region in the i-layer to sweep photocarriers to the
contacts before they recombine.  The electric field in the i-layer is strongly dependent on the voltage
bias across the device which makes the photocurrent collection dependent on the operating bias of the
cell.  This well-known effect complicates the J-V analysis since superposition is invalid and presents a
limitation to performance of a-Si compared to other solar cell technologies [339].  Field dependent
collection reduces photocurrent collection at forward bias, which primarily reduces the fill factor of the
solar cell.  The J-V curve will appear to have a voltage dependent shunt loss.

Numerical modeling and analysis of a-Si solar cells [340-343] typically requires a large number of
material and physical parameters as input.  Although such modeling provides detailed insight into the
microscopic behavior of a-Si devices, many of the required material parameters are experimentally
inaccessible or imperfectly known.  There is not a unique relation between input parameters and solar
cell performance.  Thus, it is difficult to link the numerical model results to measurable device
performance due the complexity of the models and uncertainty in the input parameters.  While progress
in refining these numerical models continues, a simple but accurate model with a few parameters
closely connected to measurable data would be useful for practical device analysis and for giving
physical insight.

We have previously shown [344] a method to analyze experimental a-Si J-V curves in light and dark to

obtain six parameters completely characterizing the illuminated junction.  The parameter L
D

C , the ratio

of field driven collection length (LC) to i-layer thickness (D) at zero volts bias, and the flat band voltage

(Vfb) have the dominant influence on the illuminated cell performance. L
D

C  represents the i-layer
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quality related to the field dependent collection.  In this paper, we show that this simple model is in
excellent agreement  with measured J-V curves for a wide range of single junction devices and
conditions, including p-i-n and n-i-p cells on smooth and textured substrates,  cells with a-Si and
a-SiGe i-layers, in initial and stabilized states, and under AM1.5 or red or blue filtered light.  After
establishing the validity of the model, the influence of the device parameters on solar cell performance
and limitations in existing devices are explored.

3. 4. 2 Device samples and J-V measurements

The single junction a-Si and a-SiGe devices which were analyzed were deposited by plasma CVD
at five different laboratories.  Since there was no distinctive behavior between any devices based
on their source, they will not be identified.  Devices had either superstrate (glass/textured
SnO2/p-i-n/back contact) or substrate (stainless steel/back contact/n-i-p/ITO) configurations.  Back
contacts were either Al, Ag, ZnO/Ag, or Ti/Ag. The i-layers ranged from 0.08 to 0.60 µm thick.
The superstrate devices had a-SiC p-layers while the substrate devices had mc-Si p-layers.  All
cells were measured at room temperature (25-28°C) with illumination from an Oriel simulator at 1
sun (AM1.5, 100 mW/cm2).  Select devices were measured at lower intensity with either neutral
density filters or color filters having blue (Corning #5-56, λ<550 nm) or red (Corning #2-62,
λ>610 nm) transmission.   Some devices were exposed to prolonged illumination (100-600 hrs) to
study the effect of light soaking.  a-Si devices were light soaked under white light at 1 sun intensity
while a-SiGe devices were light soaked under red filtered light (λ>610 nm) to represent their light
exposure in a multijunction cell structure.  The red filter reduced the intensity and generation to
about one third of the unfiltered values.

3. 4. 2. 1  Analysis: the model

The analysis is based on applying established models of a-Si material and device behavior.
Applicability of these models will be tested by comparison to experimental J-V data.  The light-
generated photocurrent is analyzed by applying a model [345] which assumes a spatially uniform
field F(V).  Under weakly absorbed (red) light leading to uniform carrier generation, the
photocarrier transport occurs by field assisted drift since there is little diffusion.  This model has
been used to study transport in a-Si p-i-n devices using weakly absorbed light [345, 346].  It has
also been applied to measurements under strongly absorbed (blue) light to analyze the effect of
interface layers [347], and separating hole and electron transport using bifacial illumination in a-Si
[348] and a-SiGe [349] p-i-n devices.  In this work, we evaluate the applicability of this model to
solar cells under AM1.5 illumination.

The net (measured) current through the device is:

J V J V J VL D( ) = ( ) − ( )

Equation 3-1

JD(V) is the forward bias diode current and JL(V) is the photocurrent, which opposes JD(V).  We
assume that JD(V) is independent of light intensity, i.e. values determined in the dark can be used
to represent the forward diode current under illumination.  This assumption will be verified in
Section 3.4.2.3 by comparing J(V) and JL(V) curves measured at different intensities.  The diode
current is given by the standard expression:
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Equation 3-2

where the junction voltage Vj is corrected for series resistance as:

V V R JJ = −

Equation 3-3

Experimental methods of determining series resistance R, diode factor A, and recombination
current J0 from dark J-V data will be shown in Section 3.4.2.2.  The physical origin and
temperature dependence of J0 and A are discussed further in Section 3.4.2.3.

The photocurrent JL(V) in a-Si solar cells decreases with increasing bias because of the reduction in
the internal electric field.  The uniform field:

F V
V V

D
fb j( ) =

−( )

Equation 3-4

goes to 0 when the junction voltage Vj equals the flat band voltage Vfb.  Experimentally, Vfb is
obtained, after accounting for series resistance, from the voltage at which the J(V) and JD(V)
curves cross, or are of equal magnitude, so that JL(V)=0 at V=Vfb.  In comparison, VOC is the
voltage at which J=0.

Crandall [345] derived an expression for JL(V) as:

J V J h VL j L j( ) = ( )0

Equation 3-5

where JL0 is the saturated (optically limited) photocurrent at far reverse bias, and the bias dependent
collection efficiency h(Vj) is:

h V x ej
x( ) = −





÷

1
1

Equation 3-6

with:
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x L
D

V
V

C j

fb

= 



 −




÷

1

Equation 3-7

and:

L
D

F
D

V
D

C fb= =µτ µτ0
2

Equation 3-8

where F V
D

fb
0 =  is the field at zero applied bias.  The collection length LC is the mean distance a

carrier drifts in the field before being trapped or collected.  At low fields or low µτ, the
photocurrent is linear with field (i.e. ohmic), while at large fields or large µt, the photocurrent
saturates at JL0.  Applying Equation 3-5 -> Equation 3-8 to measured J-V curves will be the focus
of this work.

The effect of voltage dependent photocurrent collection is illustrated in Figure 3-17 for two cases:
L
D

C = 10 corresponding to a typical a-Si device; and L
D

C = ∞  corresponding to an "ideal" solar

cell, defined here as one with no bias dependent photocurrent collection.  The other parameters
used to calculate the J-V curves in Figure 3-17 were: J0=10-9 mA/ cm2, A=1.8, R=0, JL0=15

mA/cm2, and Vfb=0.9 V.  With L
D

C = ∞ , the illuminated J-V curve is obtained by superposition of

the dark forward diode current and the constant light generated current JL0 since h(V)=1 for all

voltages.  The FF is limited by the forward dark current.  In contrast, with L
D

C = 10,  h(V)<1 and

decreases with forward bias and the J-V curve is governed largely by JL(V) as shown in the figure.

The FF decreases from 82% to 68% as L
D

C  decreases from ∞ (e.g. ideal solar cell) to L
D

C = 10

(e.g. a-Si solar cell).
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Figure 3-17 Calculated J-V curves showing model behavior for ideal ( L
D

C =∞) and

typical a-Si ( L
D

C =10) devices. JL(V) for the a-Si is shown, and JD(V) for both

devices.  Other parameters given in the text.

3. 4. 2. 2 Analysis: Applying The Model To Measured Data

From Equation 3-2 the derivative dV
dJ





 , providing JL(V)<<JD(V), is:

dV
dJ

R AkT
q J VD

= +




÷ ( )





÷

1

Equation 3-9

When dV
dJ

 is plotted against 1
J VD( )

the slope is AkT
q

 and the intercept is R, the series resistance.

Figure 3-18 shows dV
dJ

 vs. 1
J

 for an a-Si device #4298 (D=0.5 µm) and an a-SiGe device #3342

(D=0.15 µm).  Using the value of R from the intercepts in Figure 3-18, a graph of log JD(V) vs Vj

yields a straight line with slope is q
AkT

 and intercept J0, as shown in Figure 3-19.  Plotting the
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data against Vj corrects the measured voltage for the series resistance losses.  Values of R, A and J0
obtained from slopes and intercepts of the data in Figure 3-18 and Figure 3-19 are shown in Table
3-14 (a-Si device) and Table 3-15 (a-SiGe device).  Typically, the parameter A from the two

different methods agree within +/-5%.  Analyzing dV
dJ

 vs. 1
J

 and log J vs. V under illumination

such that JL(V)>>JD(V) leads to errors since the voltage dependence of JL(V) dominates the voltage
dependence of J(V) instead of Equation 3-2 and Equation 3-9.
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Figure 3-18 Plot of dV/dJ vs 1/J for a-Si and a-SiGe device, from analysis of
measured dark J-V data.  Slope is AkT/q and intercept is R.
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Figure 3-19 Plot of Log J vs (V-JR) from measured dark J-V data for same two
devices as in Figure 3-18.  Slope gives q/AkT and intercept is J0.

Table 3-14 Parameters obtained from fitting measured JV curves of a-Si device
#4298 under AM1.5 illumination light in initial and light soaked state (200 hrs.).

state JL0
mA/cm2

Vb
Volts

LC/D J0 x10-8

mA/cm2
A R

Ω-cm2

initial 13.6 0.92 20.7 2 1.7 1.6
soaked 13.6 0.90 7.0 20 1.9 1.2

state JSC
mA/cm2

VOC
Volts

FF
%

Power
mW/cm2

initial 13.3 0.859 71.6 8.2
soaked 12.0 0.837 64.3 6.4
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Table 3-15 Parameters obtained from fitting measured JV curves of a-SiGe
device #3342 under AM1.5 illumination and red filtered light in initial and light
soaked state (200 hrs. red light).

Illum. state JL0
mA/cm2

Vb
Volts

LC/D J0 x10-5

mA/cm2
A R

Ω-cm2

AM1.5 initial 20.1 0.65 8.1 6 2.0 2.1
soaked 20.1 0.63 5.6 20 2.1 2.3

red initial 6.8 0.61 7.7 6 2.0 2.1
soaked 6.8 0.61 5.1 20 2.1 2.3

Illum. state JSC
mA/cm2

VOC
Volts

FF
%

Power
mW/cm2

AM1.5 initial 20.1 0.622 59.7 7.0
soaked 20.1 0.585 55.7 6.0

red initial 6.8 0.577 61.1 2.2
soaked 6.8 0.540 57.7 1.8

The photocurrent JL(V) is obtained by adding the measured diode current JD(V) in the dark to the
measured current J-V under illumination as per Equation 3-1.  JL0 was obtained from the current at

far reverse bias.  The primary fitting parameter, L
D

C , was varied until an optimum fit was

obtained.  In practice, Vfb was sometimes adjusted slightly (~10 mV) from the value determined
experimentally from the intercept of the light and dark currents in order to improve the fit around
VOC.  The fitting criteria was to minimize the sum, over all voltages, of the absolute value of the
difference between the measured J-V and Equation 3-1 while forcing measured and calculated
values to agree within ±0.5% at maximum power.  Figure 3-20 shows the measured and calculated
J-V data under AM1.5 illumination for the a-Si and a-SiGe devices whose dark J-V data were

analyzed in Figure 3-18 and Figure 3-19.  The parameters JL0, Vfb and L
D

C  used to calculate JL(V)

are in Table 3-14 Table 3-15 along with the solar cell performance parameters VOC, JSC, FF, and
efficiency.  Since measured and calculated performance typically agree within 0.5%, no distinction
is made between them in the rest of the paper.  The good agreement in Figure 3-20 from reverse
bias to beyond VOC indicates that the model can accurately represent all portions of the J-V
characteristic for both a-Si and a-SiGe solar cells.  The close agreement shown in Figure 3-20 was
typical of most devices analyzed.



62

- 10

0

1 0

2 0

- 0 . 5 0 0 . 5 1

data, a-SiGe #3342
model #3342
data, a-Si #4298 
model #4298

J 
(m

A
/c

m
2 )

V (Volts)

Figure 3-20  Measured (under AM1.5 light) and calculated J-V for same two
devices.  Calculated values obtained with parameters in Table 3-14 (#4298) and
Table 3-15 (#3342).  Agreement was within 0.2 mA/cm2 from reverse bias to VOC.
VOC, JSC and FF are also shown in Table 3-14 and Table 3-15.

3. 4. 2. 3 Assumptions, approximations and limitations of the model

It was assumed that the forward bias diode current JD(V) was independent of illumination so that
J(V) can be separated algebraically into a JL(V) term and a JD(V) term.  The assumption is
necessary because JD(V) was obtained at different illumination than J(V).  This assumption and the
actual procedure used here of separating JL(V) from J(V) can be verified as follows.  Applying
Equation 3-1 and Equation 3-5 to data measured at two different intensities, and taking the
difference of the measured currents J1(V) and J2(V) gives:

J V J V J h V J V J h V J VL D L D1 2 01 1 02 2( ) − ( ) = ( ) − ( )[ ] − ( ) − ( )[ ]
Equation 3-10

where J1(V) is at higher intensity than J2(V).  This can be rearranged to give the collection function
h(V) as follows:

h V J V J V
J JL L

( ) = ( ) − ( )
−

1 2

01 02

Equation 3-11
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only if the forward current JD(V) is independent of intensity, i.e. JD1 (V)= JD2 (V).  This is how
L
D

C  was fit in Figure 3-20, with JL02 =0 since J2(V) was in the dark.  Figure 3-21 shows measured

data from a-Si p-i-n cell #4484 (Table 3-16) with D=0.45 µm where J1(V) was measured at 1 sun
and J2(V) was measured at 0, 0.25, or 0.63 suns.  The excellent agreement between the curves
demonstrates that JL(V) and h(V) at a given intensity can be obtained with JD(V) measured in the
dark as well as in the light at lower intensity.  Figure 3-21 shows that it is not necessary to analyze

the forward J-V data to determine A, J0 and RS in order to obtain L
D

C  and Vfb.  Instead,  J(V) at

low intensity can be subtracted from J(V) at higher intensity and the resulting h(V) curve can be fit

instead, eliminating the need for analyzing the dark diode.  In the rest of this paper, we fit L
D

C  to

JL(V) obtained with J2(V)= JD(V) from the dark, and have analyzed the dark forward J-V to obtain
A, J0 and RS.  
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Figure 3-21 Experimental collection efficiency from Equation 3-11 for a-Si p-i-n
#4484.  J1(V) was measured at one sun, and J2(V) was obtained for three
illumination intensities (dark, 0.25, and 0.63 suns).
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Table 3-16 Parameters obtained from fitting measured JV curves of a-Si device
#4484 under  AM1.5 (100 mW/cm2)  light and low intensity white, red, and blue
light.

Illum. JL0
mA/cm2

Vb
Volts

LC/D J0 x10-9

mA/cm2
A R

Ω-cm2

AM1.5 16.5 0.88 14.0 3 1.5 1.7
2% AM1.5 0.36 0.77 24.0 3 1.5 1.7
2% red 0.18 0.73 24.1 3 1.5 1.7
2% blue 0.15 0.79 15.3 3 1.5 1.7

Illum. JSC
mA/cm2

VOC
Volts

FF
%

Power
mW/cm2

AM1.5 15.9 0.842 68.7 7.6
2% AM1.5 0.36 0.714 74.2 0.19
2% red 0.18 0.684 74.4 0.09
2% blue 0.15 0.679 73.1 0.07

The assumption of a uniform field is required to derive the simple closed form expression for h(V).
This is a common approximation in the analysis of a-Si p-i-n solar cells [345-349].  In reality, the
field varies across the i-layer depending on illumination and trapped space charge.  However,
numerical models [350, 351] have found that photocurrent collection was more sensitive to the
limiting carrier µt value than to the actual field profile.  For example, reference [351] reports that
the µt value giving the best fit to data varies by less than a factor of two for a wide range of
assumed field profiles.  First order corrections to Equation 3-4 have been proposed which divide
the field into a strong bias-independent "interface" field and weaker field in the bulk i-layer having
the standard linear bias dependence [350, 352].  These corrections introduce two additional
unmeasureable fitting parameters, the width and potential of this "interface" field region.  Equation
3-6 has given very good agreement to the J-V data of all devices measured so far, including after
light soaking.  We speculate that the uniform field approximation accurately represents limiting
carrier photocurrents in a wide variety of real a-Si p-i-n devices because it is the average field
which determines the collection probability under white light illumination.  Since we find an
excellent fit with the simple uniform field approximation, we avoid ad hoc modifications which
introduce unnecessary additional parameters.

The assumption of uniform generation is also required to simplify the analysis since carrier
diffusion can then be ignored.  The generation rate profile has been calculated [353] using an
optical model developed elsewhere [354].  Figure 3-22 shows the generation profile for a p-i-n
device with D=0.4 µm, a 1.72 eV bandgap, scattering due to front texture and a  back contact with
reflectivity Rb=0.9 for three illumination spectra.  The blue and red filtered spectra were determined
by reducing the AM1.5 spectrum by the transmission of the blue and red filters used in this study.
The red generation profile is very uniform, as expected. The AM1.5 generation is nearly uniform
beyond the first 0.1 µm, changing by less than a factor of two between 0.1 and 0.4 µm.  The
average generation obtained from averaging the total integrated photocurrent over the i-layer is

G J
qD

L
0

0= and is given in the caption for Figure 3-22 for all three profiles.
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Figure 3-22  Calculated generation profiles for typical single junction a-Si p-i-n
cell described in text,  shown for the three illumination conditions used in this

work.  The volume averaged generation: G J
qD0

L0=  is; 2.1 for AM1.5, 0.9 for red

and 0.7 for blue (x1021 #/cm3/sec) respectively.

Equation 3-2 and Equation 3-9 show specific temperature dependencies which are not explored in
this work since all measurements were at 25-28°C.  The temperature dependence of J0 and A have
been extensively studied in a-Si p-i-n solar cells [355-359].  J0 has been shown to have the form:

J J e
E

kT
a

0 00=
−

Equation 3-12

Experimental results indicate that both J00 and Ea are closely related to recombination at or near the
p-i interface not the bulk [355-359].  Values of J0 and A and their correlation to other properties
presented here are valid at room temperature.

The collection model assumes all carrier collection occurs by drift and represents all photocarrier
recombination losses with a single µt value, thus lumping together recombination at bulk i-layer
defects or at interfaces.  Whether this single µt value represents the carrier with the smaller µt (i.e.
limiting carrier argument in references [340, 350]) or the longer µt (i.e. the sum of the electron and
hole values in references [345, 348] will be discussed in Sections 3.4.3 and 3.4.4.
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3. 4. 3 Results

3. 4. 3. 1  Voltage dependence of quantum efficiency

The quantum efficiency (QE) is typically measured with a phase sensitive lock-in detector which
senses only the photocurrent response due to the chopped ac monochromatic light.  It rejects the dc
component of the forward bias current.  Thus, QE should measure JL(V) at each wavelength not
J(V).  Integration of the product of the QE with a given illumination spectrum gives the
photocurrent that would be measured when the device was illuminated by that spectrum,
independent of the forward diode current.

The QE of a-Si p-i-n device #4484 was measured from 350 to 750 nm with a variable voltage bias
across the cell.  The cell was illuminated with a dc bias light of about 1 sun intensity.  At each bias
voltage, the QE was integrated with the AM1.5 spectrum to obtain the expected photocurrent.
Figure 3-23 shows the results of these QE measurements along with the measured and calculated
J(V) and JL(V) characteristics. JL(V) was calculated with parameters in Table 3-16 for 1 sun
illumination.  The J(V) data decreases more rapidly than JL(V) or QE(V) beyond 0.6V because of
the increasing forward bias current.  The integrated QE values and independently calculated JL(V)
values are in very good agreement at all voltage biases, going to zero at Vfb.  This confirms that
QE(V) and JL(V) have the same voltage dependence, given by Equation 3-6, and are independent
of the forward diode current.  This agreement further verifies application of the collection model to
a-Si p-i-n solar cells under typical 1 sun illumination.
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Figure 3-23  Measured and fitted J(V) and JL(V) for a-Si p-i-n #4484.  Values of
QE measured over a range of voltage bias and integrated with AM1.5 spectrum are
shown.

It has been shown that the apparent decrease in QE with bias can be due to series resistance effects
[360] in ideal Si devices without any voltage dependent collection.  When JL(V) was recalculated
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without any resistance, the resulting curve differed negligibly from that shown in Figure 3-23,
which was calculated with the actual value of R=1.7 Ω-cm2.  Thus, the voltage dependent QE in a-
Si is due to field dependent collection h(V) in the i-layer not series resistance effects.

3. 4. 3. 2 Effect of intensity and illumination spectra on L
D

C  and Vfb

J-V curves measured under color filtered and neutral density filtered illumination were analyzed

because the intensity and spectral dependence of L
D

C , or µt, and Vfb are useful to interpret other

measurements.  For example, it is common to measure a-SiGe devices under long pass filtered red
light to simulate their behavior in a multijunction device [361].  But filtering the spectrum also
reduces the total illumination intensity.  Transport properties in a-Si materials are known to be
intensity dependent due to trapping of photocarriers and movement of the Fermi level under
illumination [362, 363] and spectrally dependent as well [364, 365].

The collection length analysis has been applied previously to devices measured under non-
uniformly absorbed light [347-349].  Depending which contact layer the device is illuminated
through, the resulting µt value is identified with either the hole, electron, or their sum.  It is
generally acknowledged that photocarrier collection in a p-i-n cell is dominated by the "limiting
carrier" [340, 350].  Under uniform illumination, the carrier with the shorter drift length limits
current collection, typically holes.  Under strongly absorbed (blue) illumination through the p-

layer, the limiting carrier model predicts that L
D

C  is due to electron µt, assuming electron µt is

much greater than hole µt. However, interface recombination [341] or back diffusion [345, 350]
will reduce the current collection for strongly absorbed light which can be mistaken for spectral
dependence of the apparent bulk µt.  Thus, the value of µt resulting from measurements under
strongly absorbed light will still be that of the electron, but whether it is due to bulk or interface-
related recombination cannot be simply determined from these measurements.

The same a-Si device #4484 whose J-V data is shown in Figure 3-21 and Figure 3-23 was
measured under a wide range of illumination conditions.  The intensity was varied over two orders
of magnitude with neutral density filters for three spectral distributions: no color filter (standard
AM1.5 spectrum), a blue filter  (λ<550 nm) and red filter (λ>610 nm).  The same forward diode
parameters J0, A, and R (Table 3-16) were used for analyzing all filtered J-V tests since the
forward diode was independent of intensity (Figure 3-21). JSC was proportional to intensity and JL0
for all illumination conditions, and is used here to represent intensity.

Figure 3-24 shows the dependence of L
D

C  on JSC, i.e. intensity. L
D

C  decreases steadily with

intensity under red light but is independent of intensity under blue light.  The power dependence m

of L
D

C  on red light intensity I is I-m with m=0.2.  Under white light, L
D

C  decreases with intensity

similar to the value under red light.  Studies of the intensity dependence of hole transport on
i-layers, using the steady state photocarrier grating (SSPG) or surface photovoltage (SPV)
techniques, have found that hole µt also have m≈0.2 [366-368].  The electron µt, from
photoconductivity, can have a wide range of intensity dependence with m≈0.1-0.4   Thus, the
intensity dependence m=0.2 for red light in Figure 3-24 is consistent with either hole or electron
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collection .  The intensity independence for blue light suggests that L
D

C  for strongly absorbed light

may be determined by something other than bulk recombination, such as interface recombination

[355, 356, 359, 369] and back diffusion [345, 350, 370].  Results for L
D

C , or any photocurrent

measurement, at short wavelengths should be interpreted with great caution because Figure 3-24
indicates that they do not measure a bulk transport property.
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Figure 3-24 L
D

C  vs JSC for a-Si device #4484 for unfiltered, red and blue filtered

light at different intensities.  Solid lines to guide the eye.

Figure 3-25 shows that Vfb depends on both intensity and spectrum.  Figure 3-26 shows that VOC
changes linearly with Vfb as intensity varies but the slope depends on the spectrum.  For a given
value of Vfb, VOC is lowest for blue light.  This suggests that back diffusion and interface
recombination losses, which predominate with blue light, reduce VOC more than bulk
recombination at an equivalent generation rate.  Figure 3-25 and Figure 3-26 are critical to
understanding the physical significance of Vfb, showing that it is not an intrinsic property of the
device but depends on external variables.  This is discussed further in section 3.4.4.3.  Figure 3-

24 and Figure 3-25 show that L
D

C  and Vfb for unfiltered white light, typically used for standard

solar cell testing, behave more like values obtained under red light (uniformly absorbed) than blue
light (strongly absorbed), confirming that the assumption of uniform generation applies to white
light conditions.

Series resistance also has a major impact on intensity dependent measurements, especially FF.
This is discussed in more detail in section 3.4.4.4.
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Figure 3-25 Vfb vs JSC for a-Si device #4484 for unfiltered, red and blue filtered
light at different intensities. Solid lines to guide the eye.
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Figure 3-26 VOC vs Vfb for a-Si device #4484 for unfiltered, red and blue filtered
light at different intensities. Solid lines to guide the eye.
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3. 4. 3. 3 Stability and degradation due to light soaking

It is well known that light exposure increases the defect density in a-Si material and reduces the µt
product of electrons and holes.  Generally a logarithmic decrease in µt with light exposure time t is

reported with µτ µ −t b.  Therefore, it is expected that L
D

C  should decrease with light soaking.

Degradation studies of electron µt from photoconductivity [367, 371] have generally established
that b~0.33 .   Degradation studies of hole µt from SSPG in a-Si [372-374] have all found b~0.1,
a much smaller degradation rate than found for electrons.  We are unaware of any published
degradation studies of hole µt in a-SiGe materials.

The two devices analyzed in Figure 3-18, Figure 3-19 and Figure 3-20 were exposed to 200 hours
light soaking.  The a-Si device #4298 was illuminated with unfiltered ELH lamps while the a-SiGe
device was illuminated with red light (λ>610 nm) from filtered ELH lamps.  Figure 3-27 shows
the measured and calculated J-V curves under red test illumination of the a-SiGe device before and
after light soaking.  Parameters for each device after light soaking are shown in Table 3-14 and
Table 3-15.  These changes with light soaking are typical of what we have found for other devices

in this study.  The two parameters which show the largest change are J0 and L
D

C .  This is expected

since they both represent recombination mechanisms, and light soaking increases the density of

recombination centers. L
D

C  for the a-Si device decreased from 20.7 to 7.0, while that of the a-SiGe

device decreased from 8.1 to 5.6.  In general, we have found that J0 increases by a factor of 5-15

and L
D

C  decreases by a factor of 2-3 for a-Si devices with D=0.4-0.5 µm after several hundred

hours light soaking at 1 sun intensity.  Other parameters show much smaller, less systematic
changes.
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Figure 3-27  Measured (under red light) and calculated J-V for a-SiGe device
#3342 in initial and light soaked states.  Calculated with parameters in Table 3-
1 5 .

Figure 3-28 shows that the degradation of L
D

C  for both devices is nearly logarithmic with light

soaking time. L
D

C  for a-Si device #4298 decreased at a greater rate than for the a-SiGe device.

This is partially due to light soaking the a-Si device at a higher intensity.  The degradation rate
b=0.13 for the a-Si device is very comparable to values found for holes by SSPG on a-Si films.
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Figure 3-28 Change in L
D

C  over 200 hours of light soaking.  #4298 was soaked

under white light while #3342 was soaked under red light.

An a-Si device #4304, having a 0.50 µm thick i-layer deposited at low temperature (175°C)
without any H2 dilution, was light soaked.  These deposition conditions were expected to yield
large degradation with light soaking [375].  The J-V curves were analyzed in the initial state and
after 100 hours of light soaking as shown in Figure 3-29.  Table 3-17 shows the parameters and
device performance in each state.  The FF degraded from 69 to 49%.  This corresponded to a

decrease in L
D

C  from 14.2 to 3.1, obtained by fitting with the degraded values of J0 and Vb from

Table 3-17.  To determine if the effect of light soaking could be described solely by changes in
L
D

C , the J-V curve after light soaking was also fit with the same five parameters (A, J0, R, JL0, and

Vfb) as determined for the annealed state, changing only L
D

C .  Figure 3-29 shows that a good fit to

the light soaked data is possible by changing only  L
D

C , from 14.2 to 2.7.  The J-V performance is

nearly independent of the forward diode parameters for low values of L
D

C .  We conclude that the

effect of light soaking can be represented almost entirely by changes in L
D

C  even though Vfb and J0

also degrade.
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Figure 3-29  . Measured and calculated J-V for a-Si device #4304 in annealed and
light soaked states.  Calculations are shown using annealed parameters in Table

3-17 with L
D

C  =14.0 from the annealed state, and with L
D

C  =2.7 to represent the

light soaked state.

Table 3-17 Parameters obtained from fitting measured JV curves of a-Si device
#4304 under AM1.5 illumination in initial and light soaked state (100 hrs.).  The
last row (soaked*) shows results of calculating device performance with the same

parameters as initial state except for L
D

C .  Data from first and third rows are

plotted in Figure 3-29.

state JL0
mA/cm2

Vb
Volts

LC/D J0 x10-8

mA/cm2
A R

Ω-cm2

initial 13.7 0.87 14.0 7 1.7 1.6
soaked 13.6 0.83 3.1 200 2.3 2.6
soaked* 13.7 0.87 2.7 7 1.7 1.6

state JSC
mA/cm2

VOC
Volts

FF
%

Power
mW/cm2

initial 13.2 0.834 68.7 7.6
soaked 11.5 0.809 49.4 4.6
soaked* 11.3 0.811 50.1 4.6
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3. 4. 3. 4  Correlation of experimental results

Results of analysis of 23 cells, both a-Si and a-SiGe, are shown in Figure 3-30 -Figure 3-32.  All
devices were measured under AM1.5 illumination.  Figure 3-30 shows the dependence of FF on
L
D

C  in the initial and stabilized states.  The solid line traces the degradation of a single a-Si device

#4298 during a 200 hour light soaking.  The  dependence of FF on L
D

C  is similar whether cells

degrade due to increasing Ge or light induced defects.  Note that L
D

C  greater than 30 is required for

FF to exceed 75% at 1 sun intensity.
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0 5 1 0 1 5 2 0 2 5 3 0

a-Si, initial
a-Si, light soak
a-SiGe, initial
a-SiGe, light soak
a-Si, 0-200 hrs

FF
 (

%
)

LC/D 

Figure 3-30  Correlation of FF with L
D

C  from 23 a-Si or a-SiGe solar cells.  Both

initial and light soaked values are shown for some devices.  Solid line is a-Si
device #4298 (Table 3-14) shown for various intervals during 200 hr. light
soaking.

Figure 3-31 shows that VOC is linearly proportional to flat band voltage Vfb, with a best fit of VOC =
Vfb -0.040 V.  Figure 3-32 shows that VOC has a general inverse trend with log J0, but with a large
degree of scatter. J0 can vary by over an order of magnitude without changing VOC.  This is not due
to uncertainty on determining J0; rather, it indicates VOC is not limited by J0.  This is discussed
further in section 3.4.4.4.  Comparing Figure 3-31 and Figure 3-32, VOC is more closely correlated
with Vfb than J0.  The voltage dependent photocurrent JL(V) is a limitation to increasing VOC which
is usually not considered when analyzing VOC losses.
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Figure 3-31  Correlation of VOC with Vfb from 23 a-Si or a-SiGe solar cells.  Both
initial and light soaked values are shown for some devices.
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3. 4. 3. 4. 1. 1 i-layer thickness dependence of L
D

C  and µτ

From Equation 3-8, the µτ product for the carrier limiting the collection can be determined knowing
L
D

C , D and Vfb.  Figure 3-33 and Figure 3-34 show the thickness dependence of L
D

C  and µt for all of

the devices analyzed in this study in the annealed (initial) state.  L
D

C  for the a-Si devices with D>0.2

µm is consistent with a thickness independent drift length of Lc=5.5 µm as shown by the inverse

relation between L
D

C  and D.   The thinnest a-Si device has a much smaller L
D

C  (~16) than expected for

its thickness (~0.08 µm) by extrapolating from the thicker devices yet it was a very high quality device
(FF=72%) developed as a top cell of a high efficiency triple junction stack.  Figure 3-34 shows that µt
for a-Si i-layers becomes thickness independent with a value of 3-4x10-8 cm2/V for D>0.2 µm..  The
similar µt values between devices deposited in five different laboratories with different a-Si i-layer
conditions and device structures is to be expected because these devices were produced under nearly
optimized conditions by each group.  The greater variation in µt for a-SiGe devices may be due to the
greater variation and lack of optimization in deposition conditions.  Note that the thinnest a-Si device
has a very low µt, comparable to the thinnest a-SiGe device which had Egi=1.4 eV.  Thinner devices
have a greater fraction of the total carriers generated closer to the p-i interface compared to thicker
devices.  Carriers generated near the p-i interface may have a different limiting recombination
mechanism from bulk generated carriers as suggested by Figure 3-24 and Figure 3-26.  Interface
recombination [355, 356, 359, 369] or back-diffusion [340, 350, 370] of carriers generated near the
interface may dominate bulk recombination losses in thin cells. This has a major impact on design and
performance in multijunction cells where all layers will be thin for current matching and improved
stability.  More detailed numerical analysis of bulk and interface losses are needed.
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3. 4. 4 Applications of JL(V) model and discussion

3. 4. 4. 1 Effect of L
D

C  on Jsc and VO C

With the collection length model (Equation 3-5), each performance parameter is related to a model
parameter: JSC is proportional to JL0; VOC is proportional to Vfb (Figure 3-31); and FF is controlled by
L
D

C  (Figure 3-30).  However, JSC and VOC also depend on L
D

C  although to a much smaller extent

(Figure 3-17 and Figure 3-29).  From Equation 3-5, JSC will be:

J J V J L
D

e J L
D

SC L L
C

L
D

L
C

C

= =( ) = 



 −




÷

≈ −




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











÷
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÷

−
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2
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0

Equation 3-13

where a second order expansion of the exponential was used assuming L
D

C >>1.   Thus, for L
D

C =10,

JSC is reduced by 5% from JL0.

From Equation 3-1, Equation 3-2 and Equation 3-5; VOC will be:
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Equation 3-14

where v V
V

OC

fb

= .  For typical values, the first two terms are positive while the last two negative.  The

first term is the only term needed in analyzing the ideal device where JL is constant.  Using Equation 3-

14 with; AkT
q

=0.047 V, JL0=15 mA/cm2, J0=10-8 mA/cm2, L
D

C =10, v=0.95; then Voc=0.95 V.  For

the same parameters without voltage dependent collection losses, VOC would be 0.99 V.  Thus, the
voltage dependent collection costs 0.04 V for these typical parameters.

3. 4. 4. 2 Hole vs electron transport

From steady state photoconductivity and diffusion length measurements on thick a-Si films, it is found
that electrons have µt ~10-6-10-5 cm2/V and holes have µt ~(0.5-4) x10-8 cm2/V [348, 368, 376, 377].
It is well known that alloying with Ge reduces the electron and hole µt.  For a-SiGe films with
bandgaps in the same range as devices measured here, 1.4-1.6 eV,  electrons have µt ~10-7-10-6 cm2/V
and holes have µt ~1-5x10-9 cm2/V [352, 377-380].  Values of µt in Figure 3-34 for a-Si and a-SiGe
indicate hole-limited collection since they agree with reported hole values and are at least one order of

magnitude less than typically reported electron values.  Our data on µt from L
D

C  and its dependence on

intensity and light exposure from a-Si p-i-n cells is summarized in Table 3-18, and compared to values

from the literature obtained for holes by SSPG or SPV.  Clearly, our µt properties from L
D

C  in typical

p-i-n devices under standard solar illumination are in good agreement with hole µt properties in thicker

films from other techniques.  Previous measurements of L
D

C  obtained under chopped red light in thick

Schottky barriers have been closely correlated with hole diffusion length obtained by SPV on the same
devices [380].  From Figure 3-34, a µt of 4x10-8 cm2/V gives a diffusion length of 0.15 µm, typical of
values reported by SSPG for a-Si films.

Table 3-18 Comparison of published hole transport properties from SSPG on
thick a-Si films with similar parameters obtained from Lc/D of a-Si p-i-n devices
in this study.

parameter this study SSPG value references for SSPG
µτ (cm2 -V) 1-4 x10-8 0.5-4x10-8 [366-368, 374, 376, 377, 379]
intensity dependence m 0.20 0.20-0.27 [366-368]
degradation rate β 0.13 0.11- 0.14 [372-374]
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Results presented here are in agreement with the limiting carrier model [301, 350] since they indicate

hole limited transport for red or white light through the p-layer.  An alternative model says that L
D

C

should represent the sum of the electron and hole collection lengths [345, 381], thus the sum of the µτ

values.  Since the electron µt is typically 10-100 times greater than the hole µτ in a-Si, this implies L
D

C

values of 100-1000 which greatly exceed reported values of L
D

C .

3. 4. 4. 3 Flat band voltage vs built-in voltage

Figure 3-31 and Figure 3-32 indicate that VOC is strongly correlated with Vfb and somewhat correlated
with J0.  In order to determine the limits to VOC and under what conditions it depends primarily on Vfb
or J0, VOC was calculated using Equation 3-1 with R=0, A=1.8, and JL0=15 mA/ cm2.  Figure 3-35

shows the dependence of VOC on Vfb for three values of J0 and two values of L
D

C . VOC is linearly

proportional to Vfb for Vfb <0.8V, independent of J0, and independent of Vfb for Vfb >1.1V. VOC will
vary as the inverse of log (J0), as predicted by first term of Equation 3-11, only when Vfb is several
tenths of a volt greater than VOC.  Reducing J0 increases the range of Vfb where VOC is proportional to

Vfb.  Figure 3-35 also shows that VOC is nearly independent of L
D

C  for values expected for reasonable

device performance ( L
D

C >8).  Calculated results in Figure 3-35 are very similar to measured data

presented in reference [382] where VOC begins to deviate from Vfb around Vfb ~0.9 V then saturate with
Vfb >1.1 V.  In general, Figure 3-35 indicates the importance of the voltage dependent photocurrent
losses in the analysis of VOC limitations.
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Vfb is often assumed to be equivalent to the built-in voltage, Vbi, defined as qVbi=Egi -En-Ep where Egi
is the i-layer bandgap and En and Ep are the Fermi level positions in the n and p-layers.  For typical
values of Egi=1.8, En=0.2, and Ep=0.4 eV, Vbi would be 1.2V yet the largest Vfb we have measured is
only 1.0 V.  Vbi should be independent of intensity and spectrum, yet Figure 3-25 shows Vfb clearly
depends on both.  It has been estimated [383] that Vfb ≈ Vbi -0.35V≈0.85 V which is very close to the
majority of values we have found for a-Si devices. Vfb, the voltage at which field reversal occurs in the
i-layer causing JL(V) to go to zero, is not a fundamental device property but depends on the i-layer
defect distribution between deep states and band tails, and operating conditions.   Further study is
needed to understand the relation between Vfb obtained from this analysis and built-in potential from
other methods such as temperature dependence of VOC [357] and electroabsorption [384].

3. 4. 4. 4 Effect of series resistance on FF

The maximum power, hence FF,  of a solar cell decreases with increasing R due to (J2 R) power
losses.  Similarly, FF decreases with increasing intensity for the same reason.  However, trapping
and recombination at deep defects and bandtail states will also be intensity dependent [362, 363].
Recently,  the reduction in FF with increasing intensity was attributed to trapping in band tails
leading to field collapse in the i-layer using the AMPS model [385].

Figure 3-36 shows the dependence of FF on intensity.  The experimental data are from the same a-
Si device #4484 whose J-V behavior is presented in Figure 3-21 to Figure 3-24.  The dependence
of FF on intensity was calculated with Equation 3-1 using parameters for #4484 from Table 3-16
with JL0 varying to simulate the change in incident intensity with R=0 and 1.7 Ω- cm2.  Note the
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close agreement between data and the circuit model for the actual value of R=1.7 Ω- cm2.  Even

closer agreement would have been obtained by letting L
D

C  vary with intensity as shown in Figure

3-24.  The other calculated curve in Figure 3-36 is from the AMPS modeling program using
parameters described in reference [385].
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Figure 3-36 Measured and calculated dependence of FF on intensity (JSC).  Data
points from  a-Si device #4484, circuit model (Equation 3-1) with parameters
from Table 3-16.  The AMPS calculation is from reference [385].

Comparing results with R=0 to R=1.7 Ω- cm2 shows that a major component of the decrease in FF
with intensity is due to increased series resistance losses (J2 R).  We conclude that the dependence
of FF on intensity can be adequately explained with a simple series resistance circuit model.

3. 4. 4. 5 Effect of device parameters on efficiency

The efficiency was calculated as a function of L
D

C  assuming 100 mW/cm2 input power with the

following parameters fixed: A=1.8, JL0=15 mA/ cm2, and R=0.  These parameters represent a typical
a-Si single junction device without series resistance.  The values Vfb and J0 were varied to determine
the relative payback in improved performance.  Figure 3-37 shows that for Vfb =1.0 V, there is little
improvement seen by decreasing J0 from 10-8 to 10-9 mA/ cm2, while for Vfb =1.4 V there is a
significant gain for decreasing J0.  Only after VOC is no longer limited by low Vfb will decreases in J0

give major improvements (Figure 3-35).  All curves tend to approach saturation beyond L
D

C =20.  The
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best stabilized value of L
D

C  we have found is 12.5, for a thin device (D≈0.1 µm) intended as a top cell

of a multijunction device.  There is little to be gained by improving on that value of L
D

C  by more than

50%.  However, for low bandgap a-SiGe devices with stabilized L
D

C  values of around 5, there are

major gains to be had by increasing L
D

C  or Vfb.
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Figure 3-37 Efficiency calculated for various values of Vfb (Volts) and

J0 (mA/cm2) as function of L
D

C .  Other parameters were A=1.8, JL0=15 mA/cm2,

and R=0.

3. 4. 5 Analysis Of Multijunction Devices

Much of the modeling and analysis of multijunction devices has been achieved with numerical
models requiring a large number of material and physical parameters.  Although such modeling
provides detailed insight into the microscopic behavior, many of the required material parameters
are experimentally inaccessible and the physics of some regions such as interfaces are imperfectly
known.  Thus, it is difficult to link the model to measurable device performance.  Using the
method of analysis presented in section 3.4.2, triple junction cells are analysed using a parameter
set based on the stabilized high, middle and low bandgap cells from USSC.
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Figure 3-38 shows the measured and calculated JV data under AM1.5 illumination for the a-Si top
cell of a triple junction and Figure 3-39 the measured and calculated JV data under red filtered light
for a low bandgap a-SiGe bottom cell of a triple junction both made by USSC.
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Figure 3-38  Measured (AM1.5) and calculated JV curve for USSC top cell (aSi)
in initial and stabilized state.  Calculated curves using parameters of Table 3-19,
measured and calculated performance in Table 3-20.
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Figure 3-39  Measured (red filtered AM1.5) and calculated J-V curve for USSC
middle cell (a-SiGe) in initial and stabilized state.  Calculated curves using
parameters of Table 3-19, measured and calculated performance in Table 3-20.

Both Figure 3-38 and Figure 3-39 show the initial and stabilized J-V curves.  The good agreement
of Figure 3-38 and Figure 3-39 from reverse bias to beyond Voc indicate the model accurately
represents all portions of the J-V characteristic.  Agreement is typically within 0.4 mA/cm2.
Parameters obtained from analyzing the top, middle, and bottom cell JV curves provided by USSC
are in Table 3-19.

Table 3-19  Parameters obtained from JV fitting and calculated and measured
solar cell performance for initial and stabilized USSC component cells.  Top cell
degraded and measured under unfiltered light; middle, bottom cells degraded and
measured under filtered light (see Ref. [386]).

cell state A J0 (mA/cm2) R (Ω.cm2) JL0 (mA/cm2) LC/D Vb (V)

top initial 1.67 2x10-9 2.5 6.9 15 1.03
stable 1.75 1x10-8 3.6 6.9 11.3 0.92

mid initial 1.54 2x10-8 3.4 7.5 8.2 0.86
stable 1.93 1x10-6 4.6 7.5 4.5 0.83

bot initial 1.66 1x10-6 3.3 9.2 5.3 0.89
stable 1.88 6x10-6 4.1 9.2 4.8 0.73
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The parameters in Table 3-19 will form the basis for subsequent analysis of triple junction cells.
Table 3-20 shows the illuminated J-V performance for each component cell calculated with
parameters of Table 3-19 compared to the J-V performance measured by USSC under appropriate
illumination.  Very close agreement is found, demonstrating the applicability of this analysis to a-Si
and a-SiGe devices under a range of conditions.

Table 3-20  Calculated and measured performance of USSC component cells.
Calculated values obtained with the 6 parameters from Table 3-19.

Calculated Measured

cell state VOC

(V)
Jsc

(mA/cm2)
FF
(%)

Eff.
(%)

Voc
(V)

Jsc
(mA/cm2)

FF
(%)

Eff.
(%)

top initial 0.93 6.67 72.3 4.51 0.94 6.58 72.3 4.44
stable 0.89 6.59 67.0 3.95 0.89 6.50 68.0 3.95

mid initial 0.77 7.05 66.1 3.59 0.77 7.15 65.2 3.59
stable 0.75 6.80 57.0 2.90 0.74 6.86 56.7 2.89

bot initial 0.68 8.35 64.5 3.65 0.68 8.55 63.2 3.65
stable 0.66 8.27 57.5 3.13 0.66 8.30 57.2 3.12

A triple junction  device can be analyzed by solving Equation 3-1 for each junction with the
requirement that the net currents are equal.  Table 3-21 lists the performance of the triple junction
devices consisting of the component cells of Table 3-19 in the initial and stabilized states.  The
efficiency decreases from 11.5 to 9.8% with light soaking (efficiency calculated assuming 100
mW/cm2 input).  Performance of USSC triple junctions [387] from this period are very comparable
to the calculated values, with initial efficiencies of 11% and stabilized efficiencies of 9.5%.
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Table 3-21  Calculated triple junction performance for different cases of input
parameters.

case conditions Voc
(V)

Jsc
(mA/cm2)

FF
(%)

Eff.
(%)

1 initial cell parameters from Table 3-19 2.38 6.8 71.1 11.5
2 stabilized cell parameters  from Table 3-19 2.28 6.7 63.6 9.8
3 same as case 2 except all Lc/D=15 2.34 6.8 71.8 11.4
4 same as case 2 except all Vb increased by 0.1V 2.35 6.7 66.4 10.4
5 same as case 2 except all  J0 decreased by 10X 2.43 6.7 62.0 10.1
6 combine improvements from cases 3, 4, and 5 2.65 6.8 72.5 13.1
7 same as case 6 except increase all JL0 to 8 mA/cm2 2.65 7.7 69.3 14.2

8 same as case 6 with JL0 current imbalance
top / mid / bot = 8 / 8.5 / 9 mA/cm2

2.66 7.9 71.0 14.9

The model can be used to indicate the relative payback for improving a given device parameter.

Figure 3-40 shows the triple junction efficiency as a function of the L
D

C  of the top, middle or

bottom cell.  All other cell parameters were the same as in the stabilized USSC component cells

(see Table 3-19).  Figure 3-40 shows that there is a significant improvement from increasing L
D

C

up to 15 in the middle or bottom cells, but improvement saturates beyond this point.  The most
important conclusion of Figure 3-40 is that there is little benefit to significantly improving i-layer
collection in one cell in the stack, for example, by greatly reducing the defect density or increasing
mobility or lifetime.  Instead, as discussed below, all properties of all devices must be improved.
It is known empirically that improved a-Si multijunction cell performance results from having a
current mismatch between component cells [388, 389].  The cell with highest FF (the top cell) is
designed to have the lowest Jsc (i.e., it becomes the current limiting cell) and cells with the lowest
FF are designed to have higher Jsc.  Current mismatch has the biggest impact on the FF of the
triple junction device.  However, there has been little effort to understand the details or provide a
predictive model of this effect.
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Figure 3-40 Efficiency of triple junction calculated for varying L
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component cell.  Default values of L
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C  were 11.3, 4.5, and 4.8 for top, middle,

and bottom cells.  All other parameters from stabilized component cells of Table
3 -19 .

Figure 3-41 shows the effect of current limiting by varying the photocurrent JL0 of the middle and
bottom cells, independently.  Other parameters are from Table 3-19 for the stabilized component
devices.  The efficiency continues to increase as either cell is increasingly imbalanced.  The
magnitude of the effect is similar to that found by USSC in their present triple junctions.  The
analytical model can thus be used to quantify how much one needs to increase the bottom cell
current to obtain an expected increase.  The trade-off comes from the inevitable decrease in bottom
cell stability if its i-layer is made thicker, and loss in Voc and FF if the i-layer bandgap is
decreased.

Table 3-21 also shows the impact of selected improvements needed to achieve 15% using stabilized

device parameters from Table 3-19 as a starting point.  By improving the i-layer collection L
D

C  to

15 (case 3) in all three cells, so that all three cells have i-layer quality comparable to the best initial
a-Si device (Table 3-19), the triple junction FF only increases to 71.8% and efficiency increases to
12.6%.  Note that VOC increases by 0.06 V as the collection losses decrease because JL(V) remains
larger at large forward bias.  Case 4 shows that increasing the Vb of each cell by 0.1 V over the
stabilized values increases the triple junction Voc by only 0.07 V.  Case 5 shows that reducing J0
by an order of magnitude in each cell increases Voc by 0.15 V, but efficiency increases by only 0.3
percentage points compared to case 2.  Note that the FF actually decreases because Vmp is
unaffected by J0 while Voc increases.  This is proof that maximum power is almost unaffected by
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the dark diode, but rather is determined almost entirely by the bias dependent photocurrent
collection.  Case 6 combines all three major improvements of cases 3, 4, and 5, resulting in an
improvement in Voc of 0.37 V which is greater than the sum of gains in Voc by changing each
parameter individually.  The FF increases only slightly (from 71.8% to 72.5%) compared with the

value found by increasing only L
D

C  to 15 in case 3.  This confirms that L
D

C  has the dominant

effect on FF.  Increasing the flat band voltage or reducing J0 of each device has a greater impact as
L
D

C  increases since the device becomes more ideal.  It is well known that triple junction JSC of 8

mA/cm2 is needed to reach 15% efficiency [389].  Case 7 shows the performance when all
improvements of case 6 are coupled with higher JL0 of 8 mA/cm2 for all three devices.  Although
Jsc increases as expected, FF decreases since the benefits of current mismatching are lost.  Case 8
shows the benefit of current limiting with the best cell (top cell).  The JL0 values are 8, 8.5, and 9
mA/cm2 in the three devices, resulting in no change in Voc, small increase in Jsc, but a significant
improvement in FF.  This shows that current imbalance is an important technique to improve FF

even when all three devices have identical and rather high values of L
D

C .  Case 8 shows that to

achieve 15% efficiency, it is necessary to increase L
D

C  significantly in the middle and bottom cells,

to increase Vb in all three cells by 0.1 V, to reduce J0 by an order of magnitude in all three cells,
increase Jsc to nearly 8 mA/cm2, and incorporate current limiting with the top cell.
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Figure 3-41  Effect of current mismatch on efficiency by varying JL0 of middle
and bottom cells.  All other parameters from stabilized component cells of Table
3 -19 .
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3. 4. 6 Conclusions

A simple parametric model of current voltage behavior has been developed.  Very close agreement
between measured J-V data and the model has been found for over 20 solar cells from several
laboratories.  The model has been applied to a-Si and a-SiGe p-i-n solar cells in initial and light soaked
states, under AM1.5, blue and red light.  The strength of the present analysis is that it allows
characterization of the device under typical operating illumination conditions of dc AM1.5 light, in

terms of two basic parameters, L
D

C  and Vfb.  Basic material properties such as hole µτ can be studied

in an actual solar cell configuration.  To first order, changes in FF can be represented with a single

parameter L
D

C , which we have shown is proportional to the hole drift length for a-Si or a-SiGe

devices. L
D

C  in devices thinner than ~0.2µm may be strongly influenced by non-bulk  recombination

(interface or back diffusion).  The dependence of FF on L
D

C  is the same whether cells degrade due to

increasing Ge or light induced defects.  The voltage dependent current collection reduces VOC by 40-
100 mV, an effect which is typically ignored.  VOC in present devices is limited by Vfb, not J0.  Series

resistance alone can explain the intensity dependence of the FF, even though L
D

C  is intensity

dependent as well.

Since this analysis was begun, top cells with Voc of 1.0 V have been reported and used in triple
junctions.  Also, the Jsc of the triple junctions has increased.  Together, these improvements have
lead to triple junction devices with stabilized efficiencies of 11.8% [390].  Single junction device
parameters reflecting these improvements have been incorporated into the model in the current
contract year, giving results typical of today’s best triple junction devices.  These will then be used
to evaluate directions and device features needed to extrapolate to DOE’s 15% efficiency goal.
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4.  CdTe/CdS RESEARCH

4. 1 SUMMARY

4. 1. 1 CdTe/CdS Device Performance

In this reporting period vapor phase CdCl2 treatments were developed, permitting the effects of
reaction temperature and chloride concentration on materials and devices to be investigated.  Vapor
CdCl2 treatment at 420°C was found to result in uniform modification of the film properties.
Combined with the contacting process developed in the previous reporting period, the uniform and
reproducible treatments have translated into greater consistency in device performance at an
efficiency level of 12% [401] The J-V curve of such a cell is shown in Figure 4-1.  The VOC is
approaching state-of-the-art values, but Jsc and FF are low.  The resistance at VOC in these devices
is in the range of 6 to 10 Ω-cm2.  Reducing this to 1–2 Ω-cm2 by optimizing the CdTe doping and
contact are expected to increase FF to >72% and should enhance the VOC.  Control over S
interdiffusion with vapor treatment and use of alloyed films is described in the sections below and
offers several avenues for improving JSC: 1) use thick CdS (~250 nm) and high S diffusion process
to thin down the CdS, boosting JSC contributions from 300–550 nm and 750–900 nm; 2) use
ultrathin CdS (<50 nm) and low S diffusion process to minimize loss of CdS film; and 3) deposit
CdTe1-xSx films with x near the solubility limit on ultrathin CdS to minimize driving force for
interdiffusion.
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Figure 4-1.  J-V curve of PVD CdTe/CdS device 40926.11-3 processed with
CdCl2 vapor (using a coated plate as the vapor source).
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4. 1. 2 CdCl2 Treatment

All-vapor post deposition processing holds many advantages the over conventional coat-and-rinse
techniques that are employed for CdTe cells [402, 403].  For example, the thermal separation of
CdTe/CdS films from the chloride source allows independent control of both the reaction
temperature and species concentration.  This facilitates temperature-time configurations that: can
reduce the CdS loss via interdiffusion; increase the VOC; reduce the treatment time; and produce a
residue-free CdTe surface.  Figure 4-2 shows the CdTe (511) XRD peak profile in 2.5 µm
CdTe/0.2 µm CdS structures after CdCl2 vapor treatment.  The bimodal profile obtained for the
sample in which the CdCl2 and CdTe/CdS structure were heated together indicates extensive CdTe-
CdS mixing and corresponds to an equivalent CdS thickness of approximately 65 nm.  Delaying
the delivery of CdCl2 vapor by two minutes after reaching reaction temperature results in a
diffusion tail that corresponds to an equivalent CdS thickness of less than 20 nm.
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Figure 4-2  CdTe1-xSx (511) XRD profile for CdTe/CdS structures heated in
unison with (solid) and prior to (dotted) the CdCl2 source.

The vapor chloride processing yields a spatially uniform grain size and a clean CdTe surface free of
residual chlorides, oxides, and chlorates.  This eliminates the necessity for rinsing or handling of
rinsates prior to contact formation.  From a device perspective, these benefits translate into spatially
uniform properties and performance.  Table 4-1 shows the current-voltage parameters for four 0.2
cm2 area cells fabricated on a 1” x 1” sample processed with CdCl2 vapor treatment.
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Table 4-1.  Current-voltage parameters for CdTe/CdS cells demonstrating spatial
uniformity of device performance with vapor chloride processing.

Cell VOC
(mV)

JSC

(mA/cm2)
FF
(%)

Eff
(%)

1 786 21.4 67 11.2
2 795 21.8 64 11.1
3 779 21.0 66 10.8
4 790 21.5 66 11.2

The role of CdCl2 in promoting recrystallization, grain growth and interdiffusion between CdS and CdTe
layers in physical vapor deposited CdS/CdTe thin film solar cells is has been examined[404].  CdTe/CdS
thin film samples prepared with different CdTe film thicknesses and treated in air at 415°C for different
times with and without a surface coating of CdCl2.  The samples were characterized by scanning electron
microscopy, transmission electron microscopy, energy dispersive x-ray spectroscopy, x-ray
diffractometry, and optical absorption.   The results show that CdCl2 treatment enhances the
recrystallization and diffusion processes, leading to a compositional variation within the CdTe layer due to
diffusion of S from the CdS.  The highest S concentrations observed, after 30 minute treatments with
CdCl2 at 415°C, are near the solubility limit for S in CdTe.  The compositional distributions indicated by
x-ray diffraction measurements of samples with different CdTe thickness show that the S-rich CdTe1-xSx
region lies near the CdTe-CdS interface.  A multiple step mixing process must be inferred to account for
the diffraction profiles obtained.

4. 1. 3 CdTe-CdS Alloys and Devices

The CdTe-CdS alloy system has been characterized at typical solar cell processing temperatures in
order to elucidate the role of interdiffusion in CdTe/CdS-based solar cells [405, 406].
Predominately single phase CdTe1-xSx thin films with x∫[S]/([S]+[Te]) ranging from 0 to 0.45,
were grown by vacuum co-evaporation of CdS and CdTe.  Phase segregation was promoted by
heat treatment of the films at 415°C in the presence of CdCl2.  The solubility limits of S in CdTe
and Te in CdS at 415°C were derived by measuring the compositions of the two phases in the films
after the CdCl2 treatment.  The solubility limit of S in CdTe was determined to be 5.8%.  Solar
cells were fabricated with compositionally uniform absorber layers of CdTe1-xSx with x near the
solubility limit before heat treatment.  An efficiency of 10.8% was achieved by a CdTe1-xSx/CdS
device.  The VOC, JSC, FF and spectral response of this device were all very similar to vacuum
evaporated conventional CdTe/CdS cells where the alloy is formed by diffusion of S during cell
processing.

4. 1. 4 HCl Vapor Treatment

Data on the structural and optical properties and cell performance of thermally evaporated
CdTe/CdS films were determined as functions of the HCl concentration and temperature of a post-
deposition heat treatment [407].  The degree of preferred (111) orientation decreased while the
grain size of the CdTe films increased with increasing HCl concentration and temperature.  The
sulfur content of a CdTe1-xSx layer also increased with HCl concentration and temperature to a
maximum value of ~2%.  Cell performance improved over as-deposited values to ~8% efficiency.
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4. 1. 5 Stress Testing of CdTe/CdS Devices

CdTe/CdS solar cells have been known to exhibit various combinations of reversible and
irreversible degradation of conversion efficiency after being subjected to temperature, voltage and
illumination at levels which equal or surpass those expected in field conditions[408].  This paper
describes a series of measurements designed to quantify these phenomena.  The QE and light and
dark J-V characteristics of a set of CdTe devices were measured, then devices were subjected to
various combinations of stresses within the parameter space of 0-70 mW/ cm2 illumination, -0.5 V
to +5 mA/ cm2 electrical bias, and temperatures from 72° to 112°C.  The device characteristics were
measured and changes are interpreted in the context of an equivalent circuit which includes the
effects of both the main junction diode, series resistor and a rectifying back contact.

4. 2 CdCl2 TREATMENT

4. 2. 1 Vapor CdCl2 Treatment

4. 2. 1. 1 Introduction

Several approaches to fabricate high efficiency CdTe/CdS thin film solar cells rely on post
deposition heat treatment of the CdTe/CdS structure by CdCl2 in air to enhance the device
performance [409-412].  The treatment usually consists of coating the CdTe surface with a
saturated solution of CdCl2 in methanol, drying, heat treating the CdCl2/CdTe/CdS structure in air
at ~400°C for 10 to 30 minutes, and rinsing or etching the structure prior to the contacting process.
This approach is susceptible to spatial variability and irreproducibility depending on the uniformity
of the CdCl2 layer produced by the wet application technique [413](pp. 69-74).  Module
fabrication processes would have to contend with the application, recovery and recycling of the
CdCl2 containing solutions.  Further, analytically quantifying the action of the CdCl2 on the
CdTe/CdS structure is limited by the coupling of the CdCl2 concentration and the reaction
temperature.

Previously, we have demonstrated that physical vapor deposited CdTe films could be recrystallized
by CdCl2 vapor at 25 torr with a CdTe and CdCl2 separation of several centimeters [414] (pp. 42-
46).  The reaction uniformly recrystallized the CdTe films and produced devices having 9-10%
efficiency.  The experimental configuration, however, did not allow determination of the CdCl 2
vapor phase concentration at the CdTe surface.  Zhou, et. al. [415] demonstrated >10% efficient
devices using a vapor treatment with either CdCl2 or HCl on CdTe/CdS deposited by a high
temperature process.  More recently we demonstrated that >10% efficient devices could be
achieved by treatment at atmospheric pressure by placing the CdCl2 in close proximity to the CdTe
surface [416].  This configuration does not permit the variation of the parameters over a wide range
because the CdCl2 vapor phase concentration is fixed by the CdTe temperature.  In the present
work a new approach is described which overcomes these limitations and which allows the critical
treatment parameters to be studied in detail.

4. 2. 1. 2 Experimental

Thin films of CdTe and CdS were grown on In2O3:Sn (ITO) coated 7059 glass by thermal
evaporation from CdTe source powder.  Prior to CdTe deposition the 0.2 µm thick CdS films were
heat treated with CdCl2 vapor to reduce optical absorption and to minimize diffusion of Te into
CdS during subsequent processing [417].

The treatments were performed by exposure of the CdTe/CdS films to vapor generated from a
powder CdCl2 source in a quartz reactor fitted with temperature controlled graphite susceptors
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heated externally by FCM lamps in linear housings.  The CdCl2 source powder was evenly
distributed in a graphite susceptor supported on a quartz frame with a milled central cavity.  A mica
mask was used as both a separator and radiative/thermal insulator between the source susceptor
and the thin film sample.  A second graphite susceptor rested on top of the thin film sample to
provide independent heating control.  Using a CdTe/CdS/ITO/glass sample with an embedded
microthermocouple, the time needed to heat the sample to 400°C was measured to be 40 seconds.
The time to heat the CdCl2 susceptor to 400°C was measured to be 20 seconds.  Thus, the heatup
rate of the susceptors, not the characteristic diffusion times (~2 sec), controls the time to reach
equilbrium conditions in the reaction zone.

Evaluation of the effects of CdCl2 vapor phase concentration and reaction temperature was made by
independently controlling the temperatures of the thin film (Tf) and the CdCl2 source (TS): 1) Tf >
TS; 2) Tf = TS; 3) Tf < TS (CSVT mode).  Two types of heating profiles were employed: delayed
heating to allow the CdTe/CdS sample to reach thermal equilibrium before the CdCl2 and unison
heating to simulate the conditions of CdCl2-coated samples.  To prevent CdCl2 condensation on the
CdTe/CdS in cases 1 and 2 due to mismatched heating rates, the CdTe/CdS was heated prior to and
cooled after the CdCl2.  Atmospheric pressure treatments were conducted under flowing gas at a
total flow rate of 0.94 l/m at one atmosphere total pressure.  The system was pumped to < 50
mTorr prior to backfilling, which, for vacuum and argon treatments established a maximum
oxygen partial pressure of <10 mTorr.

Film surface morphology and average grain size (AGS) were assessed by scanning electron
microscopy (SEM).  Energy dispersive spectroscopy (EDS) was used to examine the chemical
composition of the CdTe surface after treatments.  Optical transmission and reflection were
measured in the wavelength region near the CdTe bandedge for evidence of S diffusion into CdTe.
Scanning x-ray diffraction (XRD) patterns of the films were taken with Cu ka radiation using
Bragg-Bretano focusing geometry to determine the normalized (111) orientation parameter, p(111)
[418] and the precision lattice parameter [419].  High resolution x-ray diffraction scans of high
order (hkl) reflections were made to assess alloying between CdTe and CdS.  To maximize
detection sensitivity of the thin layers at the CdS-CdTe interface, the absorptive loss of signal in the
overlying CdTe was overcome by using films thinner than the penetration depth for that x-ray
energy and Bragg angle.  Either ~2.5µm thick CdTe films were employed, or thicker films (4-5
µm) were thinned after processing by a polishing etch with a buffered solution of K2Cr2O7:H2SO4,
such as Dichrol.  Devices were completed by use of the diffused copper contacting process
described elsewhere [420].  Light and dark current-voltage (J-V) traces and quantum efficiency
measurements were used to determine conversion efficiency and spectral response changes within
the devices.

4. 2. 1. 3 Estimation of CdCl2 Vapor Concentration

To understand the behavior of the gases in the reaction zone, the mass and thermal diffusion
characteristics were determined for the reactor geometry in all thermal modes of operation.  The
results of this modelling show that the characteristic times to reach thermal equilibrium in air at 1
atm and mass transfer equilibrium are less than 2 seconds for isothermal reactions with a 2 mm
separation between sample and CdCl2 surface at 400°C, assuming no mass transport out of the
reaction zone.  Table 4-2 lists the CdCl2 equilibrium vapor phase concentration, number of
collisons with CdTe surface per unit area per second, and the saturation pressure [421] for the
temperatures listed in the reaction zone.

Thermometric and gravimetric measurements of the source and substrates in isothermal mode
verify  the assumptions of the model.  In CSVT mode at TS=420°C and Tf=320°C the CdCl2
deposition rate on glass agreed with the model prediction, providing a check on the assumption that
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the CdCl2 powder reaches the susceptor set point temperature.

Table 4-2 CdCl2 vapor phase heat treatment reactor equilibrium conditions for
isothermal reactions.

T
CdCl2 (°C)

[CdCl2] at CdTe
x10-10 (mol/cm3)

Surface Collisions
x1017 (#/cm2/s)

Psat
(mTorr)

380 0.325 1.35 1.3
410 1.33 5.62 5.7
420 2.06 8.79 9.0
430 3.16 1.36 14.0
450 7.15 31.1 32.7

4. 2. 1. 4 Material Results

4. 2. 1. 4. 1 Thermal Effects

Table 4-3 presents the materials data for treatments conducted in bottled air under isothermal, Tf =
TS, and other thermal conditions.  Isothermal treatments with delayed heating at 380°C, 410°C,
420°C and 430°C show increasing grain size with temperature  as has been observed for the
CdCl2:methanol method [421].  The grain structure and morphology obtained after vapor treatment
at 410°C and 430°C for 20 minutes are shown in Figure 4-3.  EDS of the surfaces showed no
evidence of residual Cl.  The extent of S diffusion, even at 430°C, is substantially less than that
obtained by the CdCl2:methanol method at 410-420°C.

Fixing the CdCl2 concentration at 1 mTorr and increasing the reaction temperature from 380°C to
450°C resulted in progressive grain growth at 380°C-420°C but produced a two layer structure
with underlying grains that are of comparable dimension to those found with the isothermal case at
420°C.  Fixing the reaction temperature at 420°C but increasing the CdCl2 concentration produced
similar grain size to that obtained under isothermal conditions at 420°C but, as expected, the
surface was coated with dendritic clusters of CdCl2 which rinsed away in methanol.
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Table 4-3.  Treatment conditions and materials results for 4.5 µm CdTe/0.2µm
CdS films before and after processing by CdCl2 vapor treatment.  All samples
were processed with delayed heating except the last.

Tf
(°C)

TS
(°C)

t
 (m)

PS
(m Torr)

AGS
(µm)

a0
(Å)

±0.001

[S]/
[Te]+[S]
(%)(±0.2)

p(111)

as dep - - - 0.6 6.485 0 3.4

380 380 45 1.3 0.9 6.480 0.1 1.2
410 410 20 5.7 1.5 6.479 0.3 0.6
420 420 20 9.0 2.1 6.477 0.6 1.0
420 420 20 9.0 1.7 6.477 0.6 0.8
430 430 20 14.0 2.3 6.477 0.6 1.2

380 380 45 1.3 0.9 6.480 0.1 1.2
420 380 20 1.3 1.2 6.477 0.6 1.1
420 380 45 1.3 1.2 6.477 0.6 1.1
450 380 20 1.3 2.0 6.478 0.5 0.9

420 380 20 1.3 1.2 6.477 0.6 1.1
420 420 20 9.0 2.1 6.477 0.6 1.0
420 450 20 32.7 1.7 6.476 0.8 2.6

420 420 20 9.0 1.1 6.481 0.0 2.9
420 420 20 9.0 2.0 6.446 5.3 2.9

Figure 4-3  CdTe surface SEM photograph (5000X) after isothermal CdCl2 vapor
heat treatment at 410°C (left) and 430°C (right).

Decoupling the CdCl2 temperature from the reaction temperature shows that reaction temperature
has a strong effect in controlling the grain growth, and the two treatment times used for 420/380°C
demonstrates that the grain growth is not kinetically limited in the time spans examined.  Sulfur
content in CdTe is constant for fixed CdCl2 concentration at reaction temperatures above 380°C but
increased to ~1% by increasing the CdCl2 concentration with T(CdCl2)=450°C.  In general, the
recrystallization reduced the (111) preferred orientation from the as-deposited condition.
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Repeating the isothermal case at 420°C but varying the thermal heat-up history of the CdTe/CdS
film and the CdCl2 source produced distinct differences in the final structure.  Unison heating of
the CdTe/CdS and CdCl2 promoted a flat morphology with uniform grain size.  The x-ray
diffraction results of these films  shows extensive diffusion of S diffusion into the CdTe compared
to all of the delayed heating reactions (Figure 4-4).  The delayed heating method results in a sharp
diffraction peak with a small tail extending towards the position of the solubility limit for S in
CdTe1-xSx [405] and is consistent with the low S incorporation shown in Table 4-3.  The unison
heating produced extended diffusion profiles with alloy layers out to the solubility limit for S in
CdTe1-xSx.
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Figure 4-4  High resolution (511) XRD profiles of CdCl2 vapor treated films
exhibiting very different degrees of  S diffusion.

4. 2. 1. 4. 2 Oxygen Effects

Treatment in Ar/O2 mixtures and at reduced total pressure allowed investigation of the effects of
oxygen on film properties and devices.  Isothermal reactions at 420°C for 20 minutes with delayed
heating were employed to permit evaluation of the influence of oxygen concentration on the S
diffusion.  Table 4-4 shows materials data for 2.5 µm CdTe/0.2 µm CdS films treated with CdCl2
vapor under different O2 concentrations at 420°C for 20 minutes.  All cases were treated in Ar:O2
except the reduced pressure case which was treated under dynamic roughing pump conditions with
residual ambient air.  Progressive grain growth was obtained with increasing O2 concentration at 1
atm. total pressure.  At very high O2 concentration, S diffusion is greatly enhanced.  The (511)
XRD peak profiles for the highest O2 case resembles the highly alloyed case of Figure 4-4.  The
optical transmission curves, normalized for reflection, show a progressive shift in location of the
CdTe bandedge towards lower energy with increasing oxygen that is consistent with formation of
alloy layers with increasing S content (Figure 4-5).  The case treated at reduced pressure exhibited
no measurable interdiffusion and retained a high degree of (111) preferred orientation.  Similar
results were obtained on structures with 4.5 µm thick CdTe, which were processed into devices.
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Table 4-4.  Grain size and x-ray diffraction results for  films before and after
treatment at 420°C for 20 min at different pressure and O2 concentration.

Total P
(torr)

p(O2)
 (torr)

p(Ar)
 (torr)

AGS
 (µm)

a0 (Å)
±0.001

[S]/
[Te]+[S]

(%) (±0.2)

p
(111)

as dep - - 0.4 6.486 0 4.0

0.04 0.01 0 1.1 6.481 0 3.1
760 0.01 760 1.1 6.477 0.7 0.9
760 190 570 1.4 6.475 0.8 2.4
760 380 380 2.1 6.477 0.7 1.9
760 570 220 2.5 6.462 2.9 1.1
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Figure 4-5  Normalized optical transmission curves for CdTe/CdS films of
Table 4-4: a) as deposited, b) 0.01 , c) 190, d) 380, and e) 570 mTorr O2.

4. 2. 1. 5 Device Results

J-V data for samples treated with CdCl2 vapor under various conditions of temperature and
atmosphere are shown in Table 4-5.  For the isothermal reactions, the device performance is
comparable to that obtained by CdCl2:methanol treatment and is optimal at treatment temperatures
of 420°C to 430°C.  We find that the fill factors of devices across each sample are uniform within
±5 rel %.
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Table 4-5  Device results for samples treated with CdCl2 vapor. CdCl2 partial
pressures are based on Table 4-2.

Tf
 (°C)

TS
 (°C)

Atm PS
(mTorr)

P(O2)
(Torr)

VOC
(mV)

JSC

(mA/cm
2
)

FF
 (%)

Eff
 (%)

380 380 Air 1.3 160 740 19.1 57.1 8.1
410 410 Air 5.7 160 763 21.8 58.1 9.7
420 420 Air 9.0 160 815 20.4 67.7 11.3
430 430 Air 14.0 160 786 20.2 71.0 11.3

380 380 Air 1.3 160 740 19.1 57.1 8.1
420 380 Air 1.3 160 722 20.4 62.9 9.3
450 380 Air 1.3 160 734 20.6 62.6 9.5
420 450 Air 32.7 160 793 20.9 51.7 8.6

420 420 Ar/O 9.0 570 791 23.5 61.8 11.5
420 420 Ar/O 9.0 0 .008 737 21.9 56.7 9.1
420 420 Vac 9.0 0.008 809 21.8 66.5 11.7

At reduced CdCl2 concentration (T=380°C) but spanning reaction temperature from 380°C to
450°C there was little difference in VOC, JSC, and FF with reaction temperature in spite of very
different grain size.  However, at a reaction temperature of 420°C, increasing the CdCl2
concentration from 1 mtorr to 33 mtorr improved the VOC to the range obtained in isothermal cases.
Thus, for reactions at one atmosphere total pressure of air, isothermal reactions in the range of
420°C to 430°C yield comparable performance to the CdCl2:methanol method, but with improved
uniformity and reproducibility.  This suggests that the beneficial modifications of the CdCl2:air
ambient mixture are optimal when the CdTe films are at the temperature required to maintain the
CdCl2 at equilibrium in the range from 5 to 10 mtorr.

Oxygen concentration, which was shown to affect interdiffusion and grain growth in the materials,
does not appear to play an efficiency limiting or enhancing role in the range explored.  The O2
concentration influences the consumption of CdS and could be used to control that process, either
by allowing ultrathin layers to survive processing (low O2 concentration), or by deliberately
promoting consumption (high O2) to either produce an ultrathin layer from a thicker starting layer
or to tailor the CdTe bandgap slightly.

The quantum efficiency spectra of vapor treated devices are similar to those treated by
CdCl2:methanol but exhibit reduced interdiffusion, evidenced by the long wavelength cutoff [406].
For devices treated at high O2 concentration, the short wavelength response for 350-550 nm was
higher due to reduction in CdS thickness by the S diffusion.

4. 2. 1. 6 Conclusions

Treatment of CdTe/CdS thin films with CdCl2 vapor can be used for processing of high efficiency
devices.  Reactions in isothermal mode replicate materials and device results obtained with the
commonly used CdCl2:methanol method.  The vapor approach produces uniform modification of
film properties and chemically clean surfaces resulting in uniform device performance.  The
materials and device uniformity are not contingent on uniform deposition of CdCl2 on the CdTe
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surface.  The absence of rinsing and drying steps makes the vapor processing a favorable approach
for large area reactions.  The extent of grain growth and interdiffusion can be controlled to some
extent by the thermal history and oxygen content of the ambient.  Greater than 11% conversion
efficiency was achieved with films treated in wide range of oxygen partial pressures at 420°C to
430°C.

4. 2. 2 Materials Analysis of CdCl2 treated Films

4. 2. 2. 1 Introduction:

Post-deposition processing of polycrystalline CdS/CdTe solar cells with CdCl2 has been
demonstrated to improve cell efficiency by improving the electrical properties of the films for
photovoltaic operation [409].  In many cases the treatment also produces significant structural
changes which are coupled to the electronic properties of the semiconducting layers and which can
impose limits on device performance.  Treatment or exposure to CdCl2 is a component of every
process for fabricating high efficiency CdTe solar cells, regardless of CdTe film formation
temperature.  For example, films which are fabricated from sintered powder slurries are processed
with CdCl2 additives at temperatures of 600-700°C to encourage grain growth and film
densification [422-425].  Other devices, such as those deposited by physical vapor deposition
(PVD) and molecular beam epitaxy, receive a lower temperature treatment to achieve efficiencies in
the 11 to 13% range [426, 427].  They are coated with a CdCl2:CH3OH solution, dried, then heat-
treated at ~400°C.  Cells formed by electrochemical deposition receive an analogous treatment
where they are synthesized in a plating bath containing Cl ions to produce a Cl-doped CdTe layer
and then heat-treated at 400°C for 30 minutes [428].

Many effects of the CdCl2 processing on the CdTe/CdS layers have been observed but their
significance to device operation have not been quantitatively explained.  For example, grain growth
in both the CdS and CdTe layers is greatly enhanced, while porosity is minimized [409, 422-428],
but among the different high efficiency devices represented, a considerable range of grain size,
porosity and film orientation is found.  Previous work has also established that substantial S
diffusion occurs in CdTe films over a wide range of thermal processing temperatures [422-426].
A significant degree of S diffusion has also been noted following 400°C treatments with CdCl2 in
which consistent shifts were observed in the CdTe x-ray diffraction spectra, CdTe optical
absorption edge, and the CdTe spectral response cutoff in CdS/CdTe solar cells [406, 409, 426].
In addition, secondary ion mass spectroscopy (SIMS) has shown that the average S content of the
CdTe film increases as the distance to the CdS/CdTe interface decreases [429].  During high
temperature treatments, T > 500°C, S diffusion into CdTe is believed to have led to homojunction
formation within the S-rich portion of the CdTe1-xSx layer [424, 425].  These observations are all
consistent with the diffusive transport of S into CdTe during CdCl2 processing which reduces the
CdS window layer and forms a CdTe1-xSx layer.  Likewise, Te diffusion into CdS produces
CdS1-yTey, which reduces the high energy portion of the device spectral response, resulting in
lower current densities.  Recrystallization treatments of the CdS layer have been developed which
limit the extent of this process [430, 431].  The extent of the CdS consumption establishes a lower
limit to the thickness of CdS that can be employed to achieve high efficiency.  Control over the
effective CdS thickness obtained after processing is thus critical to achieving high current densities
while retaining the junction properties of the CdTe/CdS, which controls the open circuit voltage of
the device.  Loss of the CdS layer will result in formation of a CdTe1-xSx/TCO junction having
inferior performance [430].

This paper examines recrystallization and S diffusion in CdTe at ~400°C through a detailed
analysis of CdTe/CdS structures before and after the CdCl2 treatment as a function of treatment
time.  The treatment temperature and time range used in this work were selected to be in the range
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used to make high efficiency devices.  Macroscopic and microscopic materials analyses were
performed to assess changes in structure and composition of the CdTe layer.

4. 2. 2. 2 Experimental:

4. 2. 2. 2. 1 Film Deposition and CdCl2 Treatment

The CdS/CdTe cells were prepared in a superstrate configuration, so that light enters the cell
through the transparent conductive oxide (TCO) coated glass superstrate.  First, 0.2-0.5 µm of
CdS were deposited  at 200°C by evaporation onto indium tin oxide (ITO) coated 7059 glass
substrates.  CdTe films of several thicknesses, 0.5, 1, 2, and 4 µm, were then evaporated at a
growth rate of ~8 Å/s and a substrate temperature of 250°C on top of the CdS layers.  These
deposition conditions yielded uniform single phase CdTe films.  For transmission electron
microscopy (TEM), samples with 2 µm CdTe on 0.5 µm CdS were deposited on polished Si
wafers coated with ITO.  To ensure that the CdTe/CdS deposited on this substrate yielded
comparable electrical performance to the standard cells, a semi-transparent Au layer was used as
the contact to CdTe to allow backwall current-voltage measurements to be made.  Comparable
backwall performance was obtained from the two device structures.

The CdTe/CdS/ITO/7059 samples were coated with 0.8 µm of solid CdCl2 by placing 1 drop per
cm2 of 1% (wt) CdCl2:CH3OH solution on the top surface of the CdTe film, then evaporating the
CH3OH in a drying oven at 85°C.  During the subsequent air heat-treatment, the samples were held
at 415°C for either 10 or 30 minutes.  Thermal transients were minimized by rapid introduction and
withdrawal of the samples from the hot zone of the furnace tube.  The heat-treatment step was
followed by a rinse in deionized water to remove most of the residual CdCl2 coating.

4. 2. 2. 2. 2 Microscopy Measurements

The CdTe grain sizes were determined using the method of Heyn [432] from the top surface of the
CdTe film and from polished 90 degree sample cross-sections using scanning electron microscopy
(SEM).  The CdTe grains were clearly distinguishable on the top surface of the samples once they
had been rinsed.  Polished and etched 90 degree cross-sections were prepared by vacuum
impregnating in epoxy, polishing with 0.05 µm alumina grit, then rinsing in hot water.

The CdTe grain boundaries in the polished samples were revealed by first polishing in a 0.0125%
(wt) Br2:CH3OH solution and then reacting in a 0.1M CuCl/deionized water solution (adjusted to
pH=2.25 through addition of HCl) at 65°C for 30 to 60 seconds.  The reaction, CdTe + 2CuCl ->
CdCl2 + Cu2Te, occurs preferentially along grain boundaries.  To reveal the grain boundaries, the
Cu2-xTe was etched in a 0.2M KCN/water solution at 65°C for 30 seconds.  After each step, the
samples were rinsed with room temperature, deionized water and dried.

TEM and energy dispersive x-ray spectroscopy (EDS) was used to examine the cross-sectional
grain structure and composition on a CdTe/CdS/ITO/Si sample before and after heat treatment with
CdCl2 [433].

4. 2. 2. 2. 3 X-ray Diffraction Measurements

The x-ray diffraction (XRD) patterns of the CdTe films were generated using a computer controlled
Philips/Norelco diffractometer with Bragg-Bretano focusing geometry and CuKa radiation.  Wide
angle 2q scans from 20 to 80 degrees taken at 0.05 degree steps were used to identify the phases
present in the samples.  The Rachinger correction [435] was used to remove a2 components for
lattice parameter determination and peak profile examination.  Errors in peak centrum location
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associated with specimen placement and geometry were corrected using the function of Nelson,
Riley, Sinclair, and Taylor (NRST), so that the CdTe film lattice parameters could be precisely
determined [435-437].  The sulfur content, x, of the CdTe1-xSx film was determined quantitatively
from the lattice parameters by assuming a Vegard's relation:

x = 1.508(6.481-a)

Equation 4-1

where a is the lattice parameter of the sample.

The degree of preferred orientation in the films was calculated from the a1 peak intensities of the
broad scans using the method of Harris for polycrystalline fiber texture analysis [418].  For the
{111} reflection, the orientation parameter, p(111), is defined:
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Equation 4-2

where N is the number of peaks in the region considered, I(hkl) is the measured intensity of peak
(hkl), and I0(hkl) is the relative intensity of the corresponding peak from a powder reference.   For
p(111) = N, all the grains of the films are oriented in the <111> direction normal to the substrate,
while p(111) = 1 indicates random grain orientation, and p(111) < 1 indicates preferred orientation
along an axis other than <111>.

Diffraction scans at 0.01 degree steps were acquired at constant counts per step to obtain constant
signal to noise ratio from sample to sample for individual peak profile determination.  The peak
profiles were assumed to represent the entire sample alloy composition range resulting from
diffusion of S into CdTe.  To ensure the validity of this assumption, primary and diffracted beam
attenuation, which increases surface selectivity, was minimized by using samples less than 3 µm
thick.  One film was mechanically separated from the TCO/glass and remeasured from the CdS
side, yielding the same diffraction profile.  To obtain adequate angular resolution, higher order
peaks such as the (422), (511) and the (531) were measured.  The extent of S diffusion into the
grains was shown to be independent of the grain orientation with respect to the substrate surface by
examining all (hkl) peak profiles on a single sample.  Profiles exhibiting high symmetry, and
therefore low diffusion tails, were fit to a Pearson VII function [438] to determine the full width at
half maximum (FWHM) for comparison with the diffractometer instrument function.  In cases of
high asymmetry, Fourier deconvolution of the diffractometer instrument function was performed to
establish the limits of compositional broadening.

4. 2. 2. 2. 4 Optical Absorption Measurements

Optical transmission, T(λ), and reflection, R(λ), of the CdTe/CdS/ITO/glass structures were
measured on a Perkin-Elmer Lambda 9 spectrophotometer and were transformed to an effective
absorption coefficient, αeff(λ) to allow comparison of the absorption edge location after the various
treatments.  For this, the effective absorption coefficient of the structure was determined by:
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where d is the thickness.  Plots of a αeff
2  versus energy were used to determine relative shifts in

the absorption edge due to the alloying of CdTe and CdS over a sufficient film thickness to
influence the overall absorption.  The S content of the absorbing layer was estimated by
comparison of the shift of the absorption edge with that reported for kinetically limited or
metastable CdTe1-xSx thin films [405, 439] in which the CdTe bandgap, Eg, is reduced due to
formation of CdTe1-xSx alloys from x=0 to 1 according to:

Eg x x x( ) = − +1 74 2 1 01 1 51. . .  [436].

Equation 4-4

Equilibration of alloy films at ~400°C leads to a miscibility gap from x=5.8% to x=97% but with
similar Eg versus x dependence over the alloy existence region.

4. 2. 2. 3 Results:

4. 2. 2. 3. 1 Microscopy

As-deposited films have lateral grain size of ~0.1-0.25 µm depending on film thickness.  Films
heat treated at 415°C without CdCl2 for up to 30 minutes have similar structure to as-deposited
films, with little observable change in grain size or morphology.  However, substantial grain
growth occurs for samples coated with CdCl2 (Table 4-6).  Figure 4-6 (a-i) shows SEM top
surface micrographs of 0.5, 1, and 2 µm thick CdTe films for as-deposited (a-c) and CdCl2 treated
at 415°C for 10 minutes (d-f) and 30 minutes (g-i).  For the different CdTe film thicknesses there
is a trend toward larger final grain sizes with thicker CdTe films and with longer heat treatment
times, although for the 2 µm thick films, the average grain size is the same after 10 and 30 minutes
of treatment (Table 4-6).  After 30 minutes of treatment there are no detectable sub-micron grains,
and the grain boundaries meet at 120° angles, as expected for a film in equilibrium [440].

Table 4-6.  Tabulated values of grain size, orientation parameter, lattice
parameter, and (111) peak intensity for CdTe powder and for CdTe films in 2 µm
CdTe/0.5 µm CdS/ITO/glass structures.

Sample Condition Average
Grain Size

(µm)

p(111) I(111)
(counts)

a0
(Å)

(511)
FWHM
(deg)

Powder - NA 1.0 NA 6.481 NA
Film As Deposited 0.2 4.0 8849 6.489 0.248
Film 10', 30’ and 60’ HT

no CdCl2

0.2 2.3 4908 6.480 0.140

Film 10' HT with CdCl2 1.3 0.8 5823 6.481 0.140
Film 30' HT with CdCl2 1.3 0.9 3004 6.460 >0.40
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Figure 4-6 SEM top surface micrographs (x 5000) of 0.5, 1, and 2 µm CdTe/0.5
µm CdS/ITO/glass structure in as-deposited condition (a-c); after heat treatment at
415°C for 10 minutes with CdCl2 (d-f); and after heat treatment at 415°C for 30
minutes with CdCl2 (g-i).

Cross-section SEM micrographs in conjunction with top surface micrographs show that the
increase in grain dimension extends down to the CdTe/CdS interface as shown in Figure 4-7 for
4.5 µm and 2.0 µm thick CdTe samples.  The micrographs in Figure 4-7 demonstrate that the
coalesced CdTe grains after CdCl2 heat-treatment are at least as wide as they are deep.  This is quite
different from the as-deposited microstructures, which are difficult to analyze by SEM analysis,
since the grain sizes are less than 250 nm.

Figure 4-7 SEM cross-section micrographs (x 5000) of 2 µm and 4 µm CdTe
samples after heat treatment at 415°C for 30 minutes with CdCl2.

a d g

b e h

c f i

a b
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Cross-section TEM analysis was carried out on as-deposited 2 µm CdTe/0.5 µm CdS samples and
the same samples CdCl2 treated at 415°C for 30 minutes.  The micrographs of the
CdTe/CdS/ITO/Si cross-sections suggest that the as-deposited CdTe grains are epitaxial with the
underlying CdS grains and are highly faulted and columnar (Figure 4-8).  Spot TEM/EDS analysis
showed no evidence of S or Te interdiffusion in the as-deposited films.  Selected area electron
diffraction of the individual layers showed that the CdTe film is predominantly cubic, while the
CdS film contains a mixture of cubic and hexagonal phases.  High resolution lattice imaging
confirmed that the CdTe grains are epitaxially related to the CdS grains[433].  Recrystallization of
the as-deposited film is thus energetically favored, since it will reduce the strain energy within the
CdTe layer arising from the ~10% lattice mismatch between the CdS (001) and the CdTe (111)
planes.  After heat treatment with CdCl2, TEM imaging (Figure 4-9) shows substantial grain
growth in both layers with little or no epitaxial coordination between the CdS and the CdTe.  The
TEM micrographs show thermal grooving at the surface of the CdTe near the grain boundaries and
independent restructuring of the CdS and CdTe films, resulting from reduction in the interfacial
energy.  Selected area EDS measurements indicated S and Te interdiffusion across the interface
after treatment.

Figure 4-8. TEM cross-section micrograph of 2 µm CdTe/0.5 µm CdS/ITO/Si in
as-deposited condition.
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Figure 4-9 TEM cross-section micrograph of 2 µm CdTe/0.5 µm CdS/ITO/Si after
heat treatment at 415°C for 30 minutes with CdCl2.

4. 2. 2. 3. 2 Wide Angle X-Ray Diffraction Scans

Wide angle x-ray diffraction scans were made on all samples: as deposited, treated without CdCl2,
treated with CdCl2 at 415°C for 10 and 30 minutes.  The XRD scans show that recrystallization of
the CdTe film occurs during heat treatment with or without CdCl2.  Figure 4-10 specifically
compares wide angle scans of an as-deposited sample to two samples cut from the same piece and
treated for 10 minutes at 415°C in air.  One of the samples was coated with CdCl2 prior to the heat
treatment.  The as-deposited film shows a very strong {111} texture with p(111) = 4 .  Heat-
treatment at 415°C for 10, 30, or 60 minutes in the absence of CdCl2 produces a modest degree of
sharpening of the individual peaks, and a reduction of preferred orientation to p(111) = 2.3.  Heat-
treatment of CdCl2-coated samples at 415°C for 10 minutes, however, produces near-random
orientation of the grains, with p(111) < 2.  The samples treated with CdCl2 exhibit additional peaks
in the patterns due to residual CdCl2 phases on the CdTe surface after treatment.
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Figure 4-10 Wide angle XRD scans of 2 µm CdTe/0.5 µm CdS/ITO/glass
structure in as-deposited condition (a), after heat treatment at 415°C for 10
minutes with no CdCl2 (b), after heat treatment at 415°C for 10 minutes with
CdCl2 (c) and after heat treatment at 415°C for 30 minutes with CdCl2.

Heat treatment without CdCl2 shifted all the diffraction peaks slightly towards higher angle, while
treatment with CdCl2 shifted and broadened the diffraction peaks towards higher angle.  Table 4-6
summarizes the changes in grain size, orientation parameter, precision lattice parameter, and
FWHM obtained with and without CdCl2 during heat treatment.  The as-deposited films appear to
be strained, with lattice parameter greater than expected for CdTe.  The increase in ao along the
<hkl> growth axis can be explained by a compressive stress perpendicular to the growth axis, i.e.,
in the growth plane.  The TEM results described above suggest that the heteroepitaxial nature of the
CdTe-CdS films can account for strain in the as-deposited films given the ~10% lattice mismatch
between atoms in the CdS (001) and CdTe (111) planes.  Heat treatment without CdCl2 relieves the
strain, which produces the observed reorientation and shift in ao to that expected for pure CdTe.
Consistent with prior work, [425, 428] the heat treatment with CdCl2 shifts the centrum of the
CdTe peaks toward smaller lattice parameter.  This is explained by the diffusion of sulfur into
CdTe to form a CdTe1-xSx solid solution, since S substitutes onto Te sites in the CdTe lattice and
has a smaller atomic radius than Te which reduces the interatomic bond length in the molecule.

4. 2. 2. 3. 3 Narrow Angle X-ray Diffraction Scans

High resolution scans of all (hkl) diffraction lines show the same profile, indicating that the CdS-
CdTe mixing process is independent of crystallographic direction.  Analysis of the (511) CdTe
diffraction peaks before and after CdCl2 processing were made to illustrate the strain relief and
compositional variations promoted by the CdCl2 processing.  Figure 4-11 shows the (511) peak
profile of a 1 µm thick CdTe film in the as-deposited state and after 10 and 30 minute CdCl2 heat-
treatments at 415°C.  The evolution of the profile indicates either a strain state or compositional
inhomogeneity in the CdTe film.  Our subsequent analysis is based on the latter assumption, given
the supporting evidence of the TEM/EDS and SIMS measurements.
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Figure 4-11 XRD (511) profile of 2 µm CdTe/0.5 µm CdS/ITO/glass structure in
as-deposited condition (a), after heat treatment at 415°C for 10 minutes with
CdCl2 (b), after heat treatment at 415°C for 30 minutes with CdCl2 (c).

In Figure 4-11, the centrum of the as-deposited (511) peak profile again has larger d-spacing than
expected for pure, unstrained CdTe.  The FWHM of the (511) peak is approximately twice that of
the diffractometer instrument function.  After 10, 30 and 60 minutes of treatment without CdCl2
and 10 minutes with CdCl2 the peak shifted to d-spacing expected for pure CdTe and sharpened to
the value obtained for the diffractometer instrument function.  Grain coalesence reduced small-
particle scattering and relieved the strain which sharpened the peak and shifted the lattice parameter.
After 30 minutes of treatment with CdCl2 the peak profile is a doublet having a significant tail
extending towards lower d-spacing and lattice parameter.

Fourier deconvolution of the diffractometer instrument function from this profile indicates two
strong maxima centered at a0 = 6.478 Å and a0 = 6.459 Å, corresponding to compositions of x=
0.5% and x= 3.3%, respectively in CdTe1-xSx.  The high angle tail extends to the solubility limit
found for S in CdTe [405, 406].  Chemical removal of the top micron of film eliminated the high a0
component of the diffraction profile so the low S portion of the film was removed.  Thus, the
S-enriched portion lies in the region of the structure closest to the CdS-CdTe interface.  The
resulting profile is similar to the profiles obtained from thinner CdTe samples treated under exactly
the same conditions as in Figure 4-11.  This implies that the compositional distribution with depth
is obtained that is independent of the total CdTe thickness and suggests a rapid diffusion process
near the CdS-CdTe interface.  Thus, treatment with CdCl2 results in CdS-CdTe mixing that cannot
be accounted for by a simple single step diffusion process.  In curves b and c of Figure 4-12, for
1.0 µm and 0.5 µm thick CdTe films, the primary peak has shifted to the lower lattice parameter,
indicating conversion of most of the film to CdTe1-xSx with x = ~5%.  In a 1 µm CdTe film, this
corresponds to an equivalent CdS film thickness of ~40 nm that is consumed during the
processing.
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Figure 4-12 XRD (511) profile after heat treatment at 415°C for 30 minutes with
CdCl2 of 2 µm CdTe/0.5 µm CdS/ITO/glass structure (a), 1 µm CdTe/0.5 µm
CdS/ITO/glass structure (b), and 0.5 µm CdTe/0.5 µm CdS/ITO/glass structure
( c ) .

4. 2. 2. 3. 4 Optical Absorption Measurements

A plot of the square of the absorption coefficient versus photon energy is shown in Figure 4-13 for
the 2 µm CdTe/0.5 µm CdS samples of Table 4-6.  All samples exhibit similar absorption profiles
and the energy shifts caused by the different treatments are listed in Table 4-7.
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Figure 4-13 Absorption coefficient squared versus energy for 2 µm CdTe/0.5 µm
CdS/ITO/glass structure in as-deposited condition (a), after heat treatment at
415°C for 10 minutes with no CdCl2 (b), heat treatment at 415°C for 10 minutes
with CdCl2 (c), and heat treatment at 415°C for 30 minutes with CdCl2 (d).

Table 4-7.  Tabulated values of relative energy shifts from the as-deposited film
at a2 = 5 x 1010 cm-2 in Figure 4-13 and the corresponding S content.

Sample Condition ∆E (meV) % S
a As Deposited 0 0
b 10', 30’ and 60’ HT

no CdCl2

19 1.95

c 10' HT with CdCl2 20 2.05
d 30' HT with CdCl2 28 2.95

The samples treated for 10, 30 and 60 minutes without CdCl2 and 10 minutes with CdCl2 exhibited
the same reductions in the energy of the absorption edge with formation of a CdTe1-xSx layer
containing ~2 % S.  After treatment for 30 minutes with CdCl2, however, the composition of the
lowest bandgap absorbing layer corresponds to

CdTe1-xSx containing ~3% S.  At first glance, these compositions do not seem to be supported by
the diffraction data, but the diffraction data is least sensitive to thin layers near the interface, while
the optical data is most sensitive to highly absorbing layers of low bandgap, as expected near the
interface.  Thus, in the region of the interface, treatment at 400°C with or without CdCl2 produces
some intermixing of CdTe and CdS.  This mixing is the primary mechanism for relieving elastic
strain in as-deposited samples.  For the sample treated with CdCl2 for 30 minutes, the optical
measurements indicate the presence of a layer with 3% S while the diffraction data consistently
exhibits a maximum at ~3% but tails that extend to 5-6% S, at the solubility limit for S in CdTe
[405, 406].  It is speculated that the higher S content regions do not form a continuous film of
sufficient thickness to control the optical properties in the plane parallel to the interface.  Thus, the
higher S content regions (3-6% S) may exist along grain boundaries or other defects.
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4. 2. 2. 4 Conclusions:

As-deposited evaporated CdTe/CdS thin film structures consist of single phase columnar CdTe
grains that are pseudo-epitaxially oriented on mixed cubic and hexagonal phase CdS films.  The
CdTe film is highly strained due to lattice mismatch and is free of sulfur.

Heat treatment of the structures at 415°C without CdCl2 produces little or no detectable grain
growth but relaxes interfacial strain due to a small amount of interfacial CdTe-CdS mixing.  The
treatment also induces some randomization of the CdTe film orientation with respect to the <111>
axis.

Heat treatment with CdCl2, needed to produce high efficiency devices from the evaporated
materials, induces dramatic grain growth of both the CdTe and CdS layers, reduces surface and
interfacial energy, promotes significant CdS-CdTe interdiffusion, and randomizes the CdTe film
orientation.  The recrystallization occurs in a time frame of ~10 minutes at 415°C, while
interdiffusion is progressive up to 30 minutes and may involve more than one transport process to
account for the doublet diffraction peak profiles observed.  Further work is necessary to identify
the mixing processes and their dependence on CdCl2 concentration, reaction temperature and
treatment time.  The region near the original CdS-CdTe interface consists of a CdTe1-xSx alloy with
xª 5%, which is the equilibrium solubility limit for S in CdTe.  The extensive alloying forms a non-
uniform CdTe1-xSx layer and consumes a significant quantity of CdS from the device.  This
establishes a lower limit to the CdS film thickness that can be employed while still retaining a
discreet CdS coating on the TCO.

4. 3 CdTe-CdS ALLOYS AND DEVICES

4. 3. 1 INTRODUCTION

Interdiffusion between the window and absorber layer materials occurring during the processing of
CdS/CdTe-based solar cells has been widely reported [409, 441-444].  The diffusion of Te into
CdS results in the alloy, CdS1-yTey, which features a wurtzite structure and a lower band gap than
CdS.  Thus, the diffusion of Te into the window layer has been observed to decrease the JSC of the
device [430, 442].  Similarly, the diffusion of S into CdTe results in the zincblende structured
alloy, CdTe1-xSx, which features a lower band gap than CdTe.  The effect of the formation of this
alloy on device performance is difficult to estimate.  A correlation between higher VOC and
enhanced interdiffusion has been claimed by at least one group [444].  The lower band gap could,
conceivably, result in a lower VOC and higher JSC, but the better lattice match and corresponding
reduction of interface states could also raise VOC by lowering J0.  The possible effects of a
difference in the native defect density between CdTe and the CdTe1-xSx is also open for
speculation.

As a further complication, sulfur diffuses into the CdTe during processing more quickly along
grain boundaries than into the bulk of the grains [413].  This process results in a spatially non-
uniform composition in the absorber layer conceivably resulting in two or three dimensional
effects, and in a non-uniform consumption of the CdS window layer possibly resulting in
pinholes.

The significance of the interdiffusion process will clearly depend on the composition of the alloys
formed .  If the diffusion process were allowed to continue long enough, the window layer would
eventually contain the solubility limit of Te in CdS, and, provided that the CdS layer was
sufficiently thick,  the absorber layer would contain the solubility limited amount of S in CdTe.
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These solubility limits have previously been measured only at temperatures no lower than 650°C
[445].

In the work presented here, the solubility limits of S in CdTe and Te in CdS at typical temperatures
used for device processing are derived by growing alloyed thin films with compositions within the
miscibility gap and heat treating them in the presence of CdCl2.  Conventional CdTe/CdS devices
are then compared to devices where the alloy composition of the absorber layer is uniformly at the
solubility limit of S in CdTe, and to CdTe/ITO devices which contain no sulfur in the absorber
layer.

4. 3. 2 EXPERIMENT

4. 3. 2. 1 Alloyed Film Fabrication and Characterization

Thin films of CdTe1-xSx were grown on glass, In2O3:Sn (ITO)/glass, and CdS/ITO/glass substrates
by co-evaporation of CdS and CdTe at substrate temperatures of 200 and 250°C.  Energy
dispersive spectroscopy (EDS) was used to measure the overall atomic composition of the films.
X-ray diffraction (XRD) analysis was used to determine the structures of the phases within the
films.  The atomic compositions of each phase within the films were estimated by using a Nelson-
Riley-Sinclair-Taylor plot to extract a lattice parameter from the XRD peak positions, and then
applying Vegard's law.

The optical transmission and reflection of the films were measured and used to estimate the
absorption constant, a.  The linear portion of (ahn)2 verses hn was extrapolated to obtain an optical
band gap.

4. 3. 2. 2 Film Treatment

The alloyed films were subjected to one of two CdCl2 heat treatment methods.  In the traditional
surface method, CdCl2 was deposited directly on the film [409].  In the vapor method, CdCl2 was
kept at distance ≈0.1 mm away from the film surface 416].  In both cases, the CdCl2 and film were
heated in air at 415 to 420°C.

4. 3. 2. 3 Device Processing

Conventional CdTe/CdS solar cells were made by vacuum evaporation of ~200 nm CdS and then
~5 µm of CdTe onto ITO/glass substrates.  These structures were given a CdCl2 vapor treatment in
dry air at 420°C for 20 minutes.  Back contacts were made to the devices by the deposition of 100
Å of copper, diffusion of copper into the film by heating at 180°C for 30 minutes in an argon
atmosphere, etching away the copper remaining on the surface with a solution of bromine in
methanol and then applying graphite paste [446].  Indium solder applied to the ITO served as the
front contact.

CdTe1-xSx /CdS/ITO, CdTe1-xSx/ITO, and CdTe/ITO solar cells were produced in a manor very
similar to the conventional CdTe/CdS cells.  The CdTe1-xSx layers were deposited with a sulfur
content of x=5 to 6%.  The processing conditions used for each of the four device structures
compared in this work are given in Table 4-8.  The 200°C copper diffusion temperature was found
to be critical to obtaining satisfactory CdTe1-xSx/CdS devices.    The CdTe1-xSx/CdS devices treated
at 180°C typically suffered from low JSC, voltage dependent collection, and blocking contact
behavior.  For the CdTe/ITO device, a 500 Å thin insulating layer of ITO was deposited on the
20Ω/square ITO substrate prior to CdTe deposition.  The use of this layer improved the JSC and
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consistency of these devices.  The use of an insulating ITO layer with CdTe1-xSx/CdS devices has
not yet been explored.

Table 4-8  Device Processing Conditions (CdS thickness, substrate temperature
during absorber layer deposition, as-deposited sulfur content, and copper
diffusion temperature) and Performance Characteristics.

Device CdS substr. x Cu diff. VOC JSC FF h Label in
Structure thick. temp. temp. Figs. 4,

(Å) (°C) (%) (°C) (mV) (mA/ cm2) (%) (%) 5 & 6
CdTe/CdS/ITO 2600 275 0 180 769 20.4 67.6 10.6 (1)
CdTe/i-ITO/ITO 0 275 0 180 482 24.5 55.7 6.6 (2)

CdTe1-
xSx/CdS/ITO

1800 250 5 200 787 21.1 64.8 10.8 (3)

CdTe1-xSx/ITO 0 250 5.5 200 336 22.7 36.2 2.8 (4)

4. 3. 3 RESULTS AND DISCUSSION

4. 3. 3. 1 Properties of As Deposited Films

As-deposited CdTe1-xSx films grown on ITO/glass and glass substrates were produced with overall
atomic compositions ranging from x= 0 to 0.45.  XRD analysis revealed that films with x < 0.3
were predominately single phase having a zincblende structure.  Films with 0.35 < x < 0.45
contained the wurtzite modification.  The composition of the dominant phase in each as-deposited
film closely matches the overall composition of the film (see Figure 4-14), even when the overall
composition is well within the miscibility gap shown on published pseudo-binary phase diagrams
for the CdTe-CdS system.  The miscibility gap on these phase diagrams extends from x=0.16 to
0.86 at 650°C [416] and should be even wider at lower temperatures due to the smaller influence of
the entropy on the free energy of the system.  Therefore, these films demonstrate that single phase
material of either structure may be created with compositions within the miscibility gap.    The
variation of optical band gap with composition was found to agree well with the data of [439].
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Figure 4-14  For each as-deposited film grown on ITO/glass substrates, the
composition of the dominant phase, as determined by XRD analysis, is plotted
against the average composition of the film, as measured by EDS.  The solid line
indicates where the two compositions are equal.

4. 3. 3. 2 Response to CdCl2 Treatment

XRD analysis revealed that heat treatment in the presence of CdCl2 at 415°C caused the films with
x>6% to segregate into two phases.  The phase segregation process for one film is shown in
Figure 4-15.  It is felt that the phase distributions of the as-deposited films were either metastable
or kinetically controlled, and that heat treatment drove the films towards equilibrium.  The rate of
phase segregation was  affected by the sulfur content of the films and the CdCl2 treatment method,
but the end-point composition was not.  If the CdCl2 is assumed to only promote the phase
segregation process, then the compositions of the two phases after heat treatment may be taken as
measurements of the solubility limits of S in CdTe and Te in CdS, respectively.  The 415°C
solubility limit of S in CdTe is, thus, x'=0.058±0.003, and the solubility limit of Te in CdS is
y'=[Te]/([S]+[Te])=0.03±0.01.
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Figure 4-15  Composition of the zincblende structured (diamonds) and wurtzite
structured (squares) phases in a film with an average composition of 40.3% as a
function of CdCl2 treatment time.

The grain structure of the CdTe1-xSx films after CdCl2 treatment was found to be quite different
than the structure of CdTe films, even when x was less than the solubility limit.  A surface layer is
suggested by the cross-sectional view shown in Figure 4-16.  A preliminary EDS analysis
indicates that the surface layer may be richer in sulfur than the bulk.  Clearly, the grain
restructuring that occurs during CdCl2 treatment is significantly influenced by the presence of
sulfur in the film.

(a)                         (b)

Figure 4-16  Cross-sectional Scanning Electron Micrograph of (a) an alloyed film
with a sulfur content [S]/([S]+[Te])=0.05, and (b) a CdTe film.  The ~ 5 µm
thick films received identical CdCl2 heat treatments.

4. 3. 3. 3 Device Results

As shown in Table 4-8, a CdTe1-xSx/CdS device with efficiency near 11% was obtained.  The
current-voltage characteristics of this device are comparable to those of the conventional CdTe/CdS
device (see Figure 4-17).  In comparison, the CdTe/ITO device features a high JSC due to the
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absence of absorption from CdS (see Figure 4-18), but suffers from low VOC.  The best of the
CdTe1-xSx/ITO devices made so far, suffer from even lower VOC and voltage depend collection.  It
is not yet known whether these problems can be improved by adjusting the processing conditions.
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Figure 4-17  Current-voltage characterstics under standard AM1.5 global
illumination conditions of the four devices listed in Table 4-8.
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Figure 4-18  The spectral response under light bias of three of the devices listed
in Table 4-8:  (1) a conventional CdTe/CdS solar cell,  (2) a CdTe/ITO solar cell,
and (3) a CdTe1-xSx/CdS solar cell.

The similarity of the CdTe1-xSx/CdS device and the conventional CdTe/CdS device is further
emphasized by the region of the spectral response near 850 nm where collection drops due to the
band edge of the absorber material.  That the drop in collection at the band edge of the conventional
CdTe/CdS device closely matches the CdTe1-xSx/CdS device rather than the CdTe/ITO device
indicates that sulfur content of the conventional device must be near the solubility limit in the region
close to the junction where the majority of photons are absorbed.  The band edge of the CdTe/ITO
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device stands apart from the others because, of the devices studied, it is the only device with a non-
alloyed absorber layer after processing.

The physical difference between the CdTe1-xSx/CdS and CdTe/CdS device structures is primarilly
the uniformity of the alloy composition in the absorber.  The absorber of the CdTe1-xSx/CdS device
was deposited with a sulfur content of x=5%.  Since this is close to the solubility limit of S in
CdTe, little to no increase in the sulfur content due to diffusion of S from the CdS layer was
expected to occur during the cell processing.  We believe, therefore, that the composition of the
absorber layer of these cells is uniformly 5 to 6%.  This is in contrast to the sulfur content in the
absorber of conventional CdTe/CdS devices which has been found, after processing, to approach
6% near the CdS interface, and be less than 1% throughout the bulk of the material [405].

The difference between the uniformity of the absorber layers is evident only in the long wavelength
tail of the spectral response where light penetrates more deeply into photon energy, it is seen that
the band edge of the CdTe1-xSx/CdS device is uniformly ~25 mV lower than that of the CdTe/ITO
device (see Figure 4-19) which is consistent with the lower band gap of the alloy.  While the
spectral response of the conventional device matches that of the CdTe1-xSx/CdS device in the high
absorption region, at lower energies, where light is absorbed more uniformly though the absorber,
the response tends towards that of the CdTe/ITO device.  These results indicate that the bulk of
absorber contains much less sulfur than the interface region.
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Figure 4-19  Long wavelength edge of the dark spectral response plotted against
photon energy of (1) a conventional CdTe/CdS solar cell, (2) a CdTe/ITO solar
cell, and (3) a CdTe1-xSx/CdS solar cell.

4. 3. 4 CONCLUSIONS

Predominately single phase thin films of CdTe1-xSx have been deposited by vacuum co-evaporation
with compositions within the miscibility gap of the CdTe-CdS alloy system.  These films phase
segregated upon CdCl2 heat treatment allowing a determination of the solubility limits of S in CdTe
and Te in CdS. CdTe1-xSx films with a uniform composition near the solubility limit of S in CdTe
were grown on CdS/ITO substrates and processed into devices.  The J-V characteristics and
spectral response of these devices are very similar to conventional CdTe/CdS devices processed in
a similar manner.  In other words, the alloy formation due to the diffusion of S that takes place
during processing of conventional CdTe/CdS devices results in device behavior very similar to that
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of devices with alloy composition at the solubility limit of S in CdTe uniformly throughout the
absorber.  These results suggest that two or three dimensional effects due to the spatial non-
uniformity of alloy composition do not play a significant role in conventional devices with
efficiencies up to 11%.

4. 4 HCl VAPOR TREATMENT

4. 4. 1 Introduction

Fabrication of high efficiency CdTe/CdS thin film solar cells using CdTe deposited by non-
screenprint or spray methods relies on a post-deposition treatment of the CdTe/CdS structure with
CdCl2 to improve the junction properties [410, 411, 447].  The most widely used treatment
technique involves coating the CdTe surface with a CdCl2:methanol solution, evaporating the
methanol, heating at temperatures near 400°C, and rinsing the surface.  However, this treatment is
not amenable to high-throughput large scale processing due to problems associated with uniform
application of the CdCl2 coating, removal of post-treatment residues, and safe management of large
quantities of the Cd salt.  Alternative techniques such as evaporating CdCl2 onto the CdTe [448],
or reacting the CdTe/CdS in either CdCl2 vapor [402, 414, 415] or Cl2 vapor [415] have been
shown to be suitable substitutes and are more amenable to large scale processing.  Of these, the Cl2
offers advantages with respect to vapor generation and Cd toxicity.  Dilute mixtures of HCl offer
another possibility.  In this paper we report on the effects of treatment of physical vapor deposited
CdTe/CdS structures in HCl vapor as a function of HCl concentration and treatment temperature.
The effects on both materials properties and device performance are considered.

4. 4. 2 Experimental Considerations

There are several practical concerns that must be considered when performing the heat treatment
(HT) in HCl.  These issues not only played a role in developing the procedures reported herein,
but may also be important in evaluating the commercial potential of this process step.

4. 4. 2. 1 Source Gas

Initially the experiments were conducted using HCl gas generated by bubbling Ar through
concentrated (25 Mol%) hydrochloric acid and the HCl concentration in the anneal ambient was
determined from the integrated gas flow and the amount of HCl measured by titration in an exhaust
bubbler.  Bubbling Ar through hydrochloric acid led to experimental difficulties related to
excessive H2O vapor and poor control of HCl concentration.  The origin of these difficulties is
attributed to the fact that the HCl-H2O system has an azeotrope such that liquid condenses (as on
tubing or reactor walls or even the inside of the acid beaker) at a concentration of about 11 Mol%.
The vapor in equilibrium with this condensed liquid is approximately 97 Mol% H2O [449, 450].
In practice, the system displayed considerable hysteresis with respect to the measured HCl
concentration.  Once HCl had been introduced into the system its was difficult to remove it, and
conversely, in freshly cleaned apparatus the HCl concentration was less than expected.

Another concern is the effect of humidity on the HT.  From the literature we know that dry HCl is
not very reactive and that reactions with dry HCl often take place only in the presence of catalysts
whereas hydrogen chloride in water (hydrochloric acid) is an aggressive reagent [449, 450].  For
both of these reasons it was decided to change the source gas from Ar bubbled through
concentrated hydrochloric acid to dry HCl mixed with Ar.  As condensation is to be avoided, at no
time should the humidity of the source gas reach a level at which condensation occurs.
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4. 4. 2. 2 Oxygen

The effect of O2 in the ambient HT gas could not be investigated because at T ~400 °C,  heating in
mixed HCl and O2 produces coatings of solid CdCl2 and Te layers on top of the CdTe surface.
Earlier work has shown that Cl2 reacts with CdTe to form CdCl2 and Te [413].   In practice this
reaction appears to dominate any other effect, such as oxygen doping, that might occur during the
HT.

4. 4. 3 Experimental Techniques

4. 4. 3. 1 Sample Preparation

The samples have the superstrate structure of 7059 glass/ITO/CdS/CdTe.  ITO was deposited by
sputtering to a thickness of ~2000 Å and sheet resistance of ~20 Ω/sq.  Both CdS and CdTe were
deposited by thermal evaporation with substrate temperatures of 200°C and 275°C and film
thicknesses of 2200 Å and 5 µm, respectively.

4.4.3.2 Experimental Apparatus

The HCl post-deposition treatment was conducted in an evacuatable tube furnace system.  Before
each run the furnace was evacuated with a mechanical pump to ~0.1 torr and backfilled with high
purity Ar.  Two thermocouples were installed in the system, one was used for furnace temperature
control and the other for measuring sample temperature.  Commercial 5% HCl in Ar from
Matheson was used as the HCl source.  The concentration of HCl in the reaction chamber was
reduced by adding additional Ar.

4. 4. 3. 3 Experimental Parameters

Samples were divided into two groups.   One group was used to study the effect of HCl
concentrations of 0, 0.5%, 1.6%, 3.0% and 5% during a HT at a temperature of 400°C for 30
minutes.  The second group was used to study the effect of temperatures of 380, 400, 420 and
440°C with a fixed 5% HCl concentration for 30 minutes.

After the film properties had been measured, back contacts were applied using the "diffused Cu"
method [446] and applying carbon paste electrodes.  The irregular shape of these electrodes led to
~10% uncertainty in the determination of device area and therefore of the current density.

4. 4. 4 Characterization

4. 4. 4. 1 Film Morphology and Grain Size

The effects of treatment on the surface morphology and chemical composition were measured by
scanning electron microscopy (SEM) and energy dispersive spectroscopy (EDS). The average
grain size (AGS) was calculated by dividing the length of a line drawn across the SEM micrograph
by the number of intersections with grain boundaries and then dividing by the magnification.

4.4.4.2 Preferred Crystal Orientation

The degree of preferred (111) orientation, p(111), was quantified from x-ray diffraction scans
using the method of Harris for polycrystalline fiber texture analysis [418].  For the (111) peak this
quantity is:
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Equation 4-5

where N is the number of peaks in the region considered, I(hkl) is the measured intensity of peak
hkl, and Io(hkl) is the relative intensity of the corresponding peak from a powder sample.  In this
case p(111) = 9 means that the film is completely (111) oriented while p(111) = 1 implies perfectly
random distribution.

4.4.4.3 Optical Measurements

Transmission and reflection were measured to determine the absorption edge location, which
allows shifts in the bandgap, ∆Eg, to be observed.  The bandedge is expected to shift due to the
formation of the CdTe1-xSx as a result of interdiffusion near the CdTe/CdS interface.  The shift was
measured with respect to the absorption of as-deposited CdTe which has been confirmed by XRD
measurements of lattice constant to have x ≈ 0.  The value of x was estimated assuming linear
variation of Eg over the range 0 to 6% [451].  The shift in bandgap was determined from a plot of
the absorption coefficient squared versus energy.

4 .4 .5  Results And Discussion

Results of the above measurements for films heated at 400 °C in various HCl:Ar concentrations are
listed in Table 4-9; results for films heated at various temperatures at 5 vol% HCl:Ar are listed in
Table 4-10.

Table 4-9  Film parameters vs HCl:Ar concentration (vol%) during a 30 min. HT
at 400°C.

[HCl]
(vol%)

AGS ±0.1
(µm)

p(111) d(111)±0.01
(Å)

∆Eg
(meV)

[S], x
(%)

as-dep 0.7 4 - 7 3.76   0 0
0 0.7 2.8 3.76 ~5 ~0.5

0.5 0.9 1.3 3.75 ~10 ~1.0
1.6 1.0 1.7 3.74 ~15 ~1.5
3.0 1.2 2.7 3.73 ~15 ~1.5
5.0 1.1 1.2 3.74 ~15 ~1.5
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Table 4-10.  Film parameters vs temperature  during a 30 min. HT in 5 vol%
HCl:Ar

Temp
(°C)

AGS
± 0.1
(µm)

p(111) d(111)
±0.01
(Å)

∆Eg
(meV)

[S], x
(%)

380 1.0 1.9 3.76 ~10 ~1.0
400 1.0 3.2 3.77 ~15 ~1.5
420 1.2 1.8 3.75 ~15 ~1.5
440 1.4 0.8 3.75 ~20 ~2.0

4.4.5.1 Film Properties

SEM and EDS analysis pictures show that the surfaces of samples treated in HCl+Ar are clean and
without residue.

Thermally evaporated as-deposited CdTe films have an average grain size of ~0.7 µm for 5 µm
thick films.  Figure 4-20 and Figure 4-21 show the surface structure for films heated in various
HCl:Ar concentrations and temperatures.  The measured average grain sizes are listed in Table 4-9.
HCl in the anneal ambient clearly promotes grain growth; heating without HCl produced no change
in average grain size.  This confirms that HCl (as CdCl2 does) may work as a flux which breaks
down atomic diffusion barriers at grain boundaries and thereby promotes grain growth.  The
average grain size increases with increasing temperature over the range of 380 to 440°C, but only
in the presence of HCl.

Figure 4-20.  SEM photos of the surface of CdTe films heated at 400°C for 30
minutes at the HCl:Ar concentrations indicated.  The scale bar is one micron.

Figure 4-21  SEM photos of the surface of CdTe films heated in 5% HCl for 30
min. at the indicated temperatures.  The scale bar is one micron.
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It was found that for thermally evaporated as-deposited CdTe films, p(111) is usually in the range
of 4 - 7.  After post-deposition heat treatment in HCl+Ar for 30 minutes p(111) usually decreases
to the range of 1-3.  In addition, the data listed in Table 4-9 suggest that for these samples there is
also a decrease in the lattice constant.

Plots of the square of the absorption coefficient versus energy are shown in 4-22 and Figure 4-23
for the CdTe/CdS structures treated at 400°C for 30 minutes at varying HCl:Ar concentration and at
various temperatures in 5% HCl:Ar..  With increasing HCl concentration the optical absorption
curves indicate a decrease in bandgap.  The bandgap shift with HCl concentration suggests that the
effect of the HCl reaches the CdTe/CdS interface, perhaps through grain boundaries, and enhances
interdiffusion.
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Figure 4-22  Plot of absorption coefficient squared versus energy for CdTe/CdS
films treated at 400°C for 30 minutes at the HCl:Ar concentrations shown.
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Figure 4-23  Plot of absorption coefficient squared versus energy for CdTe/CdS
films treated in 5% HCl:Ar for 30 minutes at the temperatures indicated.

4. 4. 5. 2 Cell Results

The effect of HCl concentration on the dark and light J-V behavior of devices is shown in Figure
4-24, for increasing HCl concentration from 0 to 5%.  From the light data we note that carrier
collection, as determined from the magnitude and slope of the curve near JSC, improves with HCl
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concentration.  It is not clear whether increasing concentration above the range included in this
study would produce results similar to those obtained using CdCl2 treatments. Figure 4-24 also
shows that the light-dark crossover is less severe at the higher HCl concentrations suggesting that
conductivity increases with HCl concentration.  The mechanism for this is not apparent.  In
addition, it was noted that hysteresis between forward and reverse voltage sweeps was reduced at
higher concentrations as well.

The effects of process temperature variations are summarized qualitatively in Figure 4-25.
Changing the temperature of the heat treatment  in 5% HCl over the range 380 to 440 °C had
minimal effect on light or dark J-V behavior.  The scatter in data is such that no trends are evident
in either the light or dark J-V data.  In addition, all of the HCl heat treated devices are characterized
by strong light-dark crossover in the first quadrant and poor collection efficiency.
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Figure 4-24.  Dark and light J-V data for devices made from films heat treated for
30 min. at 400C in various HCl:Ar concentrations.
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Figure 4-25  Dark and light J-V data for devices made from films heat treated for
30 min. in 5 % HCl at various temperatures.

4. 4. 6 Conclusions

Treatment of CdTe/CdS thin film structures in dilute mixtures of HCl vapor at 380°C to 440°C
promotes similar microstructural changes in the structure to treatment with CdCl2.   While not yet
optimized for high conversion efficiency,  this shows promise as an alternative to treatments with
CdCl2.  The structural properties are sensitive to both HCl concentration and treatment temperature.
However,  the device performance, particularly the short circuit current and fill factor, are highly
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sensitive to HCl concentration but only slightly sensitive to treatment temperature.  Achieving
higher efficiency than demonstrated here will require exploration of a wider parameter space,
including higher HCl concentration and multiple step treatments, such as HCl treatment followed
by air treatment.  Some of the difficulties associated with the use of hydrochloric acid as the vapor
source and with using HCl:O2 mixtures have been identified.

4. 5 STRESS TESTING OF CdTe/CdS DEVICES

4. 5. 1 Introduction

The most delicate feature of the CdTe/CdS device is believed to be the low loss back contact.  Low
resistance contacting methods typically involve use of Te-rich interfaces or p-type semiconductors
such as HgTe or ZnTe, or thin layers including small amounts of Cu [452-454].  Some devices
subjected to stress testing or life testing display high series resistance and/or evidence of a reverse
diode - both characteristics which could be attributed to the back contact.  It has been reported
[455] that reverse voltage bias at elevated temperature causes rapid degradation of device
parameters and that this effect can be, at least, partially reversed by the application of a forward
bias.  Similar effects have been observed with devices produced in our lab.  Analysis of the IEC
light J-V curves indicated that there were at least two mechanisms responsible.  Reversible effects
included increases in series resistance and decreases in J0 of the reverse diode upon application of
reverse bias (with opposite changes  upon forward bias); permanent effects included an additional
increase in series resistance and a reduction in collected photocurrent [456, 457].  At this point it is
not clear whether all CdTe devices display these effects or have the same sensitivity to these
stresses.

4. 5. 2 Experimental Procedure

Devices evaluated in this study had the standard superstrate structure of
glass/TCO/CdTe/CdS/contact.  The sodalime glass/ SnO2:F/CdS/CdTe supplied by Solar Cells Inc.
was cut into 2.5 x 2.5 cm pieces from a 7200 cm2 superstrate which had been coated and
processed using SCI’s normal procedures up to the point of completion of the post-deposition heat
treatment [415].  The devices were completed using the “diffused Cu” back contact processing
[446], sputter deposition of Mo contacts through a mask, mechanical scribing, application of a
room temperature curing urethane insulator.  Electrical contact was made using Ag epoxy (Acheson
Electrodag MB80021) which was cured in Ar at 140 °C for ~10 minutes.  In order to facilitate the
subsequent depth profiling, in selected devices the Ag epoxy was applied only to the perimeter of
the cell.  Wire leads were soldered to the exposed SnO2 pads using Indalloy solder #204.  The
leads were necessary to apply and maintain voltage bias on the devices during stressing and were
used for making all J-V measurements.
Devices were not encapsulated, but all stressing was done inside a glove box with flowing N2.
Inside the glove box relative humidity was less than 2%  at 50° C;  oxygen content was not
determined.

Prior to beginning the stress testing, devices have been screened to select those whose J-V data are
analyzable. Devices exhibiting excessive series resistance (>10 Ω cm2), shunting conductance
(>1 mS/ cm2), or hysteresis were rejected as were devices whose dark J-V characteristics could
not be described with a simple diode (apparent diode quality factor ≤ 2.0 ).  Minimum acceptable
VOC and FF were 0.75 V and 60%, respectively.  A total of 16 devices meeting these criteria were
selected for testing.  The active area of these devices was estimated and set to 0.6 cm2.  Of these
devices, four were stressed only with temperature (no electrical or light stress), two were stressed
with temperature and electrical bias (-0.5 Volts and +5 mA/ cm2 ) and the remaining 10 were
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stressed with temperature, illumination ( ~70 mW/ cm2 ) and electrical bias (see Table 4-11and
Table 4-12).

Illumination was provided by tungsten filament spot lamps and was, therefore, quite “red”
compared with the AM1.5 Global spectrum.  The intensity was estimated from the short circuit
current of the CdTe cells mounted in the stress test station.

Table 4-11  Electrical bias and temperature stress conditions for illuminated
devices ( ~70 mW/ cm2 )

82°C 92°C 112°C
-0.5 V √
JSC √ √ √
RL = 70 Ω √ √
VOC √ √ √
+5 mA/ cm2 √

Table 4-12 Electrical bias and temperature stress conditions for devices stressed
in dark

72°C 88°C 104°C
none √ 2 √
-0.5 V √
+5 mA/ cm2 √

J-V data were recorded at various intervals during the stress testing.  In addition, devices were
removed and room temperature J-V (at AM1.5 Global illumination and dark) and spectral response
were also recorded prior to and at various times during stress testing .  Total time under stress was
720 hrs.

4. 5. 3 Analysis

The most striking differences between the initial and final (720 hrs.) measurements occured in the
J-V characteristics.  These are examined in the context of a simple equivalent circuit containing a
diode, a constant resistance (RS) and a non-linear contact resistance (RC).

  
V R R J AkT

q
Ln J

JS C= +( ) +




÷





÷0

Equation 4-6

Hence the the effects of series resistance (RS) and that of contact resistance (RC) can be separated
by examining the slope or derivative of the J-V characteristic.



127

  

dV
dJ

R AkT
q J

d R J
dVS

C= +




÷




÷

+
( )1

Equation 4-7

Equation 4-7 shows that contact resistance can be separated from simple series by examining a
graph of dV/dJ vs. 1/J in forward bias or small 1/J (see Figure 4-27, Figure 4-29, Figure 4-31 and
Figure 4-33).

4. 5. 4 Results

All of the devices held under stress conditions exhibited a reduction in VOC and FF.  These
reductions could not be due to either shunting effects or a loss in light generated current.

4. 5. 4. 1 Electrical Bias

There were major differences in the J-V characteristics of devices stressed with reverse bias (-0.5
V and JSC) compared to those stressed at forward bias (+5mA/cm2 and VOC).  Those held in reverse
bias exhibited larger reductions in JSC, VOC and FF compared to those held in forward bias.
Examination of the J-V curves (Figure 4-26 to Figure 4-29) help explain why.  The increase in
series resistance is larger for devices held at reverse bias.  This can be seen in both the J-V and
dV/dJ graphs and can account for at least some of the  differences seen in VOC, FF and JSC.

In addition, there is another qualitative difference between devices stressed with forward or reverse
bias; this is the appearance of a blocking contact resistance for devices held at forward bias.  It can
be seen most clearly in the dV/dJ graph of Figure 4-29.  This is probably due to the development
of a rectifying contact at the back of the CdTe.

4. 5. 4. 2 Illumination

There were no obvious or consistent differences in the J-V characteristics of illuminated devices
compared to those stressed in the dark.

4. 5. 4. 3 Temperature

All of the changes noted previously were either accelerated or increased in magnitude when the
temperature was increased (Figure 4-30 to Figure 4-33).  This suggests that all of the mechanisms
noted are thermally activated.
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Figure 4-26  Light and Dark J-V characteristics before and after 720 hours stress
at 92° C under illumination and -0.5V bias.
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Figure 4-27  Dark dV/dJ vs. 1/J before and after 720 hours stress at 92° C under
illumination and -0.5V bias.
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Figure 4-28  Light and Dark J-V characteristics before and after 720 hours stress
at 92° C under illumination and +5mA/ cm2 bias.
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Figure 4-29  Dark dV/dJ vs. 1/J before and after 720 hours stress at 92° C under
illumination and +5 mA/ cm2 bias.
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Figure 4-30  Light and Dark J-V characteristics before and after 720 hours stress
at 82° C under illumination and held at VOC.
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Figure 4-31  Dark dV/dJ vs. 1/J before and after 720 hours stress at 82° C under
illumination and held at VO C
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Figure 4-32  Light and Dark J-V characteristics before and after 720 hours stress
at 112° C under illumination and held at VO C
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Figure 4-33 Dark dV/dJ vs. 1/J before and after 720 hours stress at 112° C under
illumination and and held at VOC.
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4. 5. 5 Conclusions

In the specially prepared CdTe devices that have been subjected to stresses beyond normal
operating conditions there appears to be changes that are associated with stress temperature and
electrical bias.  It is not clear whether there is a dependence on illumination level. One effect is
promoted by reverse bias and affects primarily the bulk CdTe properties as indicated by the
severity of the light-dark crossover of the J-V curves. Another effect is promoted by forward bias
and results in the strengthening of a reverse diode.  Finally there are changes in both the light
generated current and J0 whose magnitudes are also bias and light dependent.  The data were
recorded on a limited data set, 16 samples, and using a single method of device preparation.
Additional experiments as well as other samples prepared by various groups are necessary to
confirm or refute these results.
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6.  ABSTRACT

This report describes results achieved during the a four year subcontract to develop and understand
thin film solar cell technology related to CuIn1-xGaxSe2, a-Si and its alloys and CdTe.
Accomplishments during this phase include:

• Fabrication of 15% efficient CuIn1-xGaxSe2 cells over a wide range of Ga compositions
(x ≤  0.5).

• Fabrication of uniform single phase Cu(GaxIn1-x)Se2 films and solar cells from the selenization
of Cu-In-Ga precursors with the optical bandgap and device results expected for the precursor
composition.

• Development of µc n-layers which have allowed fabrication of a-Si devices with efficiencies as
high as 10%.

• Completion of the analysis and measurements that quantify the improvement in performance of
a-Si solar cells due to optical enhancements from a wide range of TCO texture substrates and
back reflectors.

• Development of uniform and reproducible vapor phase CdCl2 treatments for CdTe/CdS films
that have translated into greater consistency in device performance.

• Characterization of the CdTe-CdS alloy system at typical solar cell processing temperatures in
order to elucidate the role of interdiffusion in CdTe/CdS-based solar cells.

• Development of a HCl vapor treatment of CdTe/CdS films that promote changes in the
structure of the films similar to those treated with CdCl2.

In addition to these in-house activities, IEC has maintained an active role in the collaboration with
over ten different PV and thin film research and development organizations.


