August 1999 «  NREL/BK-520-26941

Ninth Workshop on
Crystalline Silicon Solar Cell
Materials and Processes

Extended Abstracts and Papers

Workshop Chairman: B. L. Sopori

Program Committee:

J. Gee, J. Kalgjs, T. Saitoh, R. Sinton, M. Stavola,
D. Swanson, T. Tan, E. Weber, J. Werner and

B. L. Sopori

Beaver Run Resort
Breckenridge, Colorado
August 9-11, 1999

'* Ne=L

National Renewable Energy Laboratory

1617 Cole Boulevard
Golden, Colorado 80401-3393

NREL is a U.S. Department of Energy Laboratory
Operated by Midwest Research Institute « Battelle « Bechtel

Contract No. DE-AC36-98-GO10337



August 1999 +  NREL/BK-520-26941

Ninth Workshop on
Crystalline Silicon Solar Cell
Materials and Processes

Extended Abstracts and Papers

Workshop Chairman: B. L. Sopori

Program Committee:

J. Gee, J. Kalgjs, T. Saitoh, R. Sinton, M. Stavola,
D. Swanson, T. Tan, E. Weber, J. Werner and

B. L. Sopori

Prepared under Task No. PV902502

ol -
« wNRZL
‘E’ National Renewable Energy Laboratory

1617 Cole Boulevard
Golden, Colorado 80401-3393

NREL is a U.S. Department of Energy Laboratory
Operated by Midwest Research Institute » Battelle « Bechtel

Contract No. DE-AC36-98-GO10337



NOTICE

This report was prepared as an account of work sponsored by an agency of the United States
government. Neither the United States government nor any agency thereof, nor any of their employees,
makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy,
completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents
that its use would not infringe privately owned rights. Reference herein to any specific commercial
product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily
constitute or imply its endorsement, recommendation, or favoring by the United States government or any
agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect
those of the United States government or any agency thereof.

Available to DOE and DOE contractors from:
Office of Scientific and Technical Information (OSTI)
P.O. Box 62
Oak Ridge, TN 37831

Prices available by calling 423-576-8401

Available to the public from:
National Technical Information Service (NTIS)
U.S. Department of Commerce
5285 Port Royal Road
Springfield, VA 22161
703-605-6000 or 800-553-6847
or
DOE Information Bridge
http://www.doe.gov/bridge/home.html

[ 4
'-w‘ Printed on paper containing at least 50% wastepaper, including 20% postconsumer waste


http://www.doe.gov/bridge/home.html

9th Workshop on
Crystalline Silicon Solar Cell Materials and Processes

TABLE -OF CONTENTS

Title/Author(s):

Workshop Theme: R&D Challenges and Opportunities in Silicon Photovoltaics . . . . . . .

Bhushan Sopori

Production of Solar Grade (SoG) Silicon by Refining of Molten Metallurgical

Grade (MG) SiliCOn . ...... ... ... 0 i e

C.P. Khattak, D. B. Joyce, and F. Schmid

Status of Technology Development of SOG-Si Materials Using NEDO Melt

Purification Process ..................uuuuuunnineen e

- Fukuo Aratani, Yoshiei Kato and Shoichi Hiwasa

Physics of Iron in Silicon: How Much Do We Know After 35 Years of Research? . . . . ..

Andrei A. Istratov, Henry Hieslmair, and Eicke R. Weber

Atomic Structure and Electronic States of Nickel and Copper Silicides in Silicon . . . . ..

Wolfgang Schréter

Mechanical Strength Evaluations and Plans . .....................ccccuuueuun...

J. Nickerson and T. Jester

Manufacturing Issues Related to Processing Thin Crystalline Silicon Solar Cells . . . . . . .

Stephen P. Shea

Hydrogen-Defect Complexesin Si ............................ i,

Brian Bech Nielsen

Mass Production Technologies of SiN Passivation Process . ................... e

Katsuhiko Shirasawa

Effects of Al-Gettering and Al Indiffusion Induced Back-Slde-F ield on the

Efficiency of Si Solar Cells . . . ........... ... 0000,

T.Y. Tan and P. S. Plekhanov

Low Temperature Szllcon Doping Using Pulsed Laser . ...........................

Paul Carey

Reduction of Degradation Losses in Cz-Si Solar Cells ............................

S. W. Glunz, S. Rein, W. Warta, J. Knobloch, and W. Wettling

Page

12

16

30

31

40

41

42

46

50

51



Title/Author(s) . ‘ Page

Review of Ohmic Contacts to Silicon Solar Cells . . ....................ccccuviiuneonn. 56
Daniel L. Meier

Review of Issues for Development of Self ~Doping Metalltzattons ........................ 62
David D. Smith

Possibilities for Process-Control Monitoring of Electronic Material Properties

During Solar-Cell Manufacture .. ............ ... ... . .00 iiiuiiuiiiiiininennnnn. 67
Ronald A. Sinton

Process Monitoring in Solar Cell Manufacturing . . . .............. ... cccvvuvunn... 74
Bhushan Sopori, Yi Zhang, and Wei Chen ’

A Review of Japanese R&D for Crystalline Silicon Solar Cells .........cc.cvviiiiiii.. 81
T. Saitoh .

A Summary of the DIXI Program . . . ....................... e e 87
Roland Schindier

Silicon Wafer Engineering & Defect Science — SiWEDS— An NSF Industry/
University Cooperative Research Center . . .................. r e e et i 88
George A. Rozgonyi

Novel Glass-Ceramic Substrates for Thin Film Polycrystalline Silicon Solar Cells . . . . ... ... 90
Nemchuk N. I, Couillard J. G., Ast D. G., Fehlner F.P., Pinckney L. R. :

Material Aspects of Crystalline Silicon Thin Film Solar CellsonGlass . . ................. 94
Ralf B. Bergmann

A Review of Stand Alone Thin-Film Silicon Layers . . . ..............c.ccccouuiuuununan.. 100
Michelle J. M°Cann, Kylie R. Catchpole, and Andrew W. Blakers

Directly Deposited Microcrystalline Silicon . ................ ... .c.cciiiiunuueennn.. 106
Sigurd Wagner '

Poster Papers , : Page
The Affects of Hotzone Modifications on Czochralski Grown Solar Cells . BN 108

G. Mihalik, A. Matthaus, and T. Jester

Scanning Room-Temperature Photoluminescence in Polycrystalline Silicon .. ............. - 112
L. Tarasov, S. Ostapenko, S. McHugo, J. X. Cao, and J. P. Kalejs

Chemical State and Stability of Metal Precipitates in Silicon Materials . . ................... 116
S. A. McHugo, A. C. Thompson, and G. Lamble



Origins of Carrier Trapping Centers in p-type Multicrystalline Silicon . . . .................. 120
Andrés Cuevas and Daniel Macdonald

Why Do Copper Precipitates Reduce Carrier Lifétimes? ............................... 124
Stefan K. Estreicher

The Trapping of Hydrogen at Native Defects . . ..................c.ccouuuuuueunnnennnn.. 128
M. Gharaibeh, J. L. Hastings, and S. K. Estreicher

Advances in String Ribbon nystal Growth . .........c. i 132
Robert E. Janoch, Richard L. Wallace, Jr., Andrew P. Anselmo, and
Jack I. Hanoka

Defect Evolution in Hydrogenated Crystalline-Si Under Thermal Anneal . ................ 134
Sanjay Rangan, Donzhi Chi, and S. Ashok -

Extending PVSCAN to Meet the Market Needs for High-Speed, Large-Area Scanning . . . . . .. 135
Bhushan Sopori, Wei Chen, Yi Zhang, Tess Hemschoot, and Jamal Madjdpour

Contactless Characterization of Fe and Ni COntaminated Silicon Wafers
Using Frequency Resolved Microwave Photocunductance . . ............................ 142
A. Romanowski, A. Buczkowski, and G. Rozgonyi

Experiments and Computer Simulations of p/p* Gettering of Iron in Silicon . . . ......... ... 143
H. Hieslmair, A. A. Istratov, C. Flink, W. Seifert, S. A. McHugo, and E.R. Weber

About the Reaction Path of Copperin Silicon ....................c.ccceuuuueeeeninnnn. 144
Christoph Flink, Henning Feick, Scott A. McHugo, Winfried Seifert, Henry Hieslmair
Andrei A. Istratov, and Eicke R. Weber

Characterization TiO, Single Layer Antireflective Coating on Silicon-Film ™

Material .. ....... ... . . e 148
Ralf Jonczyk
Thin Polycrystalline Silicon Films by HWCVD ... ..............0c.couuiiiniiainnn... 152

Roger Aparicio, Atul Pant, and Robert Berkmire

The Role of Vacancies and Dopants in Si Solid-Phase Epu‘axml Crystalltzatton e, 156
C. M. Chen, S. Rassiga, M. P. Petkov, K. G. Lynn, and H. A. Atwater

Hot-Wire Chemical Vapor Deposition in Poly-Si In Diluted Silane . . ..................... 160
J. K. Holt, T. Bistritschan, M. Swiatek, D. G. Goodwin, and Harry A. Atwater '

Investigation of Undoped and Phosphorus-doped Silver-based Pastes for :
Self-doping Ohmic Contacts to Silicon for Solar Cell Applications . ...................... 167
A. Teicher, D. L. Meier, and L. M. Porter

Process Optimization and Control of Photovoltaic Manufactunng Process ................ 171
John L. Coleman



Modeling a Dry Etch Process for Large-Area Devices . . ...................cccccuuuui... 175
R. J. Buss, D. S. Ruby, G. A. Hebner, and P. Yang

Plasma Texturing of Silicon Solar Cells . . . . . .. e e 179
Douglas S. Ruby, Saleem H. Zaidi, Madhu Roy, and Mohan Narayanan

Design of a High-Throughput Plasma-Processing System . . . ................... R 183
Keith Matthei, Ghazi Darkazalli, and Douglas S. Ruby '

Gettering, Hydrogenation and Resistivity Depéndence of Mino>rity Carrier
Lifetime in Dendritic Web Ribbon Silicon ................ ... iiiiiiiinunnnnn.. 189
A. Ebong, J. Brody, A. Ristow, A. Rohatgi, and D. Meier

Aluminum-enhanced PECVD SiN Hydrogenation of Defects in Edge-defined
Film-Fed Grown (EFG) Multicrystalline Silicon . . . .. .. e i e e 193
J. Jeong, A. Rohatgi, M. D. Rosenblum, and J. P. Kalejs

Fast Shunt Hunting in Solar Cells With Highly Sensitive Lock-in IR-Thermography . . .. .. .. 198
M. Langenkamp and O. Breitenstein

Enhancement of Diffusion Length in Multicrystalline Silicon by Extended High
Temperature Aluminum Gettering . .................. i imiuumuinenan i 202
Subhash M. Joshi, Ulrich M. Gosele, and Teh Y. Tan

Submicron Diffractive Gratings for Thin Film Solar Cell Applications . .................. 206
Shanalyn A. Kemme, Saleem H. Zaidi, and James M. Gee

High Current, Thin Silicon-on Ceramic Solar Cell . . ...................ccccvuuuueeii.. 210
E. J. DelleDonne, D. H. Ford, P. E. Sims, J. A. Rand, A. E. Ingram,
J. C. Bisaillon, B. W. Feyock, M. G. Mauk, R. B. Hall, and A. M. Barnett

Emissivity Measurements and Modeling in Silicon - Some Observations . e ereeaiieen 213
N. M. Ravindra, B. L. Sopori, S. Abedrabbo, W. Chen, J. C. Hensel, and A. T. Fiory
Gettering of p-Type Silicon Using Ti Thin Film . . ... ... R 218

A. Romanowski and G. Rozgonyi

Why is the Open-Circuit Voltage of Crystalline Si Solar Cells So Critically Dependent
on Emitter-and Base-Doping? . ...............ouuuuuumin et 219
Bolko von Roedern and Gottfried H. Bauer

Understanding and Optimization of Manufacturable Defect Gettering and Passivatibn
= Treatments on String Ribbon Silicon . . ....... ........... KRR R R T e 223
V. Yelundur, A. Rohatgi, A. M. Gabor, J. Hanoka, and R. L. Wallace

Temperature and Doping Level Dependence of Silicon Solar Cell Performance Jor
Exciton Mechanism of Energy Transport . . . ............c.ouuiiiieieeeniiinnnnne.. 228
S. Zh. Karazhanov



R&D Challenges and Opportunities in Si Photovoltaics

Bhushan Sopori

National Renewable Energy Laboratory
1617 Cole Boulevard
Golden, Co 80401

Since 1997, the PV sales have exceeded 100 MW/yr with > 85% of the production coming from
silicon photovoltaics (Si-PV). As the PV demands increase in the new millennium, there will be
a host of challenges to Si-PV. The challenges will arise in developing strategies for cost
reduction, increased production, higher throughput per manufacturing line, new sources of low-
cost Si, and introduction of new manufacturing processes for cell fabrication. At the same time,
newer thin-film technologies, based on CdTe and CIS, will come on board posing new
competition. With these challenges come new opportunities for the Si-PV—to detach itself from
the microelectronics industry, to embark on an aggressive program in thin-film Si solar cells, and
to try new approaches to process monitoring.

The PV industry has already begun to address the use of thinner Si wafers, dropping from 400
um toward 200 pm. Such a reduction in the wafer thickness is expected to conserve Si usage
with an added advantage of higher cell efficiencies. The test production lots, fabricated with thin
wafers, have verified such improvements in the device performance with a reduction in wafer
thickness. However, the yield of thin cells is far lower than that of its thicker counterparts. It is
expected that automation can mitigate part of this problem. However, it is necessary to
investigate the basic mechanisms of wafer breakage. In particular, factors such as sawing,
texturing, and warpage by the asymmetric metal patterns, which cause a propensity to breakage,
need to be well understood. The final frontier of the thinner cells, the thin-film Si solar cell, is
already above the horizon. The transition of this laboratory device into production is a strong
challenge.

Process monitoring will be an important issue in the future. The current monitoring approaches
are reminiscent of the microelectronic technology and are not well suited for PV. New methods
that can yield meaningful results on large-area, textured wafers and cells are needed for process
control and monitoring.

On the research side, continued work is needed toward understanding the role of defects and
impurities. This understanding is apt to culminate in the fabrication of very-high-efficiency
(about 20%) cells using low-cost material. This knowledge is also needed to deal with thin-film
cell issues, such as the effects of impurities and defects becoming considerably more important.
Other issues are related to metallization and processing that can achieve many conventional
processes in one step so as to minimize the number of process steps for solar cell fabrication.

The 9™ Workshop on Crystalline Silicon Solar Cell Materials and Processes will address these
issues in a number of sessions. In addition to covering the usual topics of impurity gettering,
defects, passivation, and solar cell processing, we have included sessions on poly feedstock,
mechanical properties of Si, metallization, and process monitoring.



Production of Solar Grade (SoG) Silicon by
Refining Molten Metallurgical Grade (MG) Silicon

C. P. Khattak, D. B. Joyce and F. Schmid
Crystal Systems, Inc., Salem, MA 01970

ABSTRACT

Pyro-metallurgical refining techniques are being developed for use with molten metallurgical
grade (MG) silicon so that directionally solidified refined MG silicon can be used as solar grade
(SoG) silicon feedstock for photovoltaic applications. The most problematic impurity elements
are B and P because of their high segregation coefficients. Refining processes such as
evacuation, formation of impurity complexes, oxidation of impurities and slagging have been
effective in removal of impurities from MG silicon. Charge sizes have been scaled up to 60 kg.
Impurity analysis of 25 kg charge after refining and directional solidification has shown
reduction of most impurities to <1 ppmw and B and P to <10 ppmw.

INTRODUCTION

The photovoltaic (PV) industry passed the 100 MW per year production milestone during 1997,

and has been growing rapidly toward GW per year production at an annual growth rate of
approximately 25%. Most of the commercial production is based on crystalline silicon which is
likely to be the mainstay for the near future. One of the stumbling blocks in this scenario is the
availability of silicon feedstock at a reasonable cost. At the present time, the PV community
uses existing capacity, rejects and scraps from the semiconductor industry. Demand for silicon
feedstock has increased while supply has decreased, resulting in shortages. Recently the
semiconductor industry was in slow-down mode and the PV industry had feedstock available at
low cost, but the upturn of integrated circuit (IC) manufacturing is bound to put pressures on
supply and price of the silicon feedstock. Arguments about the silicon feedstock crunch for the
PV industry have shifted from whether there will be one to when it will happen. Now that the
industry has grown, the crunch will hurt more; still there is no solar grade (SoG) silicon
feedstock available specifically for the solar industry.

During the late 1970’s, the Department of Energy (DOE) funded several options to produce solar
grade silicon for the photovoltaic industry, which were ultimately developed to supply
semiconductor silicon. In addition to programs funded by the DOE, several options were also
pursued in other countries and in the industry. However, none of these options resulted in
commercial production of solar grade silicon.

The proposed approach is to develop SoG silicon feedstock by upgrading metallurgical grade
(MG) silicon. Previous approaches to upgrading MG silicon to produce higher purity silicon
from the arc furnace or to purify in the solid state using metallurgical techniques were not
commercialized. The thermo- chemlcal reactions of the proposed approach have been proven in
laboratory scale experiments'; however, the scale- -up of process steps remains to be
demonstrated. The simplicity of approach and the few processing steps required suggest that the
final product will be low cost.



BACKGROUND

It was postulated that SoG feedstock silicon could be developed using either a chemical approach
or a pyro-metallurgical approach. In both cases, the starting point was metallurgical grade (MG)

silicon and the target was to produce a high purity silicon feedstock for production of high
performance devices.

The semiconductor industry used the chemical approach as it recognized that to achieve purities
in the ppba range, MG silicon had to be converted into a gaseous or liquid chemical (e.g.
tricholorosilane, silane, etc.), which is then put through multiple distillations for purification and
finally reduced via gaseous phase reactions. The resultant product is high purity polysilicon,
which is left with B and P at levels less than 1 ppba and all other impurities even lower. The
residual elements, B and P, are the most difficult elements to remove from silicon.

With the metallurgical approach for purification of silicon, it is possible to achieve sub-ppma
levels of impurities, but this approach cannot achieve low ppba levels. Refining of MG silicon
involves upgrading reactions in the molten phase of silicon where reaction rates are more rapid
and complete compared to solidstate. The molten silicon with low B, P and SiC concentration
must be directionally solidified to remove other metal impurities. If the refining approach works
to upgrade MG silicon to levels where it can be used as feedstock for the photovoltaic industry,
then there can be an ample supply of SoG silicon. In addition, it is recognized that the cost of
production and quantities of SoG silicon using the refining approach will meet the requirements
of the photovoltaic industry.

The photovoltaic industry produces solar cells, and these devices are more tolerant of impurities
compared to the devices produced in the semiconductor industry. At the present time, the PV
industry relies on silicon scraps from the semiconductor industry as feedstock. Almost all
commercially produced solar cells utilize B-doped (p-type) silicon wafers in the 1 ppma range,
and these devices rely on a p-n junction which is produced by incorporating a thin P-doped (n-
type) layer on the p-type wafers. While there are differences in requirements for different solar
cell processing sequences, almost all commercial operations require the wafers to be >0.5 ohm-
cm, p-type (0.2 ppma B) resistivity. Typical B concentration in MG silicon is 20-60 ppma. This
means that the photovoltaic industry reduces this B concentration to less than 1 ppba level and
then puts back 0.2 ppma B during the production of wafers. Several studies*® document the
effect of impurities in silicon on the degradation of solar cell performance. It is concluded that
almost all impurities have to be less than 1 ppma level, and, in some cases, in the ppba level.
Elements that degrade performance in the ppba range have segregation coefficients in the 107
range and can therefore be removed to this level by controlled directional solidification.

The cooperative effort between Exxon and Elkem demonstrated® that it is possible to upgrade
MG silicon in the arc furnace and use it as feedstock for photovoltaic applications. Several
approaches to upgrading MG silicon’ were pursued in Germany to upgrade in the arc furnace,
but these efforts were curtailed without commercialization. Similarly, other approaches®? did
not result in a product.



Upgrading MG silicon is currently being supported in Japan. This work has shown?! that it is
possible to upgrade MG silicon for photovoltaic applications, and Kawasaki Steel Corporation is
setting up a pilot production facility to demonstrate the full processes under funding from
NEDO. High purity MG silicon is first reduced in P concentration under vacuum, followed by
reduction in Al and Fe levels by a first directional solidification step. B is then removed from
the surface by reaction with Ar plasma and water vapor, and finally a second directional
solidification produces SoG silicon. Laboratory results are encouraging, but vacuum processing,
two directional solidifications and treatments in Ar plasma make it difficult to produce SoG cost
effectlvely

The proposed approach is different from the Elkem and the Kawasaki approaches. However, it
addresses the essential components of both these approaches and is based on laboratory results'?
which have shown that each of the impurities in MG silicon can be reduced to less than 1ppm
level (including B and P) by carrying out purification of molten silicon. The initial purification
approaches were developed by Crystal Systems using commercially available MG silicon as
feedstock and the Heat Exchanger Method (HEM™) for purification. These laboratory
experiments were carried out with approximately a 3 kg charge and involved stirring the melt by
blowing it with moist argon, slagging and volatilization in the molten state of silicon followed by
directional solidification. Based on encouraging laboratory results, experiments were carried out
in an MG silicon production plant where molten MG silicon from a standard production furnace
was poured into a ladle and laboratory-developed procedures were used prior to solidification of
the silicon. These experiments were carried out on a tap charge of approximately 1,200 kg, and
the purification experiments were limited to less than one hour duration prior to solidification of
the charge. It was demonstrated that significant purification of the charge was achieved.
However, it is essential that the purification approaches be utilized for longer periods of time to
produce SoG silicon.

REFINING OF MG SILICON IN MOLTEN STATE

A review of the typical impurity analysis of MG silicon shows that most of the impurities can be
removed by directional solidification as most impurities have a low segregation coefficient in
silicon. The problematic elements are B and P, which cannot be removed effectively from
silicon by directional solidification. Therefore, in the development of SoG silicon directional
solidification from the molten state has to be a key refining step; in addition, it is necessary to
develop other refining procedures which are focussed on removing B and P from molten silicon
prior to directional solidification. It is desirable that all impurities including B and P be reduced
from MG silicon as much as possible prior to directional solidification so that the yield of SoG
silicon from the ingot is high. In view of these features, emphasis was placed on developing
refining procedures and evaluating their effect on all impurities in MG silicon. This study used
several simple refining procedures to upgrade molten MG silicon and follow the refining step
with directional solidification.

Evacuation. The simplest refining step is to remove volatile elements from MG silicon; heating
MG silicon in molten stage under vacuum can enhance this. Table I shows the elements that can
be removed under vacuum. A major advantage of this refining step is that the impurities are



removed from MG silicon and, therefore, do not have to be dealt with for their residual effects.
Vacuum processing of molten silicon has been shown to be effective for reducing P
concentration in MG silicon.

Formation of volatile species. If the impurity elements can be reacted to form volatile species,
further refining can be achieved. Table I also tabulates the elements that after reaction can be
removed through the vapor phase. Volatile products of impurities can be formed by reaction
with solid powders or gases. The solid powders could be added to the initial charge of MG
silicon prior to melting, or to the molten charge with the reactive gas.

Oxidation of impurities. Impurity elements in MG silicon can be oxidized to form other
species and separated from MG silicon in a slag. In this case the species formed has to be more
stable than the element staying in MG silicon. Therefore, thermodynamic analyses are necessary
to predict if this is possible, and then experimental conditions have to be developed conducive to
forming the impurity oxide species. Table I shows the oxidation potential required to remove
impurities, and Table II shows the species that were studied for refining of impurities.

Development of a thermodynamic database and model to delineate kinetic from equilibrium
effects was prepared using a database in HSC modified to include thermodynamic data and
solution models. HSC is a commercially available thermodynamic modeling package that
incorporates an extensive database, allows extensive modification of the database and solution
models by the user, and includes several powerful Gibbs Free Energy minimization routines.
Overview thermodynamic calculations were performed initially with this database in the system
Si-B-P-H20-Ar, starting with 1 mole of Si(l) containing 30 and 40 ppm of B, and P,
respectively. The calculations were performed to simulate the addition of up to 20 moles of gas
to the system. This system was expanded to include Ca and Al as well, and slag calculations
incorporated the Na-Ca-K-Al-Si-O system.

Removal of impurities from liquid silicon requires (a) reaction, such as oxidation, to form an
impurity phase, and (b) partitioning of this phase from liquid silicon into a second phase. For
example, B in Si (1) can react with H(g) and SiO(g) to form HBO(g); therefore, B reacts to form
HBO and is removed by partitioning to the vapor phase and removed from liquid silicon, or

B. - HBO (g)

Partitioning of the impurity phase can also be into a llquld phase such as slagging, or into a solid
phase such as directional solidification.

A large number of species were considered®; the species used in the calculations are listed in
Table II. Preliminary analysis of the thermodynamics of the process indicates that the observed
removal of B and P during steam blowing cannot be explained in terms of reduced B and P
species volatilities. Under equilibrium conditions, less B and P are partitioned to the vapor phase
than silicon, resulting in increasing concentrations of B and P in the residual silicon liquid

Slagging. If an impurity can be reacted to form a non-volatile species, it may be possible to
incorporate the species or a combination of species to form a second phase, thereby sequestering

the impurity away from MG silicon into this “slag” phase. This slag phase can either float on the

5



Table I. Refining approaches for removing impurities from liquid MG Silicon.

Slagging (L-L)
Volatilization (L-V) (all require some oxidation potential) Sequestering | Segregation
Atomic B (L-S) (L-8)
# EL Log Seg.
Elemental Complexed Coeff. (Lower
is better)
3 LiCl(g) Moderate (Acid) '
5 HBO (g) (HBO2 at Moderate (oxidized, basic) Potentially
very hish PO2) good in Si3N4
_____ 9 NaF(g) Good (basic or acidic) .
11 NaGl s s s Moderate, (Acid)
12 High MgCl, MGCI2 Moderate, (Acid)
13 Al | Moderate AICL, AICI2, AICI3 Good, (acid or basic; moderate to h
s SiCi4, Si0
15 P Moderate HPO (modest), also
PH2, (PH, PH
% 5 -t s o | o
17 NaCl Extemely basic, low fo2
19 KCl1 Moderate (Acid)
20 CaCl2 Good (Acid)
21 ScCl2
_ 23 __TiCl4 Acid, high fo2
23 TiCl4,
24 high fo2
25 high fo2
26 _ FeC high fo2
27 CoCI12 high fo2 o
28 INip Miew | 0 NiCl2 i
29 Cu | Moderate CuCl2
30 ZnCi2
31 c id, moderate to high fo2)
32 - Good Moderate fo2
33
34
37 RbC! Moderate - Acid, high fo2.
38 SrCi2 Good, (acid and high
39
40
41
42 MoO
47
48 Cd High
50 Sn | Moderate SnO
51 Sb | V. High
56 Ba | V. High (7) BaCl2
| 57 | La oW ?Phosphate rich slag
58 Ce 7Phosphate rich slag
59 Pr
|60 | Nd @ioaT
62 Sm | V. High (7)
63 igh (7 _
64
65 1 B
66
74
82
= D .
90




impurities. The highlighted species are stable.

Table II. Species used in initial thermodynamic analysis of Ar + H20 addition to Si bath with B, P

# Phase Species # Phase Species # Phase Species
1 gas |  Ar®) 22 oas HBO2(g) 43 gas P409(g)
2 gas  H20{(g) 23 as H3BO3(g) 44 gas P4010(g)
3 gas B(g) 24 gas (HBO2)3(g 45 gas - Si(g)
4 gas B2(g) 25 oas HPO(g) 46 gas SiZ2(g)
5 gas BH(g) 26 _gas 02(g) 47 gas Si3(g) -
6 gas BH2(g) 27 gas OH(g) 48 gas SiH(g)
7 gas BH3(g) 28 gas P(g) 1|49 gas SiH2(g)
8 gas B2H6(g) 29 gas P2(g) 1150 gas SiH3(g) |
9 gas B5H9(g) 30 gas P3(g) 51 gas SiH4(g)
10 gas B10H14(g) 31 gas P4(g) 52 _gas Si2H6(g)
| 11 |  gas BO(g) | 32 gas __ PH{(g) 53 __gas SiO(g)
12 oas BO2(g) 33 oas PH2(g) 54 | eas Si02(g)
13 gas B20(g) 34 oas 55 solid B203
14 gas B202(g) 35 gas 56 solid H3P0O4
_____ 15 gas B203(g) 36 gas PO2(g) 57 solid P205 B
16 gas B(OH)2(g) 37 gas P203(g) 58 solid Si02
17 gas B2(OH)4(g) 38 gas P204(g) 59 solid BP
18 gas (BOH)3(g) 39 gas P306(g) 60 liquid B(l)
19 gas H(g) 40 as P406(g) 61 liquid Py
20 gas H2(g) 41 gas P407(g) 62 | Tiquid Si(l)
surface of molten silicon or sink to the bottom of the crucible and be easily removed. A

synthetic slag can be added to the charge for refining or formed as a result of reactions with
impurity elements. It is important that the components of the slag do not contribute impurities to
silicon. MG silicon contains alkali and alkaline earth elements that are slag formers. An
analysis was carried out to review the impurity elements and evaluate their propensity to go into
the slag phase. This tendency is dependent on the acidity/basicity of the slag as well as the
oxygen partial pressure. Table I shows the results of this analysis. Once again, refining by
slagging is dependent on several parameters, viz., reaction kinetics, diffusion of impurities,
partitioning coefficients, etc.

Gas blowing. During refining of molten MG silicon gases can be purged through the melt.
These gases can be of reactive nature to react with the impurity elements, or neutral to promote
stirring of the melt. An advantage of a stirred melt is that it may promote reaction chemistry.
Different gases have been used to promote reaction chemistry as well as promoting conditions
for slagging and oxidation conditions. The gases have also been used to carry solids (slags),
liquids (moisture) or gases (gas mixtures) to react with molten MG silicon and promote refining.

Simultaneous reactions. Theoretical analysis of the above refining processes indicate different
experimental conditions for refining different impurity elements and cannot explain the
purification achieved by isolated processes. A combination of the refining processes has shown
even better results as compared to the sum of the individual processes. This may be explained by
the fact that vigorous stirring of the “melt”, “slag”, “impurities” and “impurity species” are
intimately mixed, thereby promoting reactivity and “tying up” the impurity rather than be limited
by diffusion-limited and thermodynamic factors. Similarly, impurities may be trapped in an
oxidized state in the slag and thereafter be removed by evaporation. Simultaneous reactions may
allow complex, local equilibrium steps to happen sequentially which could otherwise not happen.



EXPERIMENTAL RESULTS

Commercially available MG silicon, as received from the supplier and without any cleaning or
surface treatments, was loaded in a fused silica crucible and placed in an experimental reactor or
a modified Heat Exchanger Method (HEM) furnace for refining experiments. Initial experiments
used about 1 kg MG silicon charge in the experimental reactor; later experiments were with 10 to
60 kg charge in the HEM furnace. Besides the capability of using larger charge sizes, the HEM
furnace was set up with an improved vacuum capability and directional solidification. Refining
experiments were carried out using different parameters, e.g.,

degrees of vacuum as well as slight overpressure,

blowing of different gases,

incorporating different moisture content in gases and at different flow rates,

adding slag components to the charge initially or to the molten MG silicon,

changing experimental conditions with time as well as the order in which the parameters
were changed, etc., '

lance diameter and height above bath,

water content of gas,

H; content of gas

A typical experiment involved heating the charge under vacuum until molten, stabilizing the melt
at 1450°C, extracting the first sample, carrying out various refining steps with samples extracted
after each step, evacuating the chamber after completion of refining steps, and directional
solidification of the charge. Samples were extracted from molten MG silicon during refining
using suction cups in a fused silica tube immersed under molten silicon. Samples were also
extracted from the directionally solidified ingot corresponding to initial solidification stage and
towards the end. These samples were analyzed using glow discharge mass spectroscopy. The
results showed some problems due to the sample extraction technique, ability to sample clean
melt, entrapment of gases and secondary phases, inhomogeneities, etc. However, trends of
refining with various parameters could be deduced from the data. The initially solidified sample
always showed a lower level of impurities and samples toward the last solidified material
showed considerably higher level of impurities. Some of the conclusions that can be drawn at
this stage, based on refining for about 6 to 8 hours of total refining with steps of about 1 to 3
hours each, are as follows:

¢ Best B reduction was achieved with a 1 kg charge in the experimental reactor, using reactive
gas loaded with moisture blowing through the charge and using a slag during refining,

¢ Evacuation, slagging, moist argon gas blowing through the melt carried out separately did
not effectively reduce the impurities in MG silicon; however, in combination significant
reduction of impurities was achieved,

e P reduction by evacuation of molten MG silicon at 1450°C was not effective but with other
refining steps P was reduced significantly,



¢ Charge sizes up to 60 kg were refined without any problem but most of the development was
carried out at 25 kg charge size,

¢ Refining steps were effective for reducing impurities in MG silicon as the difference in the
last-solidified and initially solidified samples cannot be explained by directional
solidification alone,

e Impurities up to 5 orders of magnitude were refined in experimental batches with the most
problematic elements, B and P, showing refining by up to factors of 50.

Figure 1 shows the impurity analyses of several samples taken during development of refining
processes. In this experiment (#MG3-7), a 25 kg MG charge was refined. The data was
normalized to the first sample taken after meltdown of the charge. All elemental impurities
except B and P are shown on a logarithmic scale, whereas B and P are shown on a linear scale on
the right side. Significant refining was achieved. The directionally solidified silicon sample
from this experiment is tabulated in Table III along with a similar sample for a 1 kg refined MG
silicon charge. The data shows that the 25 kg MG silicon sample, after refining, measures
impurity levels similar to the 1 kg sample; the refining times for both experiments were quite
similar.

MG3.7, normalized to initial | AR, — s T v Cr

| T8
0.1

ppmw, B, and P

0.01 1

ppmw all slements except B and P

Vacuummellin | [Post3.25 h, 300 | Post3h, 40 Post1.5h, 100 )

mbar, 31.5 | |mbar, 31.0  |mpar, 100 SCFH | ki |
0.0m g TISCFHAr+5% [TISCFHAr+5% |Ar+ 5% 2+ | 143
H2 + water (41 C | | [H2 + water (45 C |water (46 C
bath). | |batn). bath).
| } 102
| |
0.0001 e ' 0.1
Sample number

Figure 1. Impurity analyses of several samples taken during development of refining processes.



Table III. Impurity analysis (ppmw) of MG silicon after refining followed by directional
solidification. ' :
Element |1 kg Charge 25 kg Element |1 kg Charge 25kg Element |1 kg Charge 25 kg
Csl-003 Charge CSI-003 |Charge MG3- CS1-003 Charge
MG3-7-M-5 7-M-5 MG3-7-M-5
Li 0.01 0.011 Mn 0.11 0.015 Ag " <0.5 <0.5
B 0.68 5.8 Fe 23 0.11 Cd <0.3 <0.3
Na 0.1 0.17 Co 0.07 0.004 Sn <0.05 <0.05
Mg 0.019 0.007 Ni 0.21 - 0.021 Sb <0.05 <0.05
Al 2.5 25 Cu 0.12 _0.04 7 Ba 0.14 <0.01
Si Major Maijor Zn 0.029 0.02 La <0.01 <0.01
P 13 ) Ge 1 0.2 Ce - <0.01 <0.01
S 0.2 0.041 As 0.58 0.18 Pr <0.01
Cl 0.66 0.21 Se <0.5 - Nd <0.01
K 0.75 0.029 Sr <0.01 <0.01 w 0.062 <0.01
Ca 0.31 0.084 Y <0.01 <0.01 Pb <0.05 <0.05
Ti 0.05 0.008 Zr <0.01 <0.01 Th <0.005 <0.01 -
V 0.079 0.003 Nb <0.01 <0.01 U <0.005 <0.01
Cr 0.045 0.008 Mo 0.022 0.013
CONCLUSIONS

Pyro-metallurgical techniques have been developed to refine molten MG silicon to reduce the
level of impurities and thereafter directionally solidify the charge so it can be used as SoG silicon
feedstock. A combination of vacuum operation, reaction with impurities to form volatile species,
or oxidation of impurities that can be vaporized, sequestered or slagged to remove impurities
from MG silicon has been used as a refining technique. The experimental parameters for each
processing step and each impurity vary. However, it is demonstrated that the best refining step is
achieved when a combination of refining techniques is used. The most problematic impurities
for refining are B and P as these elements have a high segregation coefficient. Therefore, focus
for refining has been to reduce B and P, and after refining directionally solidify the charge.
Initially using a 1 kg sample, B and P were reduced to 0.68 ppmw (1.77 ppma) and 13 ppmw
(11.9 ppma), respectively. The charge size was scaled up to 60 kg. An experiment using a 25 kg
MG silicon charge, after refining for approximately 8 hours followed by directional
solidification, reduced the B and P concentrations to 5.8 ppmw (15.1 ppma) and 7.5 ppmw (6.8
ppma), respectively. The proposed approach of using simplistic refining procedures
simultaneously while blowing moist argon through the melt followed by directional
solidification has been effective in reducing all impurities from molten MG silicon including B
and P. It is intended to optimize the processing steps and scale up the charge sizes to produce
low-cost solar grade silicon using this approach.
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Abstract ; The 60 tons / year scale pilot plants of NEDO MP-Process has been competed till the end
of 1998 and MG-Si has been successfully purified to solar-grade impurity level. The technology
development of the pilot plant operation is planned to carry out in 1999-2000.

1 Introduction

In recent years, there has been a large expansion of the solar cell market. In 1998, the world
production of solar cells amounted to about 150 MWp. As regards the feed stocks, the solar cell
industry has been dependent on the off-spec silicon supplied by microelectronics industries. However,
a serious shortage of feed stock in near future is predicted in view of the expected growth of the
market. One of the answers to this problem is to provide another feed stock source.

From this point of view, Kawasaki Steel Corp. has been engaged in developing a pyro-metallurgical
process to produce solar grade silicon (SOG-Si ). Historically, from 1986 to 1992, its efforts were
focused on a so-called NEDO Direct Reduction Process on a basis of the carbothermic reduction of
silica of high phrity.l) “In 1993, the objecti\}e of the research was switched to the refining of

metallurgical-grade silicon (MG-Si ) with a result that fundamentals of a new process of melt-
| purification (NEDO-MP Process) was developed on an experimental plant with a scale of 20 kg
silicon.? In 1996, aiming at the extension of the NEDO-MP Process to the mass production
technology, seven Japanese companies established SOG-Si Technology Research Association (SOGA).
Since then, SOGA has been engaged in the construction of a pilot plant with a capacity of 60 tons /
year and the development of its operation technology as well.

2 Outline of NEDO-MP Process ;

The flow diagram of NEDO-MP Process is shown in figure 1, and the outline of the plant is shown
in figure 2. With this plant, MG-Si is fed as the raw material. Its purification is completed through
~ double melting process. In the first melting process, dephosphorization of silicon and the first-step
directional solidification are carried out successively in an electron beam vacuum furnace. Proceeding
to the second melting process, a plasma melting of the silicon in an oxidizing atmosphere climinates
the impurities of boron and carbon. Subsequently, the molten silicon is directly subjected to the
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second-step directional solidification. Thus, SOG-Si is usually produced as ingot or crushed block.
Targets of this development has been determined as follows. The content of impurities in SOG-Si
must be less than 0.1 ppmw for phosphorous, iron, aluminum and titanium, 0.1 to 0.3 ppmw for boron,
less than 5 ppmw for oxygen and carbon. Its resistivity shoud be in a range of 0.5-1.5 Qcm with the
polarity of p-type. The target production cost is 2300 yen / kg-silicon at the production scale of 1000
tons / year. In the on-going project, a pilot plant of 60 tons / year scale was originally scheduled to be
constructed till the end of 1998, and the technology for its operation is planned to be developed in
1999 - 2000.

Si after st
Directional
Solidification

Electron Beam Guns

Plasma Torch

Si0z Crucible

Heater

Cutting

@ Crushing E:)

Washing

( Boron removal )

Graphite Mold
SOG-Si Ingot

Copper Crucible

S Ingot

Fig.1 Flow diagram of NEDO MP Process

1st Directional
Solidification

Atmospheric 2nd Directional
Pressure Solidification

Fig.2 Outline of the plants of NEDO MP Process

3 Present Status

The main part of the pilot plant has been already completed at Mizushima Works of Kawasaki Steel
Corp. The facilities for first melting process were installed in March, 1998. The specifications are
listed in table 1. An electron beam furnace is composed of two electron beam guns with output power
of 750 KW, a copper hearth for melting silicon and a water cooled copper mold for directional
solidification. With this furnace, the MG-Si is fed continuously and into the copper hearth and
melted. The impurity of phosphorous in silicon is removed by evaporation from the surface to the level

Table 2 The specifications of facilities
for the second melting process

Table 1 The specifications of facilities
for the first melting process
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Melting Chamber [$2100 X L4500 mm Plasma Torch 1200kW X 1

Feeder 10~100 kgsh Induction Heater |800 kW

EB Gun 750kW x 2 Silica Crucible ¢ 630 mm

Copper Hearth  |W1500XL800XH150mm Max. Melting Size |300 kg

Copper mold ¢ 750 X H300mm Graphite Mold 650X 650X 300mm
Ingot Weight{max)|150 kg Mold Heater 500 kW ]




below 0.1 ppmw. The dephosphorized silicon overflows from hearth to the copper mold for the
directional solidification. This furnace is capable of approximately 150 kg-silicon by one cycle.

The facilities for the second melting process were installed at the end of 1998. Their specifications
are shown in table 2. They comprise a plasma melting furnace and a casting furnace with graphite
mold. The former is equipped with a non-transfer type plasma torch for purification and an induction
heater for melting in a crucible made of silica. The silicon purified through the first melting process is
charged in the melting furnace. The temperature of silicon melt is in the range of 1500 to 1700 C.
The impurities of boron and carbon in molten silicon is eliminated by oxidation with the plasma of
argon and hydrogen gas containing water vapor. When the resistivity of silicon monitored by sampling
reaches the target range, the deboronization treatment is finished, and the melt is poured into the
graphite mold for the second-step directional solidification. The maximum ingot size of the directional
solidification is 650 X 650 X 300mm and its weight is approximately 300 kg.

Figure 3 displays the sequence of impurity contents in silicon with NEDO MP Process. The
concentrations of major impurities in MG-Si are listed in the figure. It is important to note that only
phosphorous is removed in the first melting process and only boron in the second process. Metallic

Impurity Content of MG-Si (ppmw)
High Purity MG-Si (99.5%) P B Al Fe Ti
Fig.3 25 7 800 1000 200
Change in impurity
contents of silicon Removal of Phosphorus P:25 — <0.1 ppmw
with NEDO-MP (Electron Beam Melting)
Process. Removal of Metallic Impurities Al: 800 —» <10 ppmw

(1st-step Directional Solidification) Fe: 1000 —» <10 ppmw
Ti: 200 —» <10 ppmw
]

Removal of Boron and Carbon B: 7 —» 0.1-0.3ppmw
(Plasma Treatment) C:50.—» <5 ppmw
Final Purification Al: <10 —»<0.1 ppmw -

. (2nd-step Directional Solidification) Fe: <10 —p <0.1 ppmw
| Ti: <10 —»<0.1 ppmw
0:40 —P» <5 ppmw

| SOG-Si 1
Table 3 Impurity contents of SOG-Si produced Table 4 Cell efficiencies using electro~
with the pilot plant ( ppmw) magnetic cast wafers from the SOG-Si
Fe | Al Ti C | O [resistivity silicon Mean cell efficiency(%)
SOG-Si produced <0.05| <0.01] <0.01] <10{ <5 | 0.5-1.1 Present SOG-Si 13.6
( target) <0.1 |<0.1 [<0.1 [<5 |<5105-15 “ off-spec silicon” 13.2
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impurities in silicon after the first directional solidification is less than 10 ppmw. In the process
shown in figure 3, the first melting process is capable of processing the silicon by about 50kg. h.
And in the second melting process, in which deboronization is carried out, purification of silicon is
processed by the rate of 45 kg, 'h.

Table 3 shows the impurity contents in SOG-Si ingot produced with this pilot plant. The resistivity
of this silicon is in a range of 0.5 — 1.1 Qcm. It has turned out that impurity level satisfy the target.
The quality of the SOG-Si produced by this process was compared with that of off-spec silicon used
'commercially for solar cells by preparing solar cell from the electro-magnetic cast wafers. The results
is shown in table 4. The cell efficiency of the SOG-Si was found to be 13.6% comparable to 13.2%
obtained with the off-spec silicon. This result demonstrate the technological utility of NEDO-MP
Pr_ocess for the commercial production of SOG-Si. The technology for the operation of this pilot plant
operation is developed on the basis of the experiences obtained with the previous small-scale
experimental equipment in 1993-1996. %

4 Summary

The 60 tons / year scale pilot plants of NEDO MP-Process has been competed till the end of 1998.
The technology development of the pilot plant operation is carrying out and MG-Si has been
successfully purified to solar-grade impurity level. This year, improvement in the facilities and
technology development for quality control and plant operation are under way, and test operétion on
manufacturing SOG-Si will be continued for process evaluation conducted in next year.
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1 Introduction g .

Iron is one of ubiquitous metal impurities in silicon, detrimental for both IC and PV devices.
In photovoltaics, iron contamination introduces recombination centers, which reduce the minority
carrier diffusion length and consequently the solar cell efficiency. The maximum dissolved
interstitial iron concentration which does not significantly affect solar cell efficiency is
approximately 10*-10"* Fe/cm® [1]. However, interstitial iron and FeB pairs is not the only iron-
related defect, detrimental for the lifetime. Iron may decorate extended defects, making them
extremely recombinative active [2]. Precipitation of iron and other metal impurities in areas of high
defect densities in polycrystalline solar cells leads to regions of low minority carrier diffusion
lengths. In terms of the solar cell efficiency, these local regions act as shunts for power generated in
neighboring regions, and result in unproportionally lower cell performance [3]. It was observed that
gettering is very inefficient in increasing the lifetime in areas containing defect clusters, and it was
speculated that this may be due to the strongly bound chemical state of transition metals at
intragranular defects [4, 5]. Unfortunately, the data on the fundamental physical properties of iron in
silicon, available from the literature, are essentially limited to interstitial iron and iron-acceptor
pairs, and do not include much information on other possible states of iron. Surprisingly, even some
basic properties of iron are still debated in the literature. In this article, we will discuss the physics
of iron in silicon, and will show that many of the issues, which are generally believed to be
resolved, are in fact poorly understood and need further research.
2 Interstitial iron in silicon

2.1 Electrical properties of interstitial iron

Although numerous experimental data, obtained on intentionally and unintentionally iron-
contaminated samples [6-20] suggested that the level at Ev+0.40 eV is associated with iron, it took
about 20 years of research starting from the pioneering work of Collins and Carlson [21] to prove
that this level is indeed the level of interstitial iron. The ultimate evidence for this was obtained by
Feichtinger ef al. [22], who diffused iron in #- and p-type silicon with different resistivities and
plotted the intensity of the EPR signal of Fe;’ as a function of the calculated Fermi level position.
He found that the charge state of Fe; changes from Fe," to Fe,” as the Fermi level crosses the level at
Ev+(0.375+0.015) eV [22]. These studies were done at cryogenic temperatures. :

The temperature dependence of the position of iron level in silicon received increasing
attention in the last several years due to its importance for modeling of segregation-type gettering in
p/p" epitaxial wafers. The experimental data reported in [23-25] indicate that the energy levels of
iron, as well as of manganese and cobalt, are strongly temperature dependent at high temperatures.
McHugo et al. [24, 25] and Gilles et al. [23] concluded from their neutron activation analysis
(NAA) and Mossbauer spectroscopy studies, respectively, that the position of the iron level at

=800°C coincides with that measured by DLTS and Hall effect at low temperatures, whereas at
T>900°C the iron level dives towards the valence band and nearly merges with it at T>1100°C.
Their experimental data are presented in Fig. 1.The absence of experimental data between the
temperatures where the DLTS and Hall effect data were obtained, and 800°C, makes the
interpolation of the iron level position over the whole temperature range difficult. One can imagine
three substantially different simple curves for a temperature dependence of the iron level in the
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12 ~ B Halleffect data Fig.1. 'Temperature dependence of the position of the donor
[ ® McHugo [24,25]| level of iron in the band gap with respect to the valence band
10 A Giles[23]] edge. The symbols represent the experimental data for the iron

level position obtained in numerous DLTS and Hall effect
studies at low temperatures (filled square) and as reported by
McHugo ef al. [24, 25] (filled circles) and Gilles et al. [23]
(open triangles). A data point measured by McHugo ef al. [24,
25] at 1373 K corresponded to the iron level merging with the
valence band and is shown in this figure by an arrow. The
lines represent attempts to fit the temperature dependence of
the iron level by three different functions: a parabolic fit
(curve 1, dotted line)), a step-like function (curve 2, solid line)
0 and a proportional fit Er,(T)/E,(T)=const (curve 3, dashed
0 - 200 400 600 800 1000 1200 1400 line). The temperature dependence of the band gap width
Temperature (K) Ey(T) is shown by the thick solid line “Ec”. This dependence
does not take into account an additional band gap shrinkage
due to heavy doping.
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intermediate temperature range, as indicated in Fig. 1: a parabolic fit to the experimental data (curve
1), a step-like function (curve 2) and a smooth curve given by (Er.(1)-Ey)/Eg(T)=const (curve 3), -
where E,(T) is the temperature-dependent band gap width. The parabolic dependence is the only
curve of the three, which is smooth and fits well the experimental data. Although it would be
premature and speculative to conclude that the temperature dependence of the iron level position in
the band gap is described by this parabolic function, we want to attract attention of the scientific
community to this possibility. Experimental studies at T<800°C are required to determine which of
the three models provides a better description for the temperature dependence of iron in silicon.

2.2 Diffusivity of interstitial iron in silicon

The diffusion coefficients of transition metals in silicon depend on the charge state of the
metal since the ionic radii of the neutral and ionized species and the degree of the electronic density
overlap of the diffusing atoms with surrounding silicon matrix are different for the ionized and
neutral charge states. Migration enthalpies and preexponential factors of the largest of 3d ions can
be astonishingly accurately calculated as a difference in the elastic energies at the tetrahedral and
the hexagonal interstitial sites using a hard-sphere model, as suggested by Utzig [26]. However, this
model fails for Cu, Ni, Co and Fe, which have the smallest ionic radii from the 3d row. For
instance, no prediction could be made for Fe;" using the model of Utzig [26] since the ionic radius
of positively charged iron is too small to distort the lattice. Obviously, the diffusion barrier of
interstitial iron is determined primarily by a strong interaction of iron valence electrons withup to a
hundred of surrounding silicon atoms, as it was observed in EPR and ENDOR studies [27-29].
Theoretical calculations which would take into account such interactions for neutral and positive
charge states of iron are lacking. In the following discussion, we will show that even
experimentalists do not agree if the positive or neutral iron diffuses faster.

The charge state of iron in #-Si and p-Si at different temperatures can be easily calculated
from the position of the Fe,”* level with respect to the Fermi level. The temperature dependencies
of the fraction of ionized iron in p-Si and »-Si for the temperatures from 300 K to 1400K are
presented in Fig. 2. The calculations took into account the temperature dependence of the band gap
width and possible temperature dependencies of the position of the iron level with respect to the
valence band, discussed above. At room temperature, Fe; is predominantly positive (and paired with
boron) in p-type silicon and neutral in n-type silicon. At temperatures above approximately 100 to
200°C, FeB pairs dissociate and the Fe;" concentration increases. At sufficiently high temperatures
(above 600 K) the Fermi level moves to the midgap position, and iron becomes mostly neutral in
both n-type and p-type silicon. The fraction of ionized iron depends on the function chosen to

AS
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boron in p-Si at temperatures below 350 K.
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describe the temperature dependence of the iron level position. Parabolic and step-like functions
(curves 1 and 2 in Fig 4, dotted and solid lines in Figs. 1,2) result in the fraction of ionized iron
decreasing with increasing temperature from 10% at 1000 K to 1.5% at 1400 K in both p-Si and #-
Si. On the contrary, the proportional model (dashed lines in Figs. 1,2) predicts a gradual increase of
the fraction of ionized iron from 5% at 1000 K to 10% at 1400 K. K

The predominantly neutral charge state of iron at elevated temperatures does not necessarily
imply that the diffusion coefficient of iron at high temperatures is determined by the diffusivity of
neutral iron. While about 95% of iron is neutral at T>1000 K in moderately doped silicon (see Fig.
2), the small fraction of ionized iron may significantly change (or even determine) the apparent
diffusivity of interstitial iron, if the diffusion coefficient of the ionized iron is much higher than that
of the neutral iron. This will be discussed below.

At low temperatures, the charge state of iron is better defined. It is assumed that iron is
neutral in #-57 and in the depletion region of reverse-biased Schottky diodes made on p-§7, and is
positive (and paired with boron) in p-Si. However, generation of electron and holes by iron (see,
e.g., [30]) may make small fractions of iron ionized in the depletion regions of p-Si Schottky diodes,
and neutral in the depletion regions of n-Si Schottky diodes, as pointed out by Heiser ef al. [31].

After the report of Weber [32, 33], based on experimental results of Struthers [34],
Kimerling et al. [35], and Shepherd e? al. [36], more than 10 research groups reported their results
on iron diffusivity [11, 23, 31, 34, 36-56]. Their data are plotted in Figs. 3,4. The diffusivity data
were plotted separately for the high-temperature and the low-temperature range to make the plots
more legible. We want to point out that the horizontal and vertical scales of Figs. 3,4 are identical
(so that the readers may combine them into a single oversized graph by cutting and pasting) and a
single line is fitted through both graphs.

Analysis of the literature data, presented in more detail in our recent review [57], shows that
there is a significant scatter from 0.49 eV to 0.92 eV in the iron diffusion barriers reported by
different groups, which can partly be ascribed to the narrow temperature range of each study.

'Additionally, there is no agreement whether ionized or neutral iron diffuses faster. While most of
the authors that compared diffusivities of Fe,” and Fe;* agree that neutral iron has a higher diffusion
barrier than Fe;" [31, 43, 51, 58], Koveshnikov et al. [50] came to the opposite conclusion. Heiser et
al. [59] suggested that this contradiction can be partly explained as a consequence of FeB pairing,
i.e., that Koveshikov ez al. [50] measured the effective diffusion coefficient of the ionized iron,
affected by pairing with boron. Unfortunately, the data on the pairing constants of iron with boron
remain ambiguous, thus hampering accurate evaluations of the effect of pairing.
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Fig. 3. Diffusivity of iron in silicon at temperatures
above 250°C. The solid line represents the fit given
by Eq. (1). The fit was made using data from both
this figure and Fig. 4.

Fig. 4. Diffusivity of iron in silicon at temperatures
below 250°C. Solid line represents the fit given by Eq.
(1). The fit was made using data from both this figure
and Fig. 3. The filled diamonds and open squares are
the data obtained by Koveshikov ef af. [50] for neutral
and ionized iron, respectively.

It 1s clear that an accurate value for the height of the diffusion barrier for neutral or ionized
iron can be obtained only by using experimental data in a wide temperature range under the
conditions when ionized or neutral iron is the only diffusing species. Unfortunately, this is difficult,
if not impossible, since iron usually co-exists in both neutral and ionized charge states. The apparent
diffusion coefficient of iron diffusing in two charge states is given by Dp,(Fe)=fD(Fe; ) +(1-
PD(Fe), where fis the fraction of ionized iron, and D(Fe;*) and D(Fe,”) are the diffusion
coefficients of ionized and neutral iron [23]. For example, if we assume that the diffusivity of Fe;”
at a temperature T is much higher than the diffusivity of Fe,’, then the apparent diffusion coefficient
Dpp(T) will be determined by the diffusion barrier of Fe;” despite the relatively low fraction, £, of
the ionized iron. However, the pre-factor in the diffusion coefficient will be reduced by the value of
coefficient £, which is, in turn, temperature dependent. The consequence of the temperature
dependence of fis that neither the diffusion barrier of Fe,” nor that of Fe;" can be straightforwardly
extracted from the temperature dependence of Dp(Fey).

Despite the lack of understanding of the charge state of diffusing iron, the experimental data
points for both Fe,” and Fe,", all plotted in the same plot, can be fitted by a single straight line (Figs.
3,4) with a slope corresponding to the diffusion barrier of £,,(Fe,)=0.6740.02 eV. The majority of
experimental data points can thus be described by the equation

D(Fe;)=(1.0%08) x1073 exp(- 00 5000 eV), em? [ s (1)

kgT

It is worth noting that this expression agrees within the error limits with the one previously
reported by Weber [32, 60], D(Fe;)=1.3x1 0’ exp(-(0.68 eV)/ksT) cm’/s. Although almost all data
points in Figs. 3,4 are fitted by Eq.(1), we would not conclude from this result that the diffusion
barrier of iron does not depend on its charge state. We believe that this agreement actually confirms
the difficulties with the analysis of iron diffusivity due to co-existence of iron in both charge states
in all or almost all imaginable experiments. Since we can assign Eq.(1) to the diffusivity of neither
ionized nor neutral iron, we will call it the “effective diffusion coefficient of iron”. Yet, the physics
of iron diffusion can not be understood without further experimental and theoretical studies.
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3 Pairing of interstitial iron with other impurities
3.1 Iron-boron pairing

Since a noticeable fraction of interstitial iron is ionized in p-Si, diffusion of iron will be
affected by its pairing with shallow acceptors. Recent studies of diffusivity of copper in p-type
silicon [61] revealed the importance of taking the pairing effects into account. The correct pairing
constants are absolutely necessary to reliably model the processes of diffusion and segregation
gettering of iron. Iron is believed to be the best studied transition metal in silicon, and it is assumed
that the pairing behavior of iron with boron, characterized by the equilibrium binding energy Ej,
diffusion barrier of interstitial iron £, and potential barrier for dissociation of FeB pairs Eg;;, was
established years ago. However, analysis of the literature data suggests that this is not quite the case.

The equilibrium binding energy F; can be obtained from the analysis of the temperature
dependence of the equilibrium fraction of Fe;, paired with boron, as it follows from the law of mass-
action:

NEB) = Z s exp( 2, @

N(Fe/)xN(B;) N; kgT
where N, is the density of interstitial sites in the silicon lattice (5x10% ¢cm™), Z is the number of
possible orientations of the pair with the same symmetry around one acceptor atom (4 for the
tetrahedral symmetry), and N(FeB), N(Fe;"), and N(Bs)) are the concentrations of FeB pairs, ionized
interstitial iron, and negative boron acceptors, respectively.

The temperature dependence of the equilibrium fraction of paired iron was studied by
Kimerling et al. [54, 55], Lemke [46, 62], Reiss ef al. [63], and Wunstel ef al. [64]. The reported
binding energies vary from 0.45 eV [55] and 0.53 eV [64] t0 0.6 €V [62, 63] and 0.65 eV [46, 54].
Wijaranakula [45] calculated a binding energy of 0.58 eV from the experimental data reported
earlier by Nakashima ef al. [44]. A scatter in the binding energies reported by different groups can
be partly ascribed to interaction of iron with other impurities, unintentionally introduced in silicon
during studies, and by narrow temperature range in which the studies were made. A careful re-
examination of the pairing data using state-of-the-art silicon material and modern cleanroom
facilities is required to obtain the binding energy with a better accuracy. While the scatter by 0.1 eV
is not very important from the point of view of fundamental physics of semiconductors, it is
unacceptable for the task of prediction of gettering in real devices.

A similar, if not greater, uncertainty was found in the reported association and dissociation
energies of FeB pairs. The association kinetics of FeB pairs can be described [36, 65] using the
theories of diffusion-limited precipitation/trapping, developed by Ham [66]. It can be shown [65]
that the association rate of FeB pairs is given by the following expression:

Tass = (4nD(Fe)N 4Rc) ™, | 3)
where Rc is the capture radius of iron by acceptors. Inserting the approximation of R¢ for
moderately doped samples into Eq.(3), one easily obtains [35, 54, 56, 65]:

egokpT 566.7xT
Tass = ~ 2 (4)
O'N,D(Fe;) D(Fe)xN,
This equation was extensively used for determining the diffusion barrier of ionized iron at low
temperatures. These studies, discussed in detail in our recent review [57], yielded strongly scattered
values for the diffusion barrier from 0.58 eV to 0.81 eV, which is certainly not accurate enough for
the purpose of predictive modeling.

The dissociation kinetics of FeB are determined by the potential barrier £, for a jump of
the Fe; ion away from the first closest neighbor position to the boron atom. The dissociation time
constant is given by:
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Tk =v><exp(—%;%) ©)
where v is the attempt frequency. Although it is quite straightforward to determine the dissociation
barrier Eg;; from the temperature dependence of dissociation reaction, we are aware of only two
values reported in the literature: Ezs=1.17 €V (v=1.8x10'" s) [67], and 1.2 eV (v=5x10" s7) [68].

It is important to note that the association or dissociation energies of the pairs were
calculated in most studies from the temperature dependence of the reaction rate assuming that the
reaction is either purely dissociation or purely association. This assumption is generally incorrect
and may lead to substantial errors since in fact, the rate of the observed reactions is determined by
both, the association rate 7= 7", and the dissociation rate rgss= 745 . This point can be illustrated
by the analysis of a simple differential equation, describing the reaction kinetics. If we neglect the
precipitation of iron, assume that most of the interstitial iron is ionized (N(Fe;)=N(Fe;")), and that
the concentration of iron is much less than the concentration of boron, then the iron-boron pairing

reaction is given by the following differential equation:

dN(;;eg) =Trgass X (N(Fe;) — N(FeB)) — rgiss x N(FeB) ©

where N(FeB) is the concentration of iron-boron pairs. The solution of this equation is given in the
general case by

N(FeB)=—8%5 __y N(Fe;)- {—EL— x N(Fe;)~Ng (FeB)} X eXP(—(rss + Iiss)t) 7

Tass *Vdiss Yass *7diss
where Ny(FeB) is the initial concentration of FeB pairs at the beginning of the measurement (r=0). It
is important that the reaction rate is always given by the sum of association and dissociation rates.
Hence, the apparent activation energy of the reaction as reported in the literature may actually come
out to be between the true dissociation and diffusion barriers.
3.2 Interaction of iron with oxygen

Oxygen and carbon are major impurities in silicon, contained in very high concentrations,
between approximately 5x10'® cm™ and 10'® cm™. Although understanding of the interaction of
iron with carbon and oxygen is of major importance for the characterization of iron in silicon, there
are only a few contradictory experimental studies on this subject. The studies of Hackl ez al. [69]
showed that iron prevents the nucleation of oxygen precipitates even if the iron concentration is as
low as 10" cm™, whereas Zhang et al. [70], Shen et al. [71] and Jablonski ef al. [72] found that the
precipitation of oxygen is significantly enhanced in the presence of iron. Miyazaki ef al. [73]
showed that grown-in iron enhances the formation of OSF and, following the conclusions of [74,
75], suggested that iron precipitates serve as nucleation sites for OSF.

You et al. [76] reported an electron trap level at Ec-0.36 eV due to the iron-vacancy-oxygen
complex (FeOV) in irradiated samples contaminated with iron. The identification of this level was
based on the fact that the anneals of the samples at 80°C resulted in an increase in the concentration
of the level at Ec-0.36 eV, accompanied by an equal decrease of the concentration of the A-center
(V-0 complex) at Ec-0.17 eV. The total concentration of the 4 center and the center at Ec-0.36 e}
remained constant within 10% during the whole anneal, thus indicating that the first center is
converted into the second one [76]. No reduction in the 4-center concentration was detected during
similar anneals in samples containing no interstitial iron, thus confirming that iron is a part of the
Ec-0.36 eV center. A decrease in the concentration of the A-center during iron precipitation was also
observed in the EPR studies of Kustov ef al. [77]. Ammerlaan [78], with a reference to a private
communication with J.W.Corbett, reported g-values of the EPR signal of FeOV center.

Mchedlidze and Matsumoto [79] studied the electrically detected magnetic resonance
(EDMR) of iron in Czochralski-grown (CZ) silicon. They found a new signal with an amplitude
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correlating with the iron contamination level in the samples. Since the signal was only observed in
iron-contaminated oxygen-rich CZ-Si, and was not detected in low oxygen content float zone (FZ)
Si, it was proposed that the signal originates from complexes containing both iron and oxygen, e.g.,
iron-decorated oxygen precipitates.

3.3 Interaction of iron and its complexes wzth hydrogen.

The ability of hydrogen to passivate electrically active defects is well known (see, e.g., a
review of Pearton e al. [80]). Hydrogen passivation of grown-in defects is commonly used in solar
cell technology to increase the minority carrier diffusion length (see, e.g., [81, 82]). Passivation is
usually implemented by a relatively low-temperature hydrogen plasma treatment. Substantial
concentrations of hydrogen are also introduced into the near-surface region of silicon during routine
chemical etching (see, e.g. [83-86]). Recent experimental data showed that interaction of hydrogen
with impurities is more complicated than just passivation. Complexes of transition metals with
hydrogen often introduce new levels in the bandgap (see, e.g., recently published data on Pt-H
complexes [85], Ag-H complexes [87], and Co-H complexes [88]).

Despite the importance of the problem of interaction of iron with hydrogen and passivation
of iron-related defects, the data in the literature are inconclusive. Tavendale et al. [52, 89] studied
the influence of hydrogen plasma treatment on Fe-related deep levels and reported that the levels
Ey+0.32 eV and Ey+0.39 eV (note that the latter level is not the level of Fe;, since interstitial iron
had in Refs. [52, 89] a DLTS peak at higher temperatures with the energy Ev+0.40 V), which
appeared in DLTS spectra after diffusion of Fe and were thus suggested to be complexes of Fe with
an unknown structure. These levels were neutralized by hydrogen to the depth of the hydrogen
penetration. They also found that the level of interstitial iron was not affected by the plasma
treatment. The latter result has recently been confirmed by Weber [90]. Data of Kouketsu ef al. [91,
92] indicate that the FeB peak at Ev+0.1 eV is effectively neutralized by hydrogen. Kaniewska ef al.
[93] reported a change in the shape of the DLTS spectra of n-type Fe-contaminated silicon samples
with dislocations and stacking faults after hydrogenation, although could not identify the passivated
centers.

Several authors suggested that the levels at Ev+0.23 eV, Ev+0.38 eV [91, 92], and Ev+0.31
eV [94] appear in the bandgap after hydrogenation of iron-contaminated samples and argued that
they are levels of iron-hydrogen complexes. It was shown that these levels are unstable at elevated
temperatures and dissociate after anneals at 175°C for 30 min [94]. Unfortunately, the experiments
described in Refs. [91, 92, 94] lacked a systematic analysis of the interaction of hydrogen with the
impurity levels, such as that recently developed in Refs. [83, 87]. This approach includes the
comparison of DLTS spectra of cleaved (no hydrogen) and etched (hydrogen in the near-surface
region) samples, and a comparison of the depth profiles of the traps with the predicted distribution
of hydrogen. This enables one to even determine the number of hydrogen atoms in a complex.

4 Complexes which include several iron atoms.

A number of EPR studies revealed that iron forms complexes, consisting of several iron
atoms and/or vacancies or shallow acceptors. A detailed discussion of these complexes can be found
in our recent review [57]. The first report on agglomerates of several iron atoms was published by
Muller ez al. [95], who studied complexes of iron in electron-irradiated silicon and identified
(FeFe;Vy complex, (Fe;Fe;V5) complex, and FeF'e;-complex. The EPR spectrum of Fe;Fe; pairs
was identified by Muller et al. [95] and further studied by van Kooten ez al. [96] and Gehlhoff ez al.
[97]. The disappearance of this center at or just above room temperature indicates that there is a
strong preference for the further aggregation of iron at this center. Gehlhoff ez al. [97, 98] found a
resonance of a defect with a monoclinic symmetry, that was identified as another configuration of
the FeFe; center. According to the data of Ref. [97], the disappearance of the EPR resonance of the
Fe,Fe, pairs could be enhanced by the illumination of the sample with above band-gap light.
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The next intermediate state of the agglomeration of iron, which was observed by EPR, is the
neutral (Fe;), cluster [95]. Studies of the dependence of the concentration of this center on the
temperature of isochronal anneals revealed that the concentration of the complex reaches its
max1mum at temperatures around 140°C. If the sample is annealed at a higher temperature (above
150°C), the intensity of the correspondent EPR signal decreases, which can be explamed asa
growth of (Fe;), clusters to larger agglomerates of iron.

Ezhevskii ef al. [78, 99, 100], Gehthoff ef al. [97, 98] and Irmscher ef al. [101] reported
complexes with monoclinic and orthorhombic symmetries consisting of two iron atoms and a
shallow acceptor such as boron or aluminum, The reaction producing the complexes of FeFeB took
place during storage at room temperature, and the intensities of the spectra were found to be a
function of the storage time [99]. In A/-doped silicon, Ezhevskn et al. [100] found two EPR spectra
with monoclinic-I symmetry, whlch | were identified as (Fe;"FeAI) in two different configurations.
The hyperfine splitting due to two *"Fe iron atoms was later reported by Irmscher et al. [101], who
also showed that the FeFeAl defect produces two groups of EPR lines corresponding to the ground
and the excited states of the same defect. They reported that storage of the samples at room
temperature led to the disappearance of the EPR signal, which could be restored by shining above-
band-gap light on the samples. ~

Thus, EPR studies revealed at least 8 complexes consisting of two or four iron atoms. These
complexes may be precursors of the agglomerates of iron present in high defect density areas of
solar cells. However, there are no data on electrical and recombination properties of these centers.
S Techniques for detection of trace levels of iron in silicon

The unintentional iron contamination levels of 10"*-10™ cm™ were quite possible some ten
years ago, particularly in multicrystalline silicon for PV applications at the stages of development of
the growth technology. Part of the unintentionally introduced iron was probably present as
- agglomerates of iron or complexes of iron with other defects, possibly vacancies, oxygen, carbon,
or trapped at intragranular defects. Since the density of such trapping sites is limited, most of iron
remained as FeB pairs. Development of technology has drastically decreased the iron contamination
levels. Consequently, FeB pairs are not considered the major recombination center anymore. On the
other hand, iron that is trapped at intragranular defects has attracted increasing attention in the past
years, especially in PV research. Detection and analysis of the structure of microdefects and
determination of their iron content is an enormous challenge for the silicon metrology. In general, -
analysis of iron contamination of silicon seeks answers to three questions: (i) how much iron is
present in the samples? (ii) where is it located?, and (iii) what is the chemical state of the iron? The
first question translates to the integral sensitivity of the method, the second one to its spatial
resolution, and the last one to its “chemical resolution”. The requirements of high spatial and
chemical resolution are incomparably more difficult to meet than that of high integral sensitivity.
For instance, the requirement to achieve spatial resolution of 1 micron corresponds, for the total
concentration of homogeneously distributed iron of 10'*> cm™, to the requirement to detect one iron
atom in a cubic micron of the sample. No wonder that none of the analytical tools meets all these
requirements. In the rest of this section, we will discuss the current state of the analytical tools
which are thought to have the highest sensitivity to iron, and will address their individual detection
capabilities.

Minority carrier lifetime techmgue The primary technique for determination of
concentration of interstitial iron is the analysis of change of lifetime as the result of dissociation of
FeB pairs under the influence of heat or light [56, 102]. This procedure is a standard procedure in
SPV, and can be used with some limitations (low injection level) by ELYMAT and u-PCD
techniques. Only FeB pairs can be 1dent1ﬁed The detection limit of interstitial iron in silicon by
SPV, which was only about 10" cm™ [103] in 1992, has been steadily improving during the last
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decade and is presently at about 2x10” cm™ in the IC processing line environment [104, 105], and
down to 8x107 cm™ under laboratory conditions [56, 106]. However, lifetime techniques assume
that iron is homogeneously distributed in the direction, perpendicular to the wafer surface.

Deep Level transient Spectroscopy: DLTS of p-type silicon can detect all complexes of iron
which form electrically active levels in the lower part of the bandgap [57]. Sensitivity of DLTS is
determined as a ratio between the concentration of defects, Nr, and the doping level, N, and is
usually in the range of Ny/Np~(10 to 10"®). Hence, the detection limit of DLTS in silicon wafers
with resistivity of 10 Ohmxcm (N#10" cm™®) is about 10° to 10" cm™. The spatial resolution of a
DLTS measurement is determined by the diameter of the Schottky diodes (about 1 mm) and the
thickness of the depletion region, formed under the contact after application of external bias (several
microns). Thus, one measurement represents local concentration of the deep levels in only
0.00005% of the volume of a 4” wafer. Although mapping of the wafers with DLTS is possible (by
evaporation and measurement of a set of diodes onto different spots), it is very time consuming.

Total X-ray Fluorescence: TXRF usually focuses X-rays in an approximately 0.5 cm” spot
on the surface of a mirror-polished wafer, and detects impurities in the top 5-10 nm layer of the
wafer. Flatness of the surface of PV poly-Si wafers is usually not sufficient for TXRF analysis.
TXRF does not distinguish between different chemical states of iron and measures the total iron
concentration. There is a noticeable trend of improvement of the detection limit of TXRF to iron
and most other critical elements from 10" - 3x10" em? in the late 1980s (see, e.g., Ref. [107]) to
10° - 10" cm™ in the 1990s (see, e.g., Refs. [108-117]). The sensitivity can be further increased by
collection the impurities from the whole wafer surface into a single spot by using vapor phase
decomposition (VPD) technique, which improves the sensitivity of the analysis to 10° cm? for 100
mm wafers and 5x10® cm™ for 150 mm wafers [117-121]; even the sensitivity limits of 1x10® cm™
[122] and 8x107 cm™ [115] were reported.

Atomic absorption and emission spectroscopy: AAS requires complicated sample
preparation, which involves dissolution of either the whole sample, or of a thin near-surface layer,
and thus measures the integral iron concentration. The detection limit of bulk concentration of Fe is
10" cm™ for analysis of thin layers (1 micron) etched from the surface of a silicon wafer, and
5x10™ cm?, if the whole wafer is dissolved [123]. Sensitivity can be improved by using graphite
furnace to atomize the sample, and VPD technique to pre-concentrate the impurities. Gupta et al.
[124] reported the surface sensitivity of VPD GF-AAS to iron of about 8x10° cm?, while Shiraiwa
et al. [125] reported even better sensitivity of 2x10° cm™ (wafer diameter is not reported).

Mass-spectrometry: The simplest and the most common modification of mass-spectrometry
is SIMS, which is subdivided into dynamic and static SIMS. In dynamic SIMS, high ion current
densities are used to erode successive atomic layers at a relatively fast rate. Dynamic SIMS has the
following mutually exclusive ultimate specifications: detection limits between 10" and 10" cm™ for
most impurities in semiconductors, a lateral resolution of 20 nm, and a depth resolution approaching
1-2 nm [126-129]. Static SIMS is confined to analysis of the top monolayer of the sample. This is
achieved by a very low-intensity primary ion beam and by a correspondingly low sputtering rate
(10 to 10 of a monolayer per second). To obtain a sufficient secondary ion yield for such a slow
sputtering rate, secondary ions are sputtered from a larger area (about 0.1 cm?), and the spatial
resolution of static SIMS is decreased to about 1 mm [127]. Quantification of the static SIMS is
very difficult [127, 130], primarily because no stationary condition of the surface is achieved during
sputtering of the first monolayer. While the bulk sensitivity of dynamic SIMS is relatively low, as
compared with GF-AAS or DLTS, static SIMS is an extremely sensitive method for the analysis of
surface contamination, and enables one to reach the sensitivity to iron of about 5x10° cm™.

The most sensitive modification of mass spectrometry is the inductively coupled plasma
mass spectrometry (ICP-MS), where the high-temperature argon plasma torch is used to atomize

24



and ionize the sample [131]. ICP-MS requires dissolved samples. Reported ICP-MS sensitivity
limits for iron are scattered from 2.6x10% cm™ after a VPD-type collection of iron from the surface
of 200 mm wafers, as reported by Ruth et al. [132], to poorer detection limits of 2x10' cm™ for 6
inch wafers [133], and 2.5x10” cm?, as reported by Joly [115]. Gupta et al. [124] applied ICP-MS
to detection of trace metals in ultrapure deionized water and 2% HF and reported detection limits of
16 ppt for water and 55 ppt for HF.

Neutron Activation Analysis: NAA is based on the quantitative detection of radioactive
species produced in samples via nuclear reactions resulting from neutron irradiation of the samples.
Unlike DLTS or SPV, NAA measures total iron concentration in the bulk, no matter if it is in the
form of electrically active or inactive point defects, complexes, or precipitates. The only radioactive
isotope of iron, suitable for NAA analysis from the point of view of its half-lifetime, is > Fe (¢,,=45
days), formed after irradiation of **Fe with thermal neutrons. Unfortunately for high-sensitivity
NAA determination of iron in silicon, the isotopic abundance of **Fe is only 0.31% [134]. Thus,
only 0.31% of the total iron impurity can be activated and detected by NAA. Consequently, the
sensitivity of NAA to iron in silicon is one of the poorest among about 43 to 53 elements detectable
by NAA, and is about 3 orders of magnitude lower than that for Co or Au [135, 136]. Development
of neutron reactors and particularly implementation of the low-background-noise underground -
counting facilities which reduce the background radiation by up to a factor of 40 [137] and even up
to 1000 [136] result in a continuos increase of detection limits of NAA to iron. The reported
sensitivity limit of NAA to iron increased over the years from 2 ppm (5x10'® cm™) in 1951 [138],
20 ppb to 120 ppb (5x10' cm™ to 3x10"° cm™) in the beginning of 1970s [139-141], 430 ppt
(1.1x10" cm™) in 1989 [142], to 8.3 ppt (about 2x10"" cm™®) in 1993-1996 [135, 136)].

6 Sources of unintentional iron contamination

Veheijke [143] listed the following sources of unintentional contamination: impurities in
polysilicon fedstock and contamination during crystal growth; surface contamination during slicing
and lapping; contamination from handling by mechanical equipment, which can occur during
electrical measurements, numbering or marking, ion implantation, reactive ion etching, or rapid
thermal annealing; contamination introduced during epitaxial growth; contaminations introduced
during cleaning and etching procedures; contamination from the furnace during high temperature
treatments such as oxidation, annealing after implantation, diffusion processes; contaminations
during medium temperature treatments such as deposition of layers (Si3Ns, polycrystalline Si, and
Si0,). Thus, contaminations can be classified as grown-in (those which were not removed from the
silicon feedstock by purifying), and as introduced from chemicals (e.g., gases, wet chemistry,
photoresist, water), from processing equipment (furnaces, ion implanters, polishing machines, etc.),
and from handling between these steps (including cleanroom ambient) [144, 145].

The starting concentrations of iron in polysilicon steadily decrease, as silicon technology
develops. The 1957 studies of James et al. [146] revealed iron concentrations in silicon at about 10%
cm™. In 1975, concentration of Fe in poly-Si was about 3x10' cm™ [147, 148]. Relatively recent
studies of Huber et al. [135] reported iron concentration in polysilicon below the detection limit of
2.5x10" em®,

Crystal growth is the most powerful purifying step in the whole process of production of
silicon devices, as long as heavy contamination during growth is avoided. This is because iron, as
the other transition metals, has a low distribution coefficient, which means that silicon is purified
during crystal growth by segregation of impurities in the melt. Literature data on distribution
coefficient of iron between silicon solid crystal and the melt are in reasonably good agreement: 10,
as reported in [146], 8x10° according to [149], 3x10° after [150], 7x107° as suggested in Refs. [32,
151], and 5x10° to 1x107 as reported in [21]. The strong segregation of Fe in the melt enables
silicon growers to grow the crystals with iron content below the sensitivity limit of the available
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equipment [152]. Solar cell technology can not always benefit from the segregation purification of
silicon crystals since it often utilizes fast cooling rates, which decrease the effective distribution
coefficient. This explains the recent studies of Smith et al. [136], who revealed iron concentration in
the silicon wafers for solar cells of about 1000 ppt (2.5x10" cm™) .

Slicing and mechanical lapping are, according to the Ref. [153], very dirty operations.
Wafers at this stage may be badly contaminated with a variety of impurities. Fortunately, almost all
of this contamination is removed at the chemical cleaning step. This is possible because wafers are
sliced and lapped at room temperature, where the diffusivity of most transition metals (with the only
exception of copper, Ref. [61]) is negligibly low, so that the metals do not penetrate into the bulk of
silicon. Contamination of wafers from handling (although on a much lower levels) remains one of
major sources of transition metals. Similarly, metal belt used in some PV technological processes,
may be an important source of metal contamination. Cleaning processes can paradoxically be one of
important sources of impurities for silicon wafers [114]. Chemicals can be contaminated during
their distribution in the recirculation/filtering loop of the wet benches by a sudden pump integrity
loss, or by dipping cross-contaminated wafers [114]. Fabry et al. [154] reported that ion exchange
resins, used in water regeneration systems, may under certain conditions become crucial iron
contamination sources.

Contamination of wafers during high-temperature oxidation was a major source of metal
contamination in the silicon industry in the beginning of 1980s and probably remains an important
contamination source in the modern industry. Analysis of Schmidt ef al. [153] revealed that metals
diffuse from the furnace metal parts and impure SiC liners through the walls of the quartz tube. This
diffusion was found to have a very steep temperature dependence, resulting in an enormous increase
in contamination level of the wafers if the temperature exceeded approximately 1150°C. Schmidt ef
al. [153, 155] suggested that transition metals diffuse preferentially along incipient grain boundaries
in vitreous quartz at high temperatures. They showed that an effective way to eliminate
contamination is to us a double-walled quartz tube with an HC/-containing gas (e.g., dry oxygen)
being passed between the inner and outer walls of the tubes [153, 155, 156]. ~
7 Summary.

Investigations of iron-related defects provide a perfect example of how different
experimental techniques, sensitive to structural, recombination, electrical and optical properties of
defects, can be combined to identify the nature of each defect. On the other hand, it revealed how
complicated the physics of iron is. Analysis of the literature shows that the interest of research
gradually shifts from the properties of interstitial iron and FeB pairs to more obscure reaction paths
of iron, which are predominant at low iron concentrations and may result in formation of
agglomerates of iron, stable at gettering anneals. These studies will surely be beneficial for the
understanding of the effect of iron on the efficiency of solar cells.
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Mechanical Strength Evaluations and Plans
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Summary: The key studies performed on mechanical wafer strength at Siemens Solar Industries
are collected herein. The implications of these studies are collectively evaluated for the desired
process optimization as well as improvements in the analysis technique.

Motivation: A simple analysis of the contributing cost of Module Fabrication and the savings
allowed through reduced wafer thickness gives the following charts:

Breakdown of Module Cost Percent Reduction of Current Cost
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Module Xtal 96%
30% 30%
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is 315 Microns
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Wafering 80%
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Figure 1. Figure 2.

The cost reduction chart, Figure 2, assumes that crystal cost and wafering costs (totaling 50% of
all costs) are inversely proportional to the number of wafers per mm of ingot with a constant kerf
loss of 180 microns. This should be viewed as an upper limit on savings — wafering cost does
somewhat increase with the number of wafers, and the assumption of zero yield impact is
unlikely to be true. The degree to which we can reduce the thickness without a yield impact is
the degree to which we can obtain the indicated savings. The rest of this paper summarizes our
analysis towards this goal. In the effort to achieve these savings, compensating techniques are
necessary to prevent a loss in cell efficiency, which occurs as the cells become thinner — these
techniques are not addressed in this paper.
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Summary of Analyses

The analyses can be summarized into two types — offline and online. The offline analyses are
those done by intentionally breaking the cells - mainly with an ASTM —type concentric ring
stress. Online analyses are those done by submitting various groups to the production line and
collecting data on those that break in processing. Generally, offline testing has not been a good
predictor of wafer survivability online. A collection of the benefits and problems with both
methods are described below.

Offline Tests

Fracture Force

Siemens Solar Industries has contracted the Fraunhofer Institute to conduct detailed analysis of
TriCrystalline Material and Cz <100> material in three conditions — as Sawn, after Damage Etch
(DE) and after Texture Etch (Tex). A summary of the results is shown below in Figure 3

Weibull Analysis of TriCrystal vs <100> by Process Step

99 ¢  DE <100>
Sawn <100>
. Sawn TriSi

A Tex <100>

95
90
80
70
60
50
40

30
20 -

Percent

10

Data
Fracture Force [N]
Cz
Figure 3.

For this chart, a Weibull analysis was used. In Weibull analysis, it is assumed that fracture at the
most critical flaw under a given stress distribution leads to total failure. Thus the Weibull method
is also called “Weakest Link Statistics” [1]. A concentric ring, ASTM methodology was used in
this test.
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The effect, as was seen in 1979 by Chen [1], of <100> material becoming strengthened by
damage etch, and then somewhat weakened (and more variable) after texture etch is confirmed
here for our process. Another comparison that can be made from this chart is TriCrystalline vs
<100> sawn wafers. In this comparison, the TriCrystalline material shows an unfavorable
distribution.

Figure 4 shows a direct comparison of fracture strength of Tricrystal vs. <100> as a function of
the etch condition, the tricrystal wafers measured much stronger than the Cz (100> wafers.

Influence of Material/Processing on Wafer Strength
(100 samples/test, size10x10cm”2, 320um thick)
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C NaOH, 80 C C 100 C 100C

Material/Process

Figure 4.
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Fracture force vs size

The following charts demonstrate the challenge of breakage for solar cells relative to the
semiconductor industry. The data collected and shown in Figures 5 and 6 shows the continuation
of the decrease of the fracture force proportional to the square of the thickness for thicknesses
ranging from 800 um to 100 um. The bowing of the wafers prior to breakage becomes much
more substantial at thicknesses below 200 um.
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The following chart illustrates an attempt to test a hypothesis that the breakage in the etch
process is ingot related. To perform this test, a comparison of the breakage strength of wafers
adjacent to actual broken wafers (in the etch line) vs a control group (from a boat with no broken
wafers) was performed. The test concluded that there was no localized affect from the ingot
which predisposed a wafer to fail, as measured by the fracture test.
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Figure 7.
In summary a list of the benefits and problems of offline testing include:

Benefits

Controllable environment — standardized results

Results traceable to theory, and a body of knowledge

Provides a strength measurement independent of handling roughness

Problems

Correlation with yield has never been established

The methods used thus far do not stress the edges

Wafers can be very vulnerable to breakage in a certain process step yet very strong to these
controlled tests
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Online Tests

Online testing has been conducted several times at Siemens Solar Industries. In this test,
materials are “carefully” processed in an attempt to compare the survivability of different groups.
In this case, “careful” means particular attention to assure that nominal conditions are used to
process the material. Excessive care towards reducing breakage can lead to deviations from
normal conditions which skew the results. It should be noted that the handling gentleness is
another effort which pays dividends regardless of the mechanical strength built into the material.
This effort is not addressed here.

Figure 8 from an early wafer comparison test shows an encouraging result for thin Tricrystal
wafers.

4 inch Mechanical Yield by Process Step for 110 um thick Wafers
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Figure 8.
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Percent Breakage

Figure 9 demonstrates our most recent methodology for testing and reporting mechanical
survivability. It also shows the effects of edge treatment. This test compared control or standard
wafer lots to edge ground wafers, non edge ground wafers, wafers from vendor 1, and wafers
from vendor 2 for breakage.
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Figure 9.
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The same data grouped by edge condition and showing only the totals and confidence intervals
yields the following chart:

Breakage by Category
Measured Value with 95% Confidence Error Bars
150 mm, 315 um wafers
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In summary a list of the benefits and problems of online testing include:

Benefits

A direct test of survivability

Standard statistics for proportions (percent reject) can be used for significance tests

The process of conducting such an experiment stimulates good hypothesis that can be used to
further improve the process

Problems

Influences of the test itself can bias results

Not a standard, can not be replicated in a lab

Difficult to emulate nominal care - “Hawthorne Effect”

Sufficient Lot sizes for statistical significance are difficult to manage
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Summary

While most of the data collection has been done with offline techniques, the lack of practical
correlation with yields has made these techniques poor tools for decision making. Online testing,
performed with careful experimental protocol to overcome the above obstacles, is emerging as
the most practical methodology to support decisions related to optimization of mechanical
strength and reductions of the associated cost per watt.

Plans

The most significant practical question for Siemens Solar Industries at present is the true
mechanical benefit of various crystal structures and edge conditions for producing thinner
wafers. Preparations are being made to conduct a significant online test inclusive of 315, 250
and 150 micron wafers.

Additionally Siemens Solar Industries has contracted the Fraunhofer Institute to study improved
methods of offline testing. The aim of these studies is to gain better correlation with practical
results. The approach of the Fraunhofer Institute is to focus the forces only on the wafer edges.
The experimental method intends to apply a specific force to a specific area. If the wafer does
not break, the test head will move around the wafer to ensure the whole wafer will withstand the
set force. If the wafer survives, the force is increased. In this manner, the weakest edge location
is identified and Weibull statistics can be used to draw conclusions that have practical
significance in line yield and productivity improvement efforts.

Reference:
[1] Chen, Fracture Strength of Silicon Solar Cells, US DOE, JPL
[2] Bawa, Petro, Grimes Semiconductor International 11/95
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Manufacturing Issues Related to Processing Thin Crystalline Silicon Solar Cells
Dr. Stephen P. Shea, Director of Crystalline Process Development, BP Solarex

Abstract: The cost of silicon feedstock is an important and relatively volatile component
of the overall cost of PV products. Processes that reduce either the silicon component in
the finished product or the silicon lost during manufacturing are attractive as a means of
both reducing the overall cost, and of desensitizing that cost to variation in the price of
feedstock. In addition, the ability to process thinner wafers has advantages in the
engineering design of high efficiency devices.

The transition from ID to wire saws has produced great progress in silicon use, to the
point that wafers as thin as 240 microns are now used routinely in some PV production
lines. Thinner wafers can be cut without great difficulty, but are not used in
manufacturing because of downstream handling problems and incompatibility with
typical cell manufacturing processes.

Further significant progress in reducing wafer thickness will require re-engineering solar
cell designs and downstream processing and handling.
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Mass productioh technologies of SiN passivation process
Katsuhiko Shirasawa '
, | Kyocera Corporation
1. introduction , '

Since kyocera reported the SiN passivatién effect by the plasma enhanced CVD at
the first international PVSEC in 1984(1), the development‘of the SiN passivétion has
been performed by some research organization of USA, Japan, Europe and Australia. i
Kyocera has produced high efficiency multicrystalline silicon solar cells by
introducing the PECVD SiN process. At the present, the PECVD SiN process is very
important téchnology‘ for crystalline silicon solar cells and is investigated to use for
mass production. SiN prbcess technologies and mass production technoiogies will be
developed to attain hlgher performance and lower cost in the future.

2. SiN process
The SiN passivation has two effects 'One is the surface passivation. The other is -
the bulk passivation. These effects are as follows. )
(1) surface passivation
SiN films by PECVD have an effect on the surface passxvatmn(2) :
Semiconductor-insulator interfaces are very important for the surface passivation.
The key parameters are the interface state density, the trapped charge within the
interface states, and the insulator charge. SiN films by PECVD have positive
charge densities of 101~ 10! ¢m-3. The surface recombination velocity of 1~10
cm/s was obtained. Recently the surface state density of about 10''cm-2eV-1 has
been  obtained. SiN films by high-frequency direct PECVD and remote PECVD
are investigated to reduce the surface damages
(2) bulk passivation
PECVD-SiN is an excellent antireflection coatmg and an effectwe passivtion of
bulk defects and grain boundaries. High efficiency solar cells have been obtained by

SiN film formation process with PECVD using SiH4 and NHS3 at over 400°C as

compared with usual antireflection coating process such as TiO2. Higher efficiency

was obtained by the thermal treatment after PECVD-SiIN deposition(3). Fig.1
shows the relation between hydrogen concentration profiles and thermal treatment
after SiN film deposition, As shown in Fig.1, hydrogen is diffused’ into the bulk by

thermal treatment after SiN film depoaltmn , v

- Fig.2 shows the ESR unpaired electmn spin‘ density of oxide passivated
multicrystlline silicon substrate with PECVD-SiN. As shown in Fig. 3 the spin
density is decreased and the bulk quahty is lmproved
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3. SiN deposition method

The direct plasma CVD method is generally used as shown in Fig.3. This
technology will progress by the development of performance improvement and mass
production process. Recently the remote plasma CVD method in Fig.4 and the Cat-
CVD method in Fig.5 have been developed. The remote plasma CVD and the Cat-
CVD decrease the damage on surface of substrate in comparison with the direct
plasma CVD. In Cat-CVD method, deposition gases are decomposed by the catalytic
cracking reactions of a heated tungsten catalyzer placed near substrates, and so that
SiN films are formed without any help from plasma or photochemical excitation(4).
These films showed good properties for the application as device passivation films.
Tablel shows the growth conditions of SiN films. The minimum value of the surface

state density is 3.2X 10 Yem2eV-! . The film is almost stoichiometric composition

Parameter
Flow rate SiH4(sccm) 0.5
NH3(scem) 60
T substrate("C) 300
T catalyzer('C) 1700-1800
Pg(mTorr) 10
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4. mass production

Though there is scarcely any practical PECVD machine for mass production,
Kyocera realized the practical use of PECVD-SIN process into mass production 15
years ago. But in the future higher efficiency and lower cost will be required with

scale up of production. Fig.6 and Fig.7 show the schematic diagram of mass

production machine.

Subjects for development are as follows.
(1) high throughput : 1800wafers/hr (15cm X 15¢m size)

—high growth rate : over 20A/s

—large area electrode : over ImX1m

(2) improvement of operation rate

—self-cleaning

—simple maintenance
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(3) reduction of particles
—not use susceptor
—gelf-cleaning

(4) reduction of machine cost

—standardization of machine specification

TTT———— VD

mainframe
loading chamber unloading chamber
[ | [ | | I
\\ [ | [ ] [ ] //
loading chamber CVD unloading chamber

5. conclusions

Practical use of crystalline silicon solar cells has been starting. In recent years,
improvement of efficiency and reduction of cost have made remarkable progress. But
higher efficiency and lower cost will be required for large scale practical use. In the

future SiN process technology will be very important for high efficiency and low cost
crystalline gilicon solar cells.
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Effects of Al-Gettering and Al-Indiffusion Induced Back-Side-Field
on the Efficiency of Si Solar Cells

T.Y. Tan and P. S. Plekhanov

Department of Mechanical Engineering and Materials Science
Duke University
Durham, NC 27708-0300

ABSTRACT

The process of impurity gettering from Si by an Al layer for solar cell applications and the
device operation resulting from it are modeled simultaneously. The enhancement of the solar cell
efficiency due to the gettering is evaluated. In addition to the gettering, Al indiffusion, which
occurs during gettering, is taken into account, and the effect of the created back surface field
(BSF) is analyzed. It is shown that, for solar cells fabricated from low quality multicrystalline Si,
the efficiency gain is primarily due to gettering, whereas BSF may play a more significant role in
solar cells made of Si of high purity. The model allows to work out an optimum temperature
regime for both processes.

Introduction

Impurities and imperfections serve as charge carrier recombination centers in Si crystals
and can significantly reduce the efficiency of solar cells. Deposition of Al on the wafer surface
and annealing at temperatures from 700 to 1200 °C provides gettering effect and can significantly
increase minority carrier lifetime. In electronic grade CZ Si, impurities are in dissolved state, and
can be gettered comparatively rapidly. In low cost CZ or multicrystalline Si, impurities are
present in both dissolved and precipitated state. Gettering of precipitated impurities takes
significantly longer time because the precipitates serve as sources that release impurities into the
solid solution very slowly during gettering. Using computer modeling of the process, it was
shown' that by choosing a proper temperature regime, the needed process time can be greatly
reduced. It is highly desirable to be able to predict the influence of the impurities remaining in Si
on the performance of the SC. Since the recombination centers located at different depth have a
different influence on the SC performance, it is necessary to know the depth profiles of impurity
concentration for accurate analysis. In practice, simultaneously with gettering, an indiffusion of
Al into Si also occurs. Al acts as a p-type dopant, and thus, in cells with p-type bases, a gradient
of p-doping concentration is created near the back surface, giving rise to BSF. It provides an
additional driving force for the diffusion of electrons towards the front surface, improving their
collection and increasing the efficiency of the cell.” Earlier attempts to separate effects of
gettering and BSF did not include modeling of the gettering process.’ In order to optimize the
process of Al gettering and indiffusion to obtain maximum efficiency enhancement due to both
increase of lifetime and BSF and, at the same time, to shorten the process, a model that
incorporates gettering and indiffusion has been developed. It allows to predict the achieved
efficiency enhancement at any stage of the process by modeling of a SC performance based on the
obtained impurity depth profiles.
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Modeling

A detailed description of the modeling of gettering process of dissolved and precipitated
impurity in Si by an Al layer is given elsewhere.' It is described by the following set of equations:

oc _ 9*C :
— =D+ 4727C,, D(C™ - C) )
* 2Q¢
C"=c* :
o)
dr QD .
—=——(c"-¢) &)
dCpi _ D o "
dt ooy Oxloyg,’
Cge: = mc(d&‘r) * (5)

where x is the depth from the front surface of the substrate, Al-Si interface being at x = dg;, C is
the impurity (metal) atom concentration in the matrix, C " is the impurity dynamic equilibrium
concentration at the interface of Si and a precipitate of radius r, C* is the thermal equilibrium
concentration of the impurity, Cg. is the impurity concentration in the Al layer, Cp,p is the
precipitate concentration, (2 is the volume of precipitate per one impurity atom, ¢ is the
precipitate-matrix interfacial energy density, kg is Boltzmann’s constant, d,,; is the thickness of
the getter layer, and m is the segregation coefficient of the impurity between Al and Si. For
simplicity, it is assumed that the precipitates are spherical in shape, and the impurity diffuses
sufficiently fast in the liquid Al layer, so that its concentration can be considered uniform in that
layer. It is noted that Egs. (1)-(5) apply to the precipitate growth as well as dissolution processes.
Solution of this system of equations yields depth profiles of impurity concentration and
precipitate sizes at any instant during the process. They can be translated into the recombination
rate as function of depth. Generation rate as function of depth can be easily obtained based on the
spectral photon flux density of incident light and the absorption coefficient of Si. The reflection
of light from the back surface towards the front of the substrate should also be taken into account.
Indiffusion of Al into Si is described by diffusion equation, which allows to obtain Al (and hence,
p-doping) depth profiles.

Effect of Al gettering and indiffusion on the efficiency of a SC can be evaluated by
modeling carrier diffusion, drift, recombination, and generation in the SC. In p-base layer, the
flux density of electrons can be expressed as

dn dInN,
Jn=—Dﬂ[£+n dans

where D, is electron diffusivity, n is electron concentration, and N_ is the p-dopant

(6)

concentration. In steady state, taking into account generation and recombination

% = L;an[..(g —(n—noyr)dx+(n(ds)—ny(dy, ))S] _NL‘: dgx‘: : %
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where ny is the equilibrium electron concentration, r is the recombination constant obtained from
impurity concentration profiles, and s is the surface recombination velocity. A similar equation
can be written for the hole concentration p in n-emitter. Each of these equations lacks a boundary
condition. One boundary condition can be deduced from the fact that at the p-n junction,

(P—PIN; =(n—my)N,. (8)
The other boundary condition depends on the external load of the SC. For instance, the regime of

open circuit corresponds to zero flux of carriers into the junction, and the short circuit regime
requires that p = p, and n=n,. From the practical point of view it is desirable to analyze the

regime of maximum power output, which corresponds to the maximum of the product of the
potential difference across the p-n junction and the sum of carrier fluxes into the junction. The
latter condition is used for further analysis.

The implemented model does not take into account Auger recombination, reflection of light
from the front surface, front and back contact resistance, resistance of the semiconductor itself,
change of concentration of majority carriers, change of the back surface reflection due to Al-Si
alloying, and various factors that may influence the efficiency of cells, but are not significantly
affected by Al gettering and indiffusion. It allows to predict the results of the process and separate
the effects of gettering and BSF.

Results and discussion

For the modeling, Fe was used as a sample impurity. Multicrystalline Si wafer was assumed
to be saturated with Fe at 1100 °C, and 10'° ¢cm™ of Fe precipitates formed so that thermal
equilibrium was reached in the solid solution of Fe in Si at 700 °C. It is assumed that atoms of Fe
are the only recombination channel responsible for the lifetime of minority carriers in Si bulk.
Other used parameters are: doping of p-base 10'7 ¢cm™, doping of n-emitter 10" cm?, surface
recombination velocity on the back side 10° cm/s, surface recombination velocity on the front
side 10" cm/s, wafer thickness 400 pm, depth of p-n junction 0.5 pm, reflectivity of the back
surface 0.8, irradiation spectrum — black body at 5762 K with the total energy flux density
corresponding to AMO. The temperature of the gettering process modeled was constant, 900 or
1000 °C. Same parameters were assumed for single crystalline Si, except for the impurity
saturation temperature of 700 °C and absence of precipitation. For the same process, the cell
operation was modeled and its efficiency was calculated in three ways: taking into account just
the effect of the BSF due to Al indiffusion, or just the effect of gettering, or both. Results of the
modeling are shown in the figure. It can be seen that in multicrystalline Si, initially the efficiency
of the SC drops due to the dissolution of precipitates, and transition of Fe atoms into a more
electrically active state. This explains the observed drop of solar cell efficiency as a result of
gettering.* When all the precipitates are dissolved, the concentration of dissolved Fe atoms starts
to drop, which results in the gradual efficiency increase until equilibrium is reached. Up to this
point, there is almost no change of efficiency due to the BSF. Only longer processing times yield
noticeable efficiency increase. It appears that the BSF does not increase the efficiency of a SC
made of low purity material if there is no gettering. The BSF is also found to be more beneficial
in high purity material. The relative role of the BSF becomes more pronounced if the process of
Al gettering and indiffusion is conducted at a higher temperature because the BSF effect tends to
increase with the process temperature, whereas the ultimate efficiency of gettering decreases. The
role of the BSF is also higher for the SC with lower p-doping level of the base.
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For the purpose of this modeling, it was assumed that Fe atoms and precipitates are the only
recombination channels in the Si bulk. Other metallic impurities responsible for recombination
can be gettered as well, but carbon and oxygen precipitates, possibly including metal atoms, can’t
be gettered and may put a limit on the ultimate efficiency of gettering. Those defects may be
responsible for higher than predicted bulk recombination rate and lower the SC efficiency.’
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Fig. 1. Calculated solar cell efficiency as a result of Al gettering and indiffusion. Either both
factors were taken into account (g+i), or just one — gettering (g) or indiffusion (i). Modeling
conducted for multicrystalline low cost Si substrate (MC) or high purity single crystalline Si cells.

Conclusion

Modeling of the process of Al indiffusion and gettering with instant evaluation of obtained
efficiency of the solar cell has shown that, for low cost multicrystalline Si, gettering provides a
significant improvement of SC performance. BSF due to Al indiffusion plays a significant role
for high purity material, and gives some additional improvement for the material that has been
gettered. However, BSF is not effective by itself in low cost material. At higher processing
temperatures, the role of BSF increases and the role of gettering decreases. Also, at lower p
doping level of the base layer, BSF provides greater efficiency improvement.

1. P.S. Plekhanov, R. Gafiteanu, U. M. Gésele, and T. Y. Tan, J. Appl. Phys., in press (1999).
. B.Dale and F. P. Smith, J. Appl. Phys. 32, 1377 (1961).

3. A. Rohatgi, P. Sana, and J. Salami, Proceedings of the Eleventh E.C. Photovoltaic Solar
Energy Conference, Montreux, Switzerland, 1992, Editors L. Guimaraes et al. (Harwood
Academic Publishers, 1992), p. 159.

4. B. L. Sopori, Fifth Workshop on the Role of Impurities and Defects in Silicon Device
Processing