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Abstract 
The U.S. Department of Energy (DOE), Office of Energy Efficiency and Renewable Energy, 
has established the Energy Systems Integration Facility (ESIF) on the campus of the National 
Renewable Energy Laboratory (NREL) and has designated it as a DOE user facility.  This 
182,500-sq. ft. research facility provides state-of-the-art laboratory and support infrastructure 
to optimize the design and performance of electrical, thermal, fuel, and information 
technologies and systems at scale.  This Facility Stewardship Plan serves to provide DOE 
and other decision makers with information on the existing and expected capabilities of 
ESIF, and the expected performance metrics to be applied to ESIF operations.  This Plan is a 
living document that will be updated and refined throughout the lifetime of the facility. 
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1 Introduction 
The U.S. Department of Energy (DOE) has established the Energy Systems Integration Facility 
(ESIF) on the campus of DOE's National Renewable Energy Laboratory (NREL) in Golden, 
Colorado.  ESIF is a unique new national asset that has the capability to catalyze the public- and 
private-sector research and development (R&D) necessary to accelerate commercialization and 
adoption of renewable energy and energy efficiency technologies into today’s energy systems 
where they can operate synergistically with other energy resources and technologies. This 
182,500-sq. ft. research facility, along with supporting capabilities across the NREL campus, 
provides a contained and controlled integrated energy system platform upon which the research 
community and commercial partners can develop and evaluate both individual technologies as 
well as integrated systems approaches. 

ESIF is the nation’s first research facility that can conduct integrated megawatt-scale research, 
development and demonstration (RD&D) of the components and strategies needed to safely 
integrate clean energy technologies seamlessly into electrical grid infrastructure and utility 
operations at the speed and scale required to meet national goals.  Through a combination of 
RD&D tools and approaches, ESIF allows researchers, entrepreneurs, utilities and other 
stakeholders the ability to identify and resolve the technical, operational, and financial risks of 
large-scale integration of renewable energy and energy efficiency technologies in today’s 
environment. 

Connected by common infrastructure, ESIF laboratories offer the following unique capabilities: 

• Hardware-in-the-Loop at Megawatt-Scale Power:  Allows researchers and 
manufacturers to conduct integration tests at full power and actual load levels in real-time 
simulations and evaluate component and system performance before going to market. 

• Research Electrical Distribution Bus (REDB):  The ultimate power integration circuit, 
made up of two AC and two DC ring buses, connecting multiple sources of energy and 
“plug-and-play” testing components in key ESIF labs. 

• Supervisory Control and Data Acquisition System: Integrated throughout the ESIF, a 
SCADA system monitors and controls the Research Electrical Distribution Bus 
operations and safety and gathers real-time, high-resolution data for collaboration and 
visualization. 

• High Performance Computing and Data Center: Petascale computing using Peregrine 
- NREL’s high performance computer - enables unprecedented large-scale numerical 
modeling, including the simulation of material properties, processes, and fully integrated 
systems that would otherwise be too expensive, too dangerous, or even impossible to 
study by direct experimentation. 

• Data Analysis and Visualization: Analysis and visualization capabilities at the ESIF 
go beyond what is found in a typical utility operations center. ESIF’s fully integrated 
visualization tools allow researchers and NREL partners to see and understand 
complex systems and operations in a completely virtual environment. 

Throughout the design and construction of the facility, more than 250 technical experts and 
potential users from across numerous industries, laboratories and universities were consulted to 
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identify priority RD&D needs in energy systems integration. The resulting capabilities of ESIF, 
both human and equipment, provide these external stakeholders access to high-value assets that 
one organization (e.g., business, university, utility, etc.) alone could not afford to build, maintain 
and operate. 

The Alliance for Sustainable Energy, LLC, (Alliance) operates NREL for DOE.  As such, the 
Alliance is charged with stewarding ESIF and executing a robust user program to ensure that this 
national asset is leveraged to the greatest extent possible. This Plan serves to document the 
stewardship model for ESIF.  It will be updated annually to summarize progress and revise 
performance metrics, as needed.  This Plan complements the ESIF User Facility Plan, which is a 
public document that serves as a guide for ESIF users and provides the research community with 
information on how to access ESIF capabilities through the ESIF user program. 
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2 Research Objectives 
As described in the DOE Quadrennial Energy Review, the nation’s electric grid provides 
reliable, affordable, and increasingly sustainable electricity to power our growing need for 
energy services (comfort, function, mobility, health, etc.) and serves as a platform the innovation 
needed to maintain our competitiveness in a global economy.  The structure of this 20th century 
grid, however, cannot meet all the demands of the 21st century. The architecture of today’s grid 
reflects its origin nearly a century ago as a one-way delivery system connecting large-scale 
generation remotely located from consumers, hierarchical control structures with minimal 
feedback, limited energy storage, and passive loads. 

Five key factors are challenging this existing architecture: 

• Changing mix of types and characteristics of electric generation (e.g., distributed and 
clean energy) 

• Growing demands for a more resilient and reliable grid (especially due to weather 
impacts and cyber- and physical attacks) 

• Growing supply- and demand-side opportunities for customers to participate in electricity 
markets  

• Emergence of interconnected electricity information and control systems 

• Aging electricity infrastructure. 
A modernized grid will be essential for the prosperity, competitiveness, and innovation of a U.S. 
economy that increasingly relies on high quality power, and the grid’s transformation to lower 
carbon power and more efficiency will be a critical part of enabling a global clean energy 
economy. It must deliver reliable, affordable, and clean electricity to consumers where they want 
it, when they want it, and how they want it, while maintaining flexibility for change and 
providing a platform for innovation. Additionally, a modernized grid must integrate customers 
and their end-use decisions into grid operations.  The DOE Quadrennial Technology Review 
outlined in further detail the technology challenges and R&D opportunities that exist to 
transform the grid and enable a cleaner energy future. 

To deliver on this vision for the future grid, the DOE has developed the Grid Modernization 
Initiative (GMI) and an associated Multi-Year Program Plan (MYPP) to guide future 
investments in R&D and demonstration projects to accelerate the transformation of the nation’s 
electric grid. The DOE Grid Modernization MYPP envisions R&D in six Technical Areas: 

• Devices and Integrated Systems: enabling new grid services from emerging distributed 
energy resources (DER; distributed generation, buildings, vehicles, fuel cells, storage, 
etc.); 

• Sensing and Measurement: reducing the cost and increasing the performance of sensing 
technologies at all levels of the grid (device, distribution, transmission), and better 
extracting useful information from the data collected; 

• System Operations and Controls: developing new methods for real-time control of the 
electric grid, taking into account the proliferation of emerging technologies and DER; 
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• Design and Planning Tools: advancing and accelerating tools for planning distribution 
systems with large numbers of DER, while taking into account inherent uncertainty in 
where and how those DER will be connected to the grid;  

• Security and Resilience: more capably detecting threats to the reliable and secure 
operation of the grid while developing standards for device- and system-level resilience; 
and  

• Institutional Support: providing analysis and technical assistance to support stakeholders 
in changing their policies, regulations and markets as needed to support modernization of 
the grid. 

In parallel, EERE has incorporated the following grid integration objectives into its Strategic 
Plan, via its Goal 5: Enable the Integration of Clean Electricity into a Reliable, Resilient, and 
Efficient Grid: 

• By 2020, enable distributed energy resources to supply up to 50% of the electricity, on 
average, across a safe, reliable, and cost-effective distribution system; 

• By 2025, enable up to 35% of the nation’s electricity to come from variable generation 
resources, while also achieving a safe, reliable and cost-effective power system; 

• By 2035, developing the technologies and tools for active devices (including smart 
buildings, electric vehicles, and distributed generation) to provide 10% of grid flexibility 
needs; and  

• On an ongoing basis, provide to regulators, policy makers, and other stakeholders the 
technologies, tools and technical assistance needed to modify policies, markets and 
other institutions as needed to achieve the above goals. 

ESIF provides the technical capabilities and research infrastructure needed to address all of the 
above grid modernization research challenges needed for a more rapid transition of the Nation’s 
electric grid and related energy infrastructure into a cleaner, more intelligent and modernized 
energy system. Already since its opening in September 2013, ESIF has been home to more than 
100 industry and academic partners who have used ESIF capabilities and facilities to conduct 
critical R&D on in these areas.  As the flagship facility for DOE’s Grid Modernization Initiative 
and related programmatic research programs, the stewardship and operation of ESIF must 
therefore be directly aligned with the Department’s mission, the QER, the QTR, the Grid 
Modernization MYPP, the EERE Strategic Plan, and program-specific research objectives.  With 
the advice and oversight of an ESIF Steering Committee, these plans and priorities will be used 
to allocate ESIF resources, as well as to set the future direction for development of further ESIF 
capabilities. 
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3 Research Infrastructure 
ESIF incorporates extensive electrical, thermal, fuels and data acquisition research infrastructure 
throughout the facility.  These research buses tie all of the individual laboratories together and 
allows interconnection of equipment between laboratories, as well as rapid reconfiguration of 
systems under test.  These research infrastructures and the equipment needed for connection to 
them have a continuing demand for routine maintenance and replacement.  This aspect of ESIF 
operations demands planned funds, staffing, and time on the buses for effective maintenance.  
These costs are detailed further in Section 8. 

3.1 Research Electrical Distribution Bus 
The Research Electrical Distribution Bus (REDB) is the heart of the ESIF electrical system 
testing capability, facilitating power flow between fixed equipment, as well as equipment under 
test located throughout the testing laboratories.  Research activities conducted on the REDB will 
support the DOE Core Competency in Power Systems and Electrical Engineering.  The research 
community will be able to use this asset to advance its understanding of electromagnetic 
phenomena and enable the design and engineering of circuitry, electrical and electronic devices 
and equipment, sensors, instruments and control systems to address the efficiency and reliability 
of power transmission systems and grid interface of variable generation. 

The REDB includes AC and DC buses and related switchgear, and has been designed to 
maximize flexibility while minimizing the associated risks. Each REDB bus consists of a 
centralized ring-bus connected through feeders to each of the individual labs. Electrically 
operated switches are used to control connections to the ring-bus. These switches can also isolate 
portions of the ring-bus allowing multiple experiments to be performed simultaneously on the 
same bus.  This capability is a unique approach to configuring electrical systems and the 
approach of operating more than one experiment on a bus demands exceptional understanding of 
the architecture and safety systems.  As the use of ESIF expands there will be a demand to train 
and qualify more engineers and safety staff to assure maximum effectiveness while maintaining 
absolute control of the configurations for personnel protection. 

Currently there are two AC and two DC buses, with the capacity to expand to four buses each.  
The AC buses are four-wire and rated at 600 V and can support variable frequencies from 16 2/3 
– 400 Hz.   Currently the AC buses are rated at 250A (200 kW capacity) and 1600A (1 MW 
capacity).  Configuring these systems to interconnect and support control with data collection 
requires high voltage connection units and special carts that are designed and built on-site. The 
AC buses, or isolated portions thereof, may be operated with the neutral grounded or floating.  
The DC buses are three-wire and rated at +/- 500 V from pole to common, or 1000 V from 
negative to positive pole.  Currently the DC buses are rated at 250A and 1600A. Future build 
outs should consider increasing capacity up to 2500A (2 MW capacity).  The DC buses, or 
isolated portions thereof, may be operated with the common grounded or floating. 

3.2 Thermal Distribution System 
ESIF’s integrated thermal distribution system consists of a thermal water loop connected to a 
research boiler and chiller that provide precise and efficient control of the input water 
temperature delivered to laboratories within ESIF.  Research activities conducted on the thermal 
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distribution system will support the DOE Core Competency in Mechanical Design and 
Engineering by allowing study and testing of heating, ventilation, and air conditioning (HVAC) 
systems as well as combined heat and power (CHP) applications that require controlling input 
water temperature or capturing waste heat. 

The 750,000 BTU-hour condensing type boiler heats water with a high efficiency (> 90% HHV) 
by using the waste heat in the flue gases to pre-heat the cold water entering the boiler.  The boiler 
has a modulating gas valve to control the output of the burner to match the load, with a minimum 
turndown ratio of 10 (e.g. allowing operation as low as 10% of its full load level). 

The 60-ton chiller cools water with continuous thermal control using hot gas bypass in one stage 
to divert hot, high-pressure refrigerant vapor from the discharge line directly to the low-pressure 
side of the system. This allows for variable loads on the evaporator, keeps the compressor more 
fully loaded and allows for efficient operation over a wide range of expected varying demands 
for chilled water. 

3.3 Fuel Distribution Systems 
ESIF's integrated fuel distribution systems provide natural gas, diesel fuels and hydrogen 
throughout the laboratory space for a variety of potential applications.  Standard, laboratory-
grade natural gas supply is provided to ESIF labs through a utility connection. Diesel fuel is 
available in two ESIF laboratories: the Power Systems Integration Lab (PSIL) and the Energy 
Storage Lab (ESL).  Each of these labs is equipped with a 50-gallon “day tank” for diesel fuel 
and supply lines throughout their lab space. 

Utility-connected electrolyzers located in the Energy Systems Integration Laboratory (ESIL) deliver 
semiconductor-grade hydrogen (99.999+% purity) for use in ESIF laboratories.  Oxygen produced 
during electrolysis is directly vented to atmosphere. The hydrogen is stored at 450 psi (the 
electrolyzer operating pressure), regulated down and provided for general use at 200 psi through ¼" 
diameter distribution lines.  An outdoor test pad next to the ESIL is designed to house equipment 
enabling hydrogen compression (for use in high pressure test cells) and storage (for supply to a 
vehicle dispensing pad) to 750 bar pressure. Supply lines to the compressors are ¼" in size. 

3.4 Supervisory Control and Data Acquisition System 
Integrated throughout the ESIF, a SCADA system monitors and controls the safety systems 
within the building and also gathers real-time, time-synchronized, high-resolution data for 
collaboration and visualization.  Extensive measures have been built into the system to ensure 
reliable data capture and protection.  Secure, segregated accounts are created to allow users to 
access the data collected from their own experiments, while ensuring the integrity of proprietary 
and sensitive information.  Experimental data (voltage and current) can be taken at points on 
each portion of the REDB at 128 samples/cycle to ensure valid waveform measurements. 

3.5 Control Room 
The ESIF Control Room allows system engineers to configure and monitor experiments across 
ESIF’s laboratories and research infrastructure. It also serves as the monitoring point for ESIF’s 
integrated safety and control systems. The Control Room hosts an array of 18 x 55” monitors 
that can be configured as needed for operational needs or experiment control, connection to the 
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ESIF SCADA system, secure connections to partner networks, researcher workstations and 
standalone computer connections. 

3.6 Fixed Equipment 
The ESIF also hosts a wide array of fixed equipment to support component and system testing.  
At present, these include grid simulators, load banks, PV simulators, DC power supplies, real-
time digital simulators and other hardware that will be required to provide dynamic simulation of 
emerging future energy systems. 

3.7 Common Utilities 
Most ESIF laboratories are equipped with the following: 

• Power:  Three-phase 480/277 VAC, 208/120 VAC, 240 split-phase VAC  
and 120 single-phase VAC  

• Water:  Process heating and cooling, and research cooling (chilled water) 

• Dedicated Exhaust 

• Natural Gas 

• Compressed Air 

• Nitrogen 

• House Hydrogen 

3.8 Office Space 
The ESIF Office area consists of two floors with space for 200 research staff (100 spaces per 
floor), with designated space set-aside for commercial partners and users of ESIF.  All offices 
are modular and designed to benefit from 100% day lighting much of the year.  Each floor has 
five hard-walled huddle rooms, a kitchen unit and a central copy/printer/mail room.  Natural light 
enters deep into ESIF through 15-foot long skylights and large expanses of clerestory glazing, 
allowing electrical lights to be shut off between 10 a.m. and 2 p.m. daily in the office and 
laboratory buildings. 

The Office Area heating and cooling systems consist of an air-handling unit that delivers the 
conditioned ventilation air thru the under-floor air distribution system and an active beam 
system.  The office air-handling unit has a design capacity of 24,000 cubic feet per minute (with 
a minimum outside air of 6,500 cubic feet per minute) and consists of a pre-filter, heating coil, 
fan section, cooling coil, and a final filter.  The office space also has supplemental natural 
ventilation that consists of operable windows at the perimeter, return fans, and a set of relief air 
louvers at the center of the office space. This enables natural cooling and ventilation throughout 
the building, and solar powered fans aid in extracting heat from offices. 

The active-beam system also provides both heating and cooling within the space.  The active-
beam system consists of pipes that are passed through a “beam” and a transfer fan that supplies 
air to the beam.  The active beams are located along the perimeter and can changeover from 
heating to cooling and vice versa. 
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4 Electrical Systems Laboratories 
Each of ESIF’s electrical systems laboratories are designed and equipped for research, 
development, and demonstration projects involving key electrical components of emerging 
integrated future energy systems. These laboratories each offer potential for single large 
experiments designed to apply several components in a closed loop or connected to external 
hardware or simulations. 

The highly flexible design of these laboratories allows them to be safely divided into multiple 
test stand locations (“capability hubs”) to enable work on independent equipment development 
and experimentation by multiple users.  This design also allows maintenance to occur in one or 
more sections of a lab while work continues elsewhere, ensuring maximum availability and 
function to the user community.  

These laboratories can be connected through the various Research Infrastructures (Section 3) to 
create a flexible and self-contained “energy system” that allows integration tests at full power 
involving multiple sources of energy and load.  This unique feature of ESIF allows researchers 
and engineers to tackle major renewable energy integration challenges, such as: 

• Link Renewables to Dynamic Load Control - Demonstrate technology to control loads 
dynamically without affecting occupant comfort on various scales (including single 
building, campus and multi-site) in order to smooth solar PV variability. Integrate with 
real-time predictive models of PV and wind energy generation and loads. 

• Link Renewables to Energy Storage - Demonstrate the same concept as dynamic load 
control with energy storage (such as battery vehicle-to-grid, natural gas through 
compressed air energy storage, and large-scale hydrogen). Validate the performance of 
local energy storage to reduce the variability of solar at the distribution level. Integrate at 
test using power hardware in the loop to evaluate storage at various distribution locations 
and feeder types or in larger transmission systems. 

• Link Renewables to Natural Gas - Demonstrate the ability to have renewable energy 
work synergistically with natural gas generators at both the local level where waste heat 
can be collected and used, and at the larger system level to reduce system variability. 

• Distributed Control Architectures - Develop new grid architectures that enable cell 
controllers to allow microgrids for improved reliability and security. Link power system 
controls that integrate combined heat and power (CHP) applications for wind and solar 
energy systems to demand controls. 

• Enable Grid Compatible and Transactive Building Energy Use – Use advanced sensors 
and control technologies to modify high energy, low energy building use and campus 
load shapes.  High penetrations of these distributed buildings may be able to provide new 
services to utilities based on new load models. 

• Sustainable Transportation – Develop and apply large-scale transportation system 
simulation scenarios highlighting options for charging, fuel flexibility and response to 
events affecting availability and cost. Support modeling and simulation through 
demonstrations of vehicles that can be recharged or refueled in a variety of ways, 
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including through response to signals driven by changes in the availability of renewable 
energy or changes in grid condition. 

The capabilities and key research equipment in each of the ESIF electrical systems laboratories is 
described in the following subsections.  Research activities conducted in these laboratories 
support the DOE Core Competency in Systems Engineering and Integration by allowing users to 
develop and design new controls, models and feedback loops that communicate among 
individual electrical, thermal, fuel and water components of emerging future energy systems to 
enable interoperability and overall system performance. 

4.1 Power Systems Integration Laboratory 
The Power Systems Integration Laboratory is designed for developing and testing large-scale 
distributed energy system components for grid-connected, stand-alone, and microgrid 
applications. The laboratory can accommodate large power system components such as inverters 
for PV and wind systems, diesel and natural gas generators, battery packs, microgrid controllers, 
interconnection switchgear, and vehicles. Closely coupled with the REDB, the Power Systems 
Integration Laboratory will offer power testing capability of megawatt-scale DC and AC power 
systems, as well as advanced hardware-in-the-loop and model-in-the-loop simulation 
capabilities. Thermal heating and cooling loops and fuel supply systems also allow testing of 
combined heating/cooling and power systems (CHP). 

In addition to common utilities, the Power Systems Integration Laboratory features: 

• 8,600 sq. ft. working space (enough for three 40 ft. and three 20 ft. ISO containers) 

• 30 ft. high ceilings 

• 30 ft. high overhead roll-up doors 

• In floor carbon monoxide exhaust systems 

• Diesel storage tank 

• AC and DC power sources 
Types of research that can be done in the Power Systems Integration Lab may include: 

• Development of control algorithms for power electronics to enhance grid stability and 
reliability with DR including variable renewables imparting bi-directional flow on 
distribution feeders. 

• Simulation of grid conditions for development and evaluation of advanced power system 
components and systems that can provide new grid services 

• Development and evaluation of optimal dispatch algorithms and communication 
interfaces 

• Electrical interconnection testing (i.e., IEEE 1547, UL 1741 type of tests) 
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4.2 System Performance Laboratory 
The System Performance Laboratory is designed for the development and integration of smart 
residential energy technologies including the integration of distributed and renewable energy 
resources through power electronics and smart energy management for building applications.  
The laboratory is designed to be highly flexible and configurable, capable of supporting a variety 
of typical household appliances.  The System Performance Laboratory can be used for a variety 
of smart power applications that range from developing advanced inverters and power converters 
to testing residential and commercial scale meters and control technologies.  Through 
connections to the REDB and SCADA system, the laboratory can also serve as the residential 
node for any integrated system experiments involving building-to-grid interactions. 

In addition to common utilities, the System Performance Laboratory features  

• 5,300 sq. ft. working space  

• Three residential home test bays fitted with appliances and other typical loads 

• Connections in each test bay for 120/240V electric service, water, and natural gas 

• Individual breaker panels and residential AMI metering for each test bay 

• Environmental chambers that can incorporate location-specific HVAC loads 

• Distribution transformers and associated monitoring equipment for each test bay 

•  
Types of research that can be done in the System Performance Laboratory may include: 

• Testing of advanced appliances, home automation, HVAC and energy management 
systems in collaboration with industry, academia, and other research stakeholders 

• Hardware-in-the-loop modeling involving household loads and distributed generation 

• Innovation in advanced metering and home energy management systems 

• High-resolution study of interactions between the distribution system and residential 
loads  

• Development of effective building control architectures, sensors and interoperation 
platforms  

• Optimal strategies for building resilience during extreme weather events.  

4.3 Energy Storage Laboratory 
The Energy Storage Laboratory is designed for the integration of energy storage systems (both 
stationary and vehicle-mounted) and interconnection with the utility grid. Focusing on battery 
technologies, but also hosting ultra-capacitors and other electrical energy storage technologies, 
the laboratory provides all resources necessary to develop, test, and prove out stationary or 
mobile energy storage system performance and compatibility with distributed energy systems. 
The Energy Storage Laboratory is designed to ensure personnel and equipment safety when 
testing hazardous battery systems or other energy storage technologies. Through connection to 
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the REDB and SCADA systems, the Energy Storage Laboratory can provide megawatt-scale 
power testing capability as well as advanced hardware-in-the-loop and model-in-the-loop 
simulation capabilities. 

In addition to common utilities, the Energy Storage Laboratory features  

• 9,600 sq. ft. of space, which can accommodate 

• Up to two 20 ft. ISO containers 

• Large commercial vehicles up to city-bus size 

• Large battery systems, power electronics packages, and integrated system tests 

• Housing for a planned large drive-in environmental chamber (-40oC to 140oC with 
humidity control) for testing of commercial-sized hybrid, electric, biofuel, CNG and 
hydrogen vehicles  

• Robust safety design to handle any kind of battery or energy storage system 
Types of research that can be done in the Energy Storage Laboratory may include: 

• Performance assessments of batteries, power conversion equipment, capacitor systems, or 
DC systems such as commercial microgrids 

• Long duration reliability and safety tests of battery or energy storage system components  

• Development of economic models for energy storage systems via hardware-in-the-loop 
tests driven by market signals and grid conditions requiring multiple services from energy 
storage 

4.4 Electrical Characterization Laboratory 
The Electrical Characterization Laboratory supports detailed testing of electrical components and 
systems. This laboratory allows researchers to test the ability of electrical equipment to withstand 
high voltage surges and high current faults, including equipment using standard and advanced 
fuels such as hydrogen.  It is designed as a safe and secure environment that can survive 
destructive testing of electrical equipment.  A separate control room provides a safe location for 
researchers with video links into the main test area. 

In addition to common utilities, the Electrical Characterization Laboratory features: 

• 1,500 sq. ft. with a separate control room and exterior entrance 

• Integrated safety programmable logic controller systems 

• Separate ventilation system 

• Electrical service and testing area is designed to be Class 1, Division 2 approved 

• High current surge tester 

• High voltage surge tester 

• High-speed data acquisition and secure data storage 
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Types of research that can be done in the Electrical Characterization Laboratory may include: 

• Testing of electrical equipment to meet specific surge capabilities (e.g. lightning strikes) 

• Testing new, unproven, or potentially hazardous equipment for robust safety assessment 
prior to use in other labs at the ESIF 

• Evaluation of proprietary or sensitive equipment in a controlled and secure environment 

4.5 Energy Systems Integration Laboratory 
The Energy Systems Integration Laboratory provides a flexible, renewable-ready platform for 
research, development, and testing of state-of-the-art hydrogen-based and other energy storage 
systems. The main focus of the laboratory is assessment of the technical readiness, performance 
characterization, and research to help industry move these systems towards optimal renewable-
based production and efficient utilization of hydrogen. Research conducted in the Energy 
Systems Integration Laboratory will advance engineering knowledge and market deployment of 
hydrogen technologies to support a growing need for versatile distributed electricity generation, 
applications in microgrids, energy storage for renewables integration, and home and station-
based hydrogen vehicle fueling. 

In addition to common utilities, the Energy Systems Integration Laboratory features: 

• Over 3,000 sq. ft. of monitored Class I, Division 2 approved test space 

• Large test bays to accommodate various sized electrolyzers, fuel cells and related systems 

• Two high pressure testing bays fully rated for testing systems to 15,000 psig  

• A large adjacent outdoor testing area for hydrogen storage, compression, or other large 
equipment 

• A 600 sq. ft. control room 

• An electrical room 

• Combustible gas monitoring 

• Automated monitoring and control systems 
Types of research that can be done in the Energy Systems Integration Laboratory may include:  

• Close- and direct-coupling of renewable energy sources (PV and wind) to electrolyzers 

• Performance and efficiency validation of electrolyzers, fuel cells, and compressors 

• Reliability and durability tracking and prediction 

• Equipment modeling and validation testing 

• Internal combustion or turbine technology for electricity production 

• Safety and code compliance 
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4.6 Outdoor Testing Areas 
ESIF’s outdoor testing areas allow utilities and researchers to evaluate electrical distribution-
level equipment.  The Low Voltage Outdoor Test Area (LVOTA) is designed for the testing and 
integration of 480 V class systems.   In addition to its test bays, the LVOTA features three diesel 
generator sets (80 kW, 120 kW and 300 kW in size) and two 30 kW Capstone natural gas micro-
turbines that can be used for experiments, to include complex microgrids and hybrid 
diesel/natural gas/renewable energy systems.   ESIF's 1MW load bank is also housed in LVOTA.  
This highly unique and specialized load bank contains resistive, inductive and captive elements 
that allow it to create any power factor in load step size of 50W.  LVOTA test areas are 
connected via the REDB, allowing tremendous flexibility for testing at megawatt levels. 

The Medium Voltage Outdoor Testing Area (MVOTA) is designed to support systems up to 13.2 
kV.  The MVOTA is arranged with reclosing breakers to simulate two utility distribution feeders 
at the medium voltage range (4kV to 34kV is the "typical" range for medium voltage, while 
MVOTA is 13.2kV).  The MVOTA has been designed to accommodate a wide variety of other 
fixed equipment in the future including 1000 kVA network protectors, utility reclosers, 
additional 200 A switch cabinets, additional transformers, load banks, and line impedance 
simulators. The MVOTA contains two 20’x40’ and three 10’x10’ test pads that facilitate easy 
configuration and connection of a test article to the REDB at either 13.2 kV or 480 V. 

The Roof Top Test Area (RTA) is a planned area for future testing of experimental equipment 
that requires un-shaded solar access. Examples include PV arrays, concentrating solar power 
systems, solar hot water systems and HVAC units.  The RTA is intended to include an elevated 
metal test platform with connection to the REDB, as well as connections to house power. At 
present, the roof top test area consists only of platform supports (no utilities) and will require 
extensive future development and construction. 
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5 Thermal Systems Laboratories 
ESIF’s thermal systems laboratories are designed and equipped for research, development, and 
demonstration projects involving key thermal components of emerging integrated future energy 
systems. Several of these feature capabilities particularly suited for research and development of 
high temperature working fluids and thermal materials typical of concentrated solar power (CSP) 
applications. 

The highly flexible design of these laboratories allows them to be safely divided into multiple 
test stand locations to enable work on independent equipment development and experimentation 
by multiple users.  This design also allows maintenance to occur in one or more sections of a lab 
while work continues elsewhere, ensuring maximum availability and function to the user 
community. 

The capabilities and key research equipment in each of the ESIF thermal systems laboratories is 
described in the following subsections.  Research activities conducted in ESIF’s thermal systems 
laboratories support the DOE Core Competency in Applied Materials Science and Engineering 
by allowing users to better understand and characterize the performance of materials in hostile 
thermal environments.  This knowledge will lead to improved efficiency, economy, cost-
effectiveness, environmental acceptability, and safety in thermal energy generation technologies 
and systems. 

5.1 Thermal Storage Materials Laboratory 
The Thermal Storage Materials Laboratory investigates materials that can be used as high-
temperature heat transfer fluids or thermal energy storage media in concentrating solar power 
(CSP) plants.  Research objectives include the discovery and evaluation of candidate fluids and 
phase change materials to serve as working fluids or thermal energy storage media in the 
temperature range 300 to 800°C.  Experiments conducted in this laboratory work to enable 
higher temperature operation of CSP systems, leading to higher efficiency and lower cost.   

In addition to common utilities, the Thermal Systems Process and Components Laboratory 
features: 

• 950 sq. ft. of laboratory space 

• Differential scanning calorimeter (to 1200°C) 

• Thermal gravimetric analyzer (to 1100°C) 

• High-temperature rheometer (to 1100°C) 

• Controlled atmosphere furnace (to 1100°C) 

• Densitometer 

• Glovebox with HEPA filtration 

• Analytical balances and general chemistry supplies 
Types of research that can be done in the Thermal Storage Materials Laboratory may include: 
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• Preparation of thermal storage materials that are sensitive to moisture, oxygen or trace 
gases 

• Evaluation of thermo-physical properties such as melting point, heat of fusion, density, 
viscosity and thermal stability of candidate materials 

5.2 Thermal Systems Process and Components Laboratory 
The focus of the Thermal Systems Process and Components Laboratory is to support research 
and development, testing, and evaluation of new thermal energy storage systems that are relevant 
to utility-scale concentrating solar power plants. The laboratory holds test systems that can 
provide heat transfer fluids for the evaluation of heat exchangers and thermal energy storage 
devices.  These test systems have the capacity to handle molten salt rated to 800°C, nitrate salt 
rated to 600°C, or other heat transfer fluid compositions such as hot air, carbon dioxide, steam 
systems, or other working fluids that may have been characterized previously in the Thermal 
Storage Materials Laboratory next door or at other laboratories. 

In addition to common utilities, the Thermal Systems Process and Components Laboratory 
features: 

• 950 sq. ft. of laboratory space 

• Four 10 ft. X 10 ft. test bays for evaluation of 30kW thermal systems 

• Custom test system to provide hot salt or molten metal heat transfer fluid to the test 
device 

• Thermal energy storage process test loops 

• Outdoor air feed and exhaust for system cooling 

• HEPA-rated enclosure for testing systems containing nanomaterial 
Types of research that can be done in the Electrical Characterization Laboratory may include: 

• Thermal energy storage system testing through multiple charge and discharge cycles  

• Evaluation of heat exchanger performance and storage efficiency 

• Testing of instrument and sensor compatibility with hot heat transfer fluids 

• Evaluation of supercritical heat transfer fluids such as steam or carbon dioxide   

5.3 Optical Characterization Laboratory 
The Optical Characterization Laboratory provides state-of-the-art characterization and testing 
capabilities for assessing the optical surface quality and optical performance for various solar 
photovoltaic (PV) and concentrating solar power (CSP) technologies including parabolic 
troughs, linear Fresnel, dishes, and heliostats.  The Laboratory features a large test bay with 
ceiling height suitable for optical characterization of large mirrored surfaces, pilot-scale receiver 
systems and power blocks, and thermal storage systems (including those developed at ESIF). 
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In addition to common utilities, the Optical Characterization Laboratory features: 

• Video Scanning Hartman Optical Tester (VSHOT) System – enabling rapid, high-
accuracy measurements of reflector shapes 

• Solar Optical Fringe Alignment Slope Technique (SOFAST) System – enabling precise 
measurement of mirror surface slope and collector performance 

• Continuous Solar Simulator and Light Soaking Chamber – providing simulated sunlight 
exposure for steady-state testing of PV modules 

• Large Optical Targets 

• Large Environmental Chamber 

• Large Thermal Cycling Chambers 
Types of research that can be done in the Optical Characterization Laboratory may include: 

• Structural analysis and testing to support detailed CSP concentrator system design 

• Durability of collector coatings and reflector materials for advanced designs 

• Accelerated weathering of CSP components to determine useful lifetime  

• Testing of advanced materials and geometries for receiver tubes 

• Hardware-in-the-loop testing of advanced power blocks and/or thermal storage units 
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6 Fuel Systems Laboratories 
ESIF’s fuel systems laboratories are designed and equipped for research, development, and 
demonstration projects involving key transportation fuel components of emerging integrated 
future energy systems. ESIF’s laboratory capabilities are particularly well suited for research and 
development of advanced fuel cell and electrochemical cell technologies, providing a complete 
suite of capabilities to help users move novel hydrogen and fuel cell concepts from ideas to 
market. 

The highly flexible design of these laboratories allows them to be safely divided into multiple 
test stand locations to enable work on independent equipment development and experimentation 
by multiple users.  This design also allows maintenance to occur in one or more sections of a lab 
while work continues elsewhere, ensuring maximum availability and function to the user 
community. 

The capabilities and key research equipment in each of the ESIF fuel systems laboratories is 
described in the following subsections.  Research activities conducted in ESIF’s fuel systems 
laboratories support the DOE Core Competency in Systems Engineering and Integration by 
allowing users to develop and design new fuel system controls, models and feedback loops that 
communicate with electrical and thermal components of emerging future energy systems to 
enable interoperability and overall system performance. 

6.1 Manufacturing Laboratory 
The Manufacturing Laboratory focuses on developing methods and technologies that will assist 
manufacturers of hydrogen and fuel cell technologies, as well as other renewable energy 
technologies, to scale up their manufacturing capabilities to volumes that meet DOE and industry 
targets.  The laboratory’s diagnostic capabilities can address a wide range of materials, including 
polymer films, carbon and catalyst coatings, carbon fiber papers and wovens, and multi-layer 
assemblies of these materials, as well as ceramic- based materials in pre- or post-fired forms. 

In addition to common utilities, the Manufacturing Laboratory features: 

• A continuous roll-to-roll processing line suitable for 6” – 18” wide webs 

• Benchtop roller prototype 

• IR camera detector with various optics and excitation strategies 

• Dual laser thickness instrumentation 

• Ultra-low force pneumatic caliper 
Types of research that can be done in the Manufacturing Laboratory may include:  

• Coating, casting, deposition of functional layers, drying or curing of novel fuel cell 
materials 

• Non-destructive techniques for measurement of critical fuel cell material properties 

• In-line validation of quality control techniques for manufacturers  
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• Application to organic and thin film photovoltaic and battery technologies 

6.2 Energy Systems Fabrication Laboratory 
The Energy Systems Fabrication Laboratory is designed for manufacturing and testing 
components for fuel cells and electrochemical cells using a variety of manufacturing techniques. 
Fabricated components include catalysts, thin-film and gas diffusion electrodes, and membrane 
electrode assemblies (MEAs).  The main focus of the laboratory is to provide support for fuel 
cell research that is performed in adjacent laboratories. The laboratory enables NREL to 
manufacture fuel cells in-house using, for example, experimental catalyst developed at NREL.  It 
further enables the creation of MEAs containing artificial defects required for the systematic 
study of performance and lifetime effects and the evaluation of in-house and externally 
developed quality control diagnostics for high volume production of fuel cell.  Experiments 
performed in the laboratory focus mainly on the development of alternative fuel cell 
manufacturing methods. 

6.3 Materials Characterization Laboratory 
The Materials Characterization lab supports the physical and photo-electrochemical 
characterization of novel materials. In this laboratory, a suite of analytical instrumentation and 
techniques enables the characterization of unknown material samples by identifying and 
quantifying present molecular species.  This leads to the ability to de-convolute decomposition 
routes and elucidate reaction mechanisms of materials through thermal and evolved gas analysis. 
This aids in the synthesis of next generation materials that are tailored to optimize stability and 
performance. 

The Materials Characterization Laboratory will cover multiple analytical operations, with the 
overall goal of troubleshooting synthetic materials or process streams to improve performance. 
Having novel evolved gas analysis and other analytical capabilities; this laboratory provides a 
viable location to analyze small batch samples, whereas setting up these types of capabilities and 
expertise would be cost and time prohibitive for most institutions.  Extensive analytical 
capabilities support: 

• Evolved gas analysis 

• Heterogeneous catalysis  

• Trace level contaminants analysis  

• Catalyst characterization  

• Kinetics and stability  

• Hyphenated techniques 

• Isotopic analysis  

6.4 Electrochemical Characterization Laboratory 
The Electrochemical Characterization Laboratory is designed for evaluating the electrochemical 
properties of novel materials synthesized by various techniques and understanding and 
delineating the reaction mechanisms within electrochemical fuel cells.  These activities can 
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provide practical solutions to issues of cost, performance and durability facing proton exchange 
membrane fuel cells (PEMFCs). 

Example activities that could be conducted here include: 
• Determination and benchmarking of novel electrocatalyst activity 

• Determination of electrochemical surface area 

• Determination of electrocatalyst and support corrosion resistance and durability 

• Synthesis and characterization of novel electrocatalyst 

• Determination of fundamental electrochemical parameters 

• Estimation of electrocatalyst utilization 

6.5 Energy Systems Sensor Laboratory 
The Energy Systems Sensor Laboratory is designed to support research, development, testing 
and evaluation of advanced hydrogen sensor technologies to support the needs of the emerging 
hydrogen infrastructure.  Information gained from the sensor testing can aid sensor technology 
development, selection and deployment, and development of codes and standards.  The 
laboratory also provides support to end-users, including assessment of technologies to be used in 
applications and deployment. 

The laboratory contains a sophisticated sensor testing apparatus specially developed at NREL.  
The system is fully automated for around-the-clock operation with remote control and 
monitoring capabilities via the internet.  This allows for testing and analysis of sensors over a 
wide range of controlled and monitored environmental conditions.  Capabilities also exist to 
support: 

• Testing the impact of interferants and poisons 

• Evaluating the life span of sensors with separate dedicated life test fixtures  

• Testing of sensors for process applications, including responses under high hydrogen 
concentrations 

6.6 Fuel Cell Development and Test Lab 
The Fuel Cell Development and Test Laboratory supports fuel cell research and development 
projects through in-situ fuel cell testing.  Applications include catalyst development, contaminant 
studies and durability testing. The laboratory can support single and full stack testing capabilities 
for a variety of fuel cell types, including Proton Exchange Membrane, Direct Methanol, 
Phosphoric Acid, Anion Exchange Membrane, and Solid Oxide fuel cells.  More than 10 test 
stands offer testing in the 25-250 Ampere range. 

The laboratory also features: 

• A full-size fuel cell stack test station 

• Multiple single-cell fuel cell testing stations 
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• Spatial testing capability using 121-channel segmented cell system or multi-channel 
potentiostat 

• Calibration equipment, using standards in accordance with or exceeding USFCC 
standards 

6.7 Energy Systems High-Pressure Test Laboratory 
The High-Pressure Test Lab provides space where high-pressure hydrogen components can be 
safely tested. The laboratory is co-located with energy storage activities such as ultra- capacitors, 
super conducting magnetic flywheel and mechanical energy storage systems for an integrated 
approach to energy storage system development and demonstration.  The walls of the Energy 
Systems High Pressure Test Laboratory are built from concrete, capable of sustaining an 
overpressure condition or in the case of a component failure during test, and can act as secondary 
containment. Remote data and remote cameras are used for test observation, providing the added 
safety mechanisms needed.  A critical understanding of component failure modes is essential in 
developing protocols for accelerated life testing to accurately scale to real world conditions is 
essential for developing regulations, codes and standards required for safe operation. 

The following types of tests can be performed: 
• Component and system level performance and efficiency 

• Strength of materials and hydrogen compatibility 

• Safety demonstration 

• Model validation 

• Life cycle reliability 
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7 High Performance Computing, Analysis and 
Visualization 

High performance computing (HPC) at ESIF enables unprecedented large-scale numerical 
models for study and simulation of material properties, processes, and fully integrated systems 
that would otherwise be too expensive, too dangerous, or even impossible to study by direct 
experimentation.  With state-of-the-art computational modeling and predictive simulation 
capabilities, the HPC will reduce the risks and uncertainty that are often barriers to industry 
adopting new and innovative technologies, thereby accelerating the transformation or our 
nation’s energy system. 

The state-of-the-art multi-program facility at ESIF advances DOE Core Competencies in several 
mission areas:  

• Applied Mathematics (through development of the mathematical models, computational 
algorithms and analytical techniques needed to enable science and engineering-based 
solutions of energy systems integration challenges) 

• Advanced Computer Science, Visualization and Data (through development and testing 
of new tools, libraries, languages, data management, and visualization techniques for 
energy systems integration) 

• Computational Science (through connecting applied mathematics and computer science 
with the engineering research conducted elsewhere in ESIF, e.g. using hardware 
experiments conducted at ESIF or elsewhere to drive computational simulations of future 
energy systems) 

7.1 High Performance Computing 
NREL is home to Peregrine - the largest HPC system in the world exclusively dedicated to 
advancing renewable energy and energy efficiency technologies.  Peregrine is comprised of 
2,592 interconnected “compute nodes” with a total of 58,752 of the latest Intel Xeon processors.  
Another 288 accelerated compute nodes use Intel Phi Many Integrated Core (MIC) co-processors 
that provide faster computation.  The compute nodes in Peregrine are interconnected using a very 
high speed (56 Gb/sec) Infiniband network.  Peregrine runs the Linux Operating System and has 
a dedicated high performance parallel Lustre file system with about 1 petabyte (1015 bytes or 
characters) of online file storage. 

The peak performance of Peregrine is approximately 2.24 Petaflops, or 2.24 million billion 
floating point (mathematical) operations per second, making Peregrine the 30th fastest computer 
in the world.  On an annual basis, the HPC system can deliver ~23 million node-hours of 
computational capacity that can be utilized directly for EERE-funded programs or mission-
related work, or for collaborative projects with a growing user community. 

NREL’s Mass Storage System provides an additional 3 petabytes long-term data storage capacity 
for the HPC. It is designed to keep the most-used data quickly accessible and to economically 
store data that is accessed less often. This is achieved by employing high-performance disks for 
the newest working data, and by moving older data to economical tape storage with the help of 
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software algorithms, a large robotic tape library, and a series of high-performance tape drives. 
Data are fully protected without external backups, and the system provides robust performance 
for both ingest and retrieval. 

NREL's HPC data center requires just under 1 megawatt of power to operate, and creates a 
considerable amount of waste heat requiring dissipation to maintain peak performance.  Six 
additional “cooling” racks provide the thermal sink necessary to cool the HPC processors using 
an innovative warm-water direct component-level liquid cooling system designed by HP and 
NREL.  Water has approximately 1,000 times the cooling capacity of air, making it more energy 
efficient to pump in a cooling system versus the energy needed to run a fan to move cooling air, 
which is the typical for data centers.  In this case, water is supplied to the servers at ~75°F and 
returns from the HPC will be in excess of 100°F.  This hot water is integrated directly into the 
main thermal system of the building, providing the primary source of heat for ESIF's office and 
lab spaces and reducing ESIF utility costs. NREL estimates that leveraging the energy efficient 
HPC data center will save approximately $1 million in annual operating cost compared to a 
traditional data center. The cost savings are due to a potential $800,000 electrical energy savings 
and $200,000 thermal energy savings from reuse of the waste heat to heat ESIF. 

For the year ending March 2016, Peregrine operated with an average “Power Use Effectiveness” 
(PUE) of 1.051 against a design goal of an annualized average PUE of 1.06 or better.  The PUE 
is defined as the ratio of total power to run the data center facility (IT equipment, lighting, 
HVAC, uninterruptible power supply systems, etc.) to the total power drawn by all IT 
equipment.  The ESIF Building Automation System calculates PUE based on 15-minute interval 
energy measurements taken at 27 different points on the system.  An ideal PUE is 1.0 (i.e. all 
energy is delivered directly to computing equipment). Typical data centers achieve a PUE rating 
of approximately 1.80.  Compared to its peers, the ESIF data center is one of the most energy 
efficient HPC data centers in the world. 

7.2 Data Analysis and Visualization 
The Insight Center at NREL combines state-of-the-art visualization and collaboration tools to 
promote knowledge discovery in energy systems integration. Located adjacent to NREL's High 
Performance Computing (HPC) Data Center, the Insight Center uses advanced visualization 
technology to provide on-site and remote viewing of experimental data; high-resolution visual 
imagery; and large-scale simulation data. The Insight Center comprises two spaces: the 
Visualization room and the Collaboration room. 

The Visualization room provides meeting space that features a large, rear-projected, 14 
megapixel image display. Large-scale, high-resolution visual imagery can be used to effectively 
convey information and illustrate research findings to stakeholders and visitors. The 
Visualization room also boosts the exchange of ideas among NREL researchers and their 
collaborating partners. Using the high-resolution, large-scale display, researchers and others now 
have the visual "real estate" that will enable them to analyze large-scale simulations, ensembles 
of simulations, and highly detailed visual analytics displays. 

The Collaboration Room provides multiple workspaces in which researchers and partners from 
all disciplines of science and engineering can interactively visualize highly complex, large-scale 
data, systems, and operations. In this area, researchers can view in real time the testing and 
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simulation of equipment and technologies. The main workspace is a stereoscopic immersive 
virtual environment composed of six projectors that illuminate two surfaces -- a wall and the 
floor. The projected space can be used in conjunction with an optical tracker and the 
visualizations respond in relation to the movement of the user. This allows users to physically 
explore and interact with their complex data in new ways that promote and accelerate 
understanding and innovation. 

7.3 Secure Data Center and Visualization Room 
The ESIF Secure Data Center (SDC) provides secure management, storage, processing and 
visualization of industry proprietary data.  NREL industrial partners can submit highly sensitive 
operational, maintenance, safety, and cost data for a particular technology to the SDC on a 
regular basis, typically once every three months.  At present, the SDC houses the National Fuel 
Cell Technology Evaluation Center, which uses the SDC’s internal network of servers, storage, 
computers, backup systems and software to efficiently process raw data, digest large amounts of 
time series data for visualization, and create composite data products that show the status and 
progress of fuel cell technologies without identifying individual companies or revealing 
proprietary information.  This approach can be applied to any technology class of interest using 
the resources available at the Secure Data Center. 
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8 Facilities and Infrastructure Budget 
As described in previous sections, ESIF’s research infrastructure, equipment and spaces 
represent a highly integrated set of capabilities that can be utilized to advance energy systems 
research, development, demonstration and deployment.  However, to maintain the capabilities 
that these assets provide, they will need to be continually updated and replaced as technologies 
improve and the existing assets become obsolete.  In addition, ESIF will need to maintain the 
necessary staff expertise and equipment capabilities in a constant state of readiness to facilitate 
access to ESIF capabilities and assets by all types of users and to conduct many different types of 
experiments. 

To attract a diverse user community and deliver outcomes that enable clean energy to be 
implemented and operated at scale, DOE will support the base operating costs of the ESIF, 
consistent with the model at other DOE user facilities.  This will ensure that the facility is kept 
operationally ready, equipment is maintained to be state-of-the-art, and operations are conducted 
safely.  By operating in this manner, the facility will attract funding and intellectual assets from 
external users that leverage the Federal Government’s investment.  Without this model, the 
availability and value of the capabilities could erode, leading to user attrition, a loss of 
intellectual value and a decrease in leveraged funding from external users. 

In FY 2014, EERE began to directly fund NREL site-wide facility support costs as part of the 
new stewardship model for the campus.  Previously, these costs were a significant portion of 
NREL’s indirect pool. The stewardship model removed these relatively fixed costs from the 
indirect pool, allowing NREL’s labor rate multiplier to be reduced.  This approach provided for 
greater stability in the operation and maintenance of DOE’s assets on the NREL campus and also 
resulted in a much more competitive labor rate that benefits all DOE programs, other federal 
agencies and the private sector entities that fund work at NREL.  Overall, this has enabled 
greater diversity in funding sources for NREL, allowing greater leverage of the asset investments 
that have been made on the campus. 

A similar stewardship model is used for ESIF, enabling ESIF to be EERE and NREL’s first 
official DOE Technology User Facility dedicated to applied research.  The DOE’s FY14 budget 
included a separate line item for $20 million in initial funding for the first year of ESIF 
operations.  This ESIF Facilities and Infrastructure line item grew in FY15 (to $30M) and FY16 
(to $36M) to provide sufficient funding for full, steady state operations of ESIF, and to ensure 
that ESIF capital and equipment assets are maintained. 

This section describes the planned expenditure of ESIF Facilities and Infrastructure funds in 
three areas: (1) Facility Maintenance and Services (“Sitewide Costs”); (2) Research Operations; 
and (3) High Performance Computing.  Table 1 provides a summary of expenditures by area for 
FY14 through FY16. 
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Table 1: FY14 - FY16 Summary of ESIF Operations Costs 

 FY14 ($M) FY15 ($M) FY16 ($M) 

Facility Maintenance and Services $4.5 $5.0 $4.9 

Research Operations $5.3 $15.1 $12.1 

High Performance Computing $4.3 $9.6 $16.5 

Management and Administration $0.2 $0.6 $1.7 

Total ESIF Operations $14.3 $30.3 $35.2 

8.1 Facility Maintenance and Services 
ESIF Facility Maintenance and Services activities provide for basic building maintenance and 
engineering support; fire, emergency and custodial services; and general utilities (electricity, 
natural gas, water, etc). These activities provide a basic level of facility services to ESIF’s high 
bay labs, high-performance computer and data center, and office wing for 200 researchers and 
partners. 

Many of these costs are incurred on the basis of NREL campus-wide contracts, and so have been 
assessed to ESIF on a pro-rata share based on physical footprint (sq. ft.) of the facility compared 
to total NREL facility footprint.  Other costs, e.g. utilities, are easier to clearly identify with ESIF 
and are therefore fully assessed.  Table 2 provides a breakdown of actual and planned costs for 
FY14 through FY16. 

Table 2: FY14 - FY16 Breakdown of ESIF Facility Maintenance and Services Costs 

 FY14 ($M) FY15 ($M) FY16 ($M) 

Maintenance and Engineering $3.0 $3.0 $3.0 

Fire, Emergency, Custodial, etc. $1.1 $1.3 $1.3 

General Utilities $0.4 $0.7 $0.6 

Total Facility Maintenance & Services $4.5 $5.0 $4.9 

8.2 Research Operations 
ESIF’s Research Operations staff are responsible for assuring that the objectives of ESIF are 
accomplished within the policies, DOE prime contract, and legal environment within which 
NREL operates. ESIF Research Operations staff works closely with NREL’s designated Building 
Area Engineer for ESIF and NREL’s designated Environment, Health and Safety Point of 
Contact for ESIF to provide overall operational stewardship of ESIF, ensuring a high level of 
availability and reliability.  This staff is comprised of: 

• An ESIF Facility Manager, who ensures that ESIF laboratories and capabilities are 
operated and maintained within an approved safety envelope defined by hazard 
assessment, configuration management, maintenance management, and work control.  
The ESIF Facility Manager is also responsible for establishing a safety culture that 
recognizes ESIF’s unique and complex hazards, evaluation of risk, design for safety, and 
operation by trained and qualified personnel within established operating limits. 
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• Area Work Supervisors who ensure all activities in their assigned area(s) of ESIF are 
authorized and within the facility safety envelope that defines risks; and maintain 
situational awareness of all activities occurring in their designated ESIF laboratory area, 
both routine and non-routine. AWSs also assist users with planning and implementation 
of their activities, providing input on ESIF capabilities, capacities, rules, requirements, 
and controls credited with preventing/mitigating hazardous conditions that may be 
present or arise as a result of a change in activity.  AWSs are anticipated for the following 
areas: 

o Electrical Systems Labs 

o Thermal Systems Labs 

o Fuel Systems Labs 

o High Performance Computing Data Center & Office Space 

o Outdoor Test Areas & Large Equipment 

• System Engineers who serve as the design authority, subject matter expert (SME), and 
system owner for one or more assigned systems (REDB, SCADA, thermal loop, etc.) in 
ESIF. CSEs assist users in the development of their safe operating procedures, test 
activity plans, and safe work permits for utilizing ESIF system(s) and ensure any such 
use is within the system and facility safety envelopes.  CSEs also ensure the system is 
operated and maintained according to O&M manuals, maintenance procedures, or other 
such documents, and identify needed replacements, improvements and upgrades to keep 
the system performance at optimum. In addition, Research Operations activities also 
enable the unique operations and maintenance of ESIF’s complex systems and research 
infrastructures, such as: 

o The Research Electrical Distribution Bus (REDB) that will demand maintenance 
and capital expenditures to expand capacity and support multiple users (see 
below); 

o The Supervisory Control and Data Acquisition (SCADA) system that will have 
ongoing demands for configuration to support expanding R&D activities; 

o The Thermal Energy Distribution Bus, an extensive heat plumbing system with 
expected O&M; 

o The Fuel Generation, Distribution and Fueling infrastructure at ESIF that includes 
delivery, inventory and distribution activities that will experience wear and 
require O&M; 

o ESIF’s Hardware in the Loop (HIL) approach that connects computer simulations 
with ESIF hardware testing and field devices, requiring new programs, control 
systems, and physical connections through high-speed networks; and  

o Complex data and communications systems throughout the ESIF with central 
controls and acquisition for storage and analysis.  These are complex systems 
with development and operations cost. 
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Table 3 provides a breakdown of FY14 – FY16 expenditures for Research Operations: 

Table 3: FY14 - FY16 Breakdown of ESIF Research Operations Costs 

 FY14 ($M) FY15 ($M) FY16 ($M) 

Staff Labor $2.6 $5.0 $6.2 

Operations and Maintenance $1.6 $2.9 $2.4 

Software, Materials, Supplies $1.1 $5.2 $1.5 

Capital Equipment $0.0 $2.0 $2.0 

Total Research Operations $5.3 $15.1 $12.1 

Starting in FY15, the Research Operations budget also includes $2 million for additional 
acquisitions to ESIF’s physical research infrastructures, e.g. those assets described Sections 3 
through 6 of this Stewardship Plan.  NREL has applied a nominal average 10-year functional 
lifetime to these assets (see Appendix B for a complete list) to estimate an annual average 
recapitalization need of approximately $4 million.  In future years, this funding will be applied to 
recapitalization. 

A key limiting research infrastructure is the Research Electrical Distribution Bus (REDB, 
Section 3.1).  At present, a single, large (~1 MW) experiment involving the REDB effectively 
precludes others from using it elsewhere at ESIF, significantly limiting the capability of ESIF to 
support future user experiments at megawatt-scale. 

A full build out of originally planned REDB infrastructure is projected to cost $30 million, and 
would include:  

• A second 250A AC and DC bus, providing additional capacity for users to conduct 
integrated system experiments at the <500 kW-scale; 

• Construction of “B laterals” sections for the existing 250A and 1600A busses, extending 
access to the REDB into additional ESIF labs for additional use capability; 

• A new 2500A AC and DC bus, providing new capability for ESIF to host integrated 
systems experiments as large as 2 MW; and 

• Acquisition and connection of necessary fixed equipment (grid simulator, load bank, DC 
power supplies, etc.) in ESIF labs to enable additional and higher-power testing on these 
new laterals and busses 

The cost of constructing the 2500A AC and DC busses alone is estimated to be ~$7M, not 
including the additional grid simulator and load bank capacity needed to support user research 
activities upon it. 

In the first few years of ESIF operation, the actual need for recapitalization of existing research 
infrastructures (many of which are newly installed) will be far less than the expected ~$4 million 
steady-state replacement level calculated above.  NREL proposes to use the majority of these 
funds in FY16-18 to build out the originally planned REDB infrastructure using a phased 
approach based on user priorities and available funding, as follows: 
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FY15  

• Begin power upgrade for fix equipment and start build out of three additional REDB 
laterals. 

• Add 500kW of grid simulation capability 

FY16 

• Begin build out of the 2500A AC and DC “race tracks” required to support future 
construction of the 2500A AC and DC busses  

o OCL 250 AAC and 250 ADC A Laterals 

o OCL House Power Upgrade 

• Thermal Test Equipment 

• Opal-RT Supplemental Systems (3) 

FY17  

• Complete installation of the 2500A AC and DC “race tracks” and install the “A Laterals” 
of the 2500A AC and DC busses in priority areas (e.g., the integrated system laboratories 
described in Section 3)   

o ESIL 1600 ADC B Lateral 

• Grid Simulator Installation 

• RTDS Supplemental System (1) 

• Environmental Chamber Completion 

• Water Pumps, Motors, and Treatment Systems 

FY18 

• Install “B laterals” for 2500A AC and DC busses to complete installation 
o MVOTA 1600 ADC and AC 250A REDB A Laterals 

o ECL 1600 ADC A Lateral 

FY19 

• OCL 1600 AAC A Lateral 

• Anderson 660kW Bi-directional DC Power Supply Installation 

FY20 

• LVOTA 1600 ADC A Lateral, 250AAC and 1600AAC B Lateral 

• SPL 250 AAC A Lateral 

• Magna Power Connection FESB and PVE REDB Connection 

• DC Mobile Smart Switch 
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Further new infrastructure build out would occur only on the basis of future increases in the ESIF 
Operations budget or in NREL’s General Plant Projects (GPP) account.    Funding for 
infrastructure outlined in FY17-FY20 above is contingent upon funding from Congress and 
approval through the ESIF Steering Committee. 

8.3 High Performance Computing 
ESIF’s Computational Sciences staff maintains and makes available NREL’s high performance 
computing capability to interested users, and supports the work of those users in modeling and 
simulation of complex energy systems integration problems. This staff includes: 

• A Computational Sciences Director that leads NREL’s laboratory-wide efforts in 
computational science.  The Director is responsible for facility management, system 
procurement and operation, and long-term archival and data management systems.  The 
Director also initiates and oversees innovative research programs in relevant areas of 
computer science, mathematics and scientific computing. 

• An HPC Operations and Systems Group that maintains and manages the HPC system 
facilities integration, hardware, network and cyber security to ensure usability, utilization, 
and reliability.  This group also provides support to users of the HPC resources, e.g. 
creating accounts, providing training, granting access, etc., and assists them when 
problems arise in their use of the facilities. 

• A Data Visualization and Analysis Group that enables knowledge discovery and 
improved understanding of large-scale, complex scientific data using advanced 
techniques in visualization, computational statistics and scientific data management.  This 
group maintains and extends capabilities of the Insight Center and assists users in gaining 
scientific and engineering insights from the modeling and simulation they conduct on the 
HPC. 

• A Modeling and Simulation Group that develops advanced computational approaches 
and tools that can be applied to mission goals, including in support of energy systems 
integration.  This group is available to partner with users wishing to develop new 
research-grade tools useful in studying new and complex science and engineering 
problems. 

In addition, funding for ESIF Operations also covers the costs of ongoing operation and 
maintenance support for NREL’s high performance computing assets, including:  

• Contract maintenance on the HPC itself to ensure optimal performance 

• Contract maintenance on the Mass Storage system to ensure data integrity and 
availability 

• General operations and maintenance costs for servers, filers, power units, etc. 

• Software licenses and support for libraries, compilers, operating systems, backup and 
storage 

• Maintenance of hardware required for HPC and Data Center space conditioning 
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• Maintenance of plumbing, moving parts and fluids that flow through Data Center server 
housings 

Table 4 provides a breakdown of FY14 - FY16 expenditures for High Performance Computing: 

Table 4: FY14 - FY16 Breakdown of ESIF High Performance Computing Costs 

 FY14 ($M) FY15 ($M) FY16 ($M) 

Staff Labor $2.3 $2.6 $5.2 

Operations and Maintenance $0.7 $2.0 $3.8 

Software, Materials, Supplies $1.3 $4.0 $0.9 

Capital Equipment $0.0 $0.0 $6.6 

Total High Performance Computing $4.3 $9.6 $16.5 

The Staff Labor budget increase in FY16 will cover the addition of HPC Systems 
Administrators, Data Center staff and Insight Center support staff (6 FTE combined) needed to 
meet expected user demand for those services following the expansion of the HPC in FY15. 

The Capital Equipment budget will support an estimated ongoing ~$5M annual need to maintain 
and upgrade NREL’s HPC system, the long term and archival storage capability, the Insight 
Center, and the facility infrastructure (pumps, fans plumbing, cooling towers, electrical panels, 
etc.) that supports them within ESIF.  To arrive at this $5M estimate, NREL has applied a 
nominal average 4-year functional lifetime to existing assets (see Appendix C for a complete 
list), taking into account some planned growth in capabilities. 

NREL has developed the following capitalization plan for its HPC and related assets in FY15-17: 

FY15 

• Added 1 Pflop of additional computational capability to Peregrine, four scalable units 
composed of two compute racks and one CDU in each scalable unit. 

• Initiate planning and acquisition of the 2nd-generation HPC system, to provide overlap 
with the expected phase out of Peregrine in late FY18  

• Support expected needs for annual growth in the Mass Storage System 

FY16 

• Put expanded system into production use by Nov 1, the start of the FY16 user program 
allocation period. 

• Start lease-to-own payments on the additional four scalable units 

• Prepare facility space, commission vendor build, and implement 2nd-generation HPC 
system 

• Support expected needs for annual growth in the Mass Storage System 
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• Collaborate with Johnson Controls and Sandia National Lab to install and operate 
thermosyphon dry cooler to reject data center waste heat with dramatically reduce water 
demand. 

• Continue planning and acquisition of the 2nd-generation HPC system, to provide overlap 
with the expected phase out of Peregrine in late FY18 

FY17 

• Continue production operations with Peregrine 

• Complete facility prep for Peregrine replacement (mechanical/electrical build out to 
support power & cooling for 5 MW load) 

• Conclude payments on the four additional scalable units 

• Conduct a major upgrade of Insight Center visualization capabilities and tools 

• Continue planning and acquisition of the 2nd-generation HPC system, to provide overlap 
with the expected phase out of Peregrine in late FY18 

• Support expected needs for annual growth in the Mass Storage System 
In FY18, the need for a new, more efficient Mass Storage System is anticipated, and planning 
will need to begin shortly on the 3rd-generation ESIF HPC system that would be scheduled for 
delivery in FY20 given the expected 4-year lifetime of the 2nd-generation ESIF HPC system.  
Funding for infrastructure outlined in FY17 above is contingent upon funding from Congress and 
approval through the ESIF Steering Committee. 

8.4 Management and Administration 
The ESIF Management and Administration budget includes support for the following: 

• An ESIF/Grid Integration Program Manager, who provides technical leadership, oversees 
program development (annual and multi-year) and guides NREL’s ESIF and Grid 
Integration program direction.  The Program Manager ensures high quality technical 
output from NREL’s grid integration research and development activities, and effective 
and efficient stewardship of ESIF and other key research facilities at NREL.  The 
Program Manager also actively manages NREL’s portfolio of Grid Integration projects 
and investments in order to maximize NREL’s value and impact to DOE’s mission 
priorities, including proactively proposing changes in the portfolio in partnership with OE 
and EERE leadership at DOE, and engaging in efforts to develop impactful industry 
partnerships that align with DOE priorities and leverage DOE’s investments at NREL, 
including ESIF. 

• Communications, outreach and stakeholder engagement to include planning and hosting 
of visits/meetings at NREL by OE/EERE staff or leaders, industry and/or associations, 
and universities to strengthen relationships and enhance NREL’s Grid Integration 
program.  Workshops on specific topics of importance to the DOE foster industry 
collaboration and partnership opportunities at the ESIF.  The ESIF Administration budget 
also provides resources for ESIF staff partnership in industry and academic outreach 
opportunities that highlight ESIF and its capabilities to potential partners and users.  A 
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regular monthly electronic newsletter, press releases, social media and website presence, 
and an Annual Report detail ESIF accomplishments and capabilities to a broad audience. 

• Partnerships and Users Program staff to support industry and academic partners in their 
use of ESIF.  Activities include but are not limited to 

o promotion of ESIF capabilities to potential partners and users; 

o hosting of tours and visits to ESIF for prospective partners and users; 

o facilitation of partnership and user agreements and associated statements of work; 

o on-boarding of new partners and users; 

o metrics tracking and reporting, including space utilization to support proprietary 
charges pursuant to DOE O 522.1; and 

o administration of the ESIF User Program (anticipated to begin in FY17) including 
preparing calls for proposals, managing peer review and selection, assisting with 
project management and closeout, and other tasks as necessary. 

The ESIF User Program will provide access to ESIF expertise, equipment and facilities through a 
regular Annual Call for Proposals each year, as well as specific targeted Open User calls to 
increase utilization of specific ESIF research capabilities not fully obligated elsewhere.  Users 
will apply through a formal process that includes peer review of proposals by a panel of 
independent experts.  ESIF will also sponsor special efforts to engage the academic research 
community, including visiting faculty programs, postdoctoral exchanges, and 
graduate/undergraduate student summer programs. 
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9 Steering Committee 
The responsibility for management, operation, and stewardship of ESIF is vested in the 
ESIF/Grid Integration Program Manager and the ESIF management team.  An independent ESIF 
Steering Committee provides guidance and oversight to ensure that ESIF assets and capabilities 
(as described in Sections 3-7) are appropriately maintained, operated, and protected and that 
these national assets are made broadly available to the user community to deliver the value for 
which the facility was constructed. 

9.1 Membership 
The ESIF Steering Committee shall be comprised of representatives from: 

• NREL's Executive Management Team, 

• DOE’s Office of Energy Efficiency and Renewable Energy 

• DOE’s Office of Electricity Delivery and Energy Reliability, and 

• Other DOE Offices, as appropriate. 
At DOE’s discretion, the Steering Committee membership may also include experts from 
industry, academia, other State or Federal agencies, other DOE National Laboratories, or other 
non-Federal research organizations.1  

9.2 Function 
The ESIF Steering Committee shall provide advice and recommendations to the ESIF/Grid 
Integration Program Manager and the ESIF management team on: 

• Research Priorities 

• User Program Administration 

• Safety and Security of Operations 

• Facility and Asset Management 

• Capital Expenditures 

• Performance Metrics 
and other topics as the Committee may see fit to address.  External input is provided to the 
Steering Committee through an ESIF Users’ Committee (described in the ESIF User Facility 
Plan) and NREL’s external advisory committees for Energy Systems Integration, Power Systems 
Engineering, and Computational Science. 

9.3 Meetings 
The Steering Committee shall meet at least once per calendar quarter (three months).  During 
each scheduled meeting, the Committee shall review and discuss reports by the ESIF/Grid 
                                                 
1 In such a case, the requirements of the Federal Advisory Committee Act (5 U.S.C. 1) may apply and may 
supercede the provisions in the Section where there may be a conflict. 
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Integration Program Manager on the performance of ESIF, its plans and prospects, as well as 
immediate issues facing ESIF.  

The Committee may conduct business where a quorum of its members is present; such quorum 
shall consist of at least fifty (50) percent of its members, provided members are present from 
both DOE and NREL. 
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10 Performance Metrics 
To ensure that the taxpayer investment in ESIF yields the maximum possible benefit to the 
Nation, several ESIF performance metrics will be continuously tracked and reported on a 
quarterly basis.  These metrics are substantially similar to metrics being tracked by the Alliance 
for other key NREL “Partnering Facilities” in an effort to understand the impact that each facility 
has on the delivery of the NREL mission, as well as to understand the overall cost and impact of 
these capabilities. 

In the first three years of ESIF operations, both Alliance and DOE sought to increase the 
availability of ESIF and its utilization by both DOE programs and external partners.  Initial 
performance metrics for ESIF were developed that attempted to specifically quantify these aims, 
as shown in Table 5 below2: 

Table 5: FY14-16 ESIF Performance Metrics, Goals, and Outcomes 

 FY14 
Goal 

FY14 
Actual 

FY15 
Goal 

FY15 
Actual 

FY16 
Goal 

Number of External Partners 
(non-NREL organizations) 

25 46 35 57 70 

Average Facility Availability (%) 83% 83% 83% 97% 95% 

Average Facility Utilization  (%) 50% 50% 50% 57% 60% 

Research Expenditures ($M)      

• DOE Direct Funding 
Expenditures 

$10.0 $13.0 $15.0 $13.9 $15.0 

• Partner Direct Funding 
Expenditures 

$7.5 $1.2 $6.5 $2.8 [$11.0] 

• Partner Direct Funding 
Commitments 

N/A $5.0 $12.0 $3.5 [$15.0] 

• Partner Cost Share 
Commitments 

N/A $1.0 $12.0 $8.9 [$15.0] 

Technical Outputs 10 56 75 267 250 

In May and June of 2016, Alliance and DOE held two general meetings to determine how to 
better measure and improve the performance of ESIF, taking into account the first three years of 
operational experience.  Both Alliance and DOE recognize that to be truly successful, ESIF must 
meet the needs of each individual program utilizing the facility from both the Office of Energy 
Efficiency and Renewable Energy (EERE) and the Office of Electricity Delivery and Energy 
Reliability (OE), as well as other DOE programs and offices.  At the same time, ESIF should 
also enable large, integrated projects utilize multiple technologies and have national impact. 

                                                 
2 Alliance and DOE have not agreed to the partner direct funding expenditures, commitments and cost share 
goals shown in brackets for FY16. 
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Thus, ESIF performance metrics should measure both aspects – value to individual DOE 
programs, as well as value across DOE programs.  As a result, for FY17 and beyond, the 
following performance metrics are proposed: 

• DOE Project Management 

• Facility Availability and Utilization 

• Technical Output 

• High-Impact Integrated Projects 

• Projects in New Mission Space 
A detailed description of each proposed ESIF performance metric is provided below. In addition 
to these performance metrics, NREL and DOE may also track additional indicators of facility use 
and mission impact. 

10.1 DOE Project Management 
Projects are conducted in ESIF with sponsorship from multiple DOE programs (e.g. BTO, VTO, 
Smart Grid, etc.), either as part of program Annual Operating Plans (AOP), or awards made 
under Lab Calls or Funding Opportunity Announcements (FOAs).  As a performance metric, 
DOE will provide an aggregate grade (A-F) to NREL for ESIF based on NREL’s performance 
on DOE-sponsored projects using the following criteria: 

• The project team met its objectives and milestones on time; 

• The project team stayed within its proposed budget; 

• The project team engaged and managed external partners effectively (as applicable); and 

• The project team effectively communicated with the DOE. 

Successful performance against the above criteria for all projects will be considered to meet 
expectations, e.g. an aggregate grade of at least “B+”. 

10.2 Facility Availability and Utilization 
A Facility Availability metric shall be defined as the average percentage of time within a given 
fiscal year that key ESIF laboratories, workstations and equipment (“capability hubs” as defined 
in Appendix A) are available for use, exclusive of planned maintenance, setup and tear down, or 
other routine and normal periods of outage or inaccessibility.  Per the ESIF Operations Plan, 
activities in ESIF are currently restricted to normal business hours of operation, 8:00 am – 5:00 
pm Mountain Time, Monday – Friday, except designated Federal holidays.  Research activities 
that extend beyond normal business hours will be considered on a case-by-case basis. 

This provides approximately 252 days of maximum facility availability (52 weeks x 5 days 
minus 8 holidays).  For FY14, the facility availability metric is set at 240 days, or 95%, assuming 
12 days, or 5% of available time, set aside for planned maintenance.  NREL will track and report 
to DOE the average availability by capability hub (including time required for planned 
maintenance, experiment setup and take-down, and unplanned maintenance) and develop a 
baseline for future year performance. 
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Similarly, a Facility Utilization metric shall be defined as the average percentage of time within a 
given fiscal year that key ESIF laboratories, workstations and equipment (“capability hubs” as 
defined in Appendix A) are occupied and used for authorized research activities.  For FY16, the 
facility availability goal is set at 60%, based on criteria defined by the DOE Laboratory 
Operations Board for evaluating proper use of laboratory space (Table 6)3.  It is anticipated this 
utilization goal will increase in future years as ESIF continues to approach full capacity. 

NREL will track and report to DOE the average facility utilization by project type (AOP, 
CRADA, etc.) and by user type (industry, academia, etc.). NREL will also track the utilization of 
individual capability hubs and laboratory spaces, for use in determining ESIF capacity to support 
new partnership projects or user calls in specific areas. 

Table 6: Laboratory Operations Board Facility Utilization Ratings 

Rating Office Space Laboratory 
Space  Storage 

Over Utilized 95% >85% >80% 

Fully Utilized 75%-95% 60%-85% 50%-80% 

Under Utilized <75% 30%-60% 10%-50% 

Not Utilized 
 

<30% <10% 

10.3 Technical Output 
This metric shall be defined as the number of products and publications provided to industry 
partners and/or the public as a result of work conducted at ESIF.  To ensure that ESIF activities 
demonstrate success in many different ways, a weighting will be applied to different types of 
products and publications as follows: 

• NREL Technical Report = 0 

• Conference Paper = 1 

• Peer-Reviewed Literature = 2 

• Record of Invention or Patent = 3 

• License of NREL Intellectual Property Created at ESIF = 5 

• R&D 100 Award = 5 
NREL Technical Reports are developed as a normal part of the project. NREL will keep a count 
of the number of technical reports, but these will have a weighted score of 0.  Conference papers 
have a weighted score of 1 since they are given to an external audience and can be accessed by 
the public.  Peer-reviewed literature is given a score of 2 since these articles go through a more 
                                                 
3 See Table 5, Facilities and Infrastructure Assessment Guidance, DOE Laboratory Operations Board, 2014.  
https://fimsweb.doe.gov/fimsinfo/Downloads/Infrastructure_Assessment_Group.pdf 
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rigorous peer-review process for publication and are made available to the public in archival 
journals. 

Multiple technical reports or peer-reviewed literature papers associated with the same project 
shall be counted only as one deliverable. NREL will work with DOE to determine measures of 
technical output that are applicable to proprietary work, for which usual measures of technical 
output (e.g. publications) do not apply. 

10.4 High Impact Integrated Projects 
Each year, subject to available funding, NREL will solicit and implement an agreed-upon 
number of integrated projects that will have the potential for national impact in the area of grid 
modernization and/or energy systems integration. To meet this requirement, projects must 

• Utilize multiple technologies utilized by multiple program offices; 

• Solve challenges outlined in the Grid Modernization Multi-Year Program Plan (MYPP); 

• Have demonstrable impact of the companies and regions it supports; 

• Be nationally scalable; and 

• Develop lessons learned that could be implemented nationwide. 
In addition to projects to be conducted within a single year, NREL may present a significant 
single-year phase of a multi-year project in order to meet this requirement.  Projects must be 
presented by NREL in advance to DOE for pre-approval. 

10.5 Projects in New Mission Space 
Each year, subject to available funding, NREL will solicit and implement an agreed-upon 
number of projects outside its traditional scope to help DOE recognize potentially new and 
important mission spaces.  Projects in these work areas should have the potential for national 
impact and be pre-approved by DOE.  

Examples may include: 

• Energy-Water Nexus; 

• Smart Cities; 

• Gas-Electricity Nexus; 

• Electrification; 

• Hydrogen at Scale. 
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Appendix A: List of Key ESIF Equipment and 
Workstations 
ESIF’s research infrastructure, equipment and spaces represent a highly integrated set of 
capabilities that can be utilized by the research community to advance energy systems research, 
development, demonstration and deployment.  Ensuring their availability is critical for 
supporting project/program execution for ESIF’s users.  Understanding the extent to which these 
capabilities are utilized, as well as how they are utilized, will help inform business development 
efforts, decisions about future capital investments and prioritization of resources. 

More than 500 individual pieces of equipment are housed in ESIF and represent everything from 
a megawatt-scale grid simulator to a single voltmeter.  Tracking availability for this entire 
inventory, especially with incorporating planned maintenance into the schedules for each item, 
would be a significant undertaking.  Given that availability is not equally critical for all pieces of 
equipment, a graded approach will be applied that recognizes the value of the equipment or 
workspace and its importance to mission support.  Specifically, the following key “capability 
hubs”, e.g. collections of equipment and workspaces serving a well-defined research purpose, 
have been defined and will be tracking as a single unit for purposes of determining ESIF 
availability and utilization: 

 

Figure 1: ESIF Level 2 Capability Hubs 
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ESIF 
Lab Capability Description Key Infrastructure 

OCL Solar Thermal 
Calibration 

The Optical Characterization Laboratory 
includes equipment for the characterization of 
reflective and refractive surfaces as well as 
collectors for solar thermal energy generation, 
enabling the study of increasingly stable (less 
intermittent) sources of renewable energy. A 
REDB lateral connection station near the Hub 
offers integration with other equipment 
throughout ESIF. 
 

Floor space 

OCL Environmental 
Characterization 

The Environmental Testing hub in the OCL 
offers high temperature/humidity range thermal 
chambers for small to medium distributed 
energy resources. A REDB lateral connection 
station near the hub offers integration with other 
equipment throughout ESIF. 

Thermal/ Insolation 
Chambers 

OCL 

Small Microgrids 
and Large 
Commercial 
Loads 

A large open space for isolated and integrated 
testing of typical commercial and industrial DER 
with associated communications and controls 
exists in the Small Microgrids and Large 
Commercial Loads hub in OCL. A REDB lateral 
connection station near the hub offers 
integration with other equipment throughout 
ESIF. 

Floor space 

PSIL Small Multi-Device 
PHIL 

The PSIL Small Multi-Device PHIL hub contains 
multiple hardware mounting points with real-
time computational simulation hardware and a 
45 kVA grid simulator for isolated testing of 
distribution grids containing small PV and ESS 
inverters. 

Grid Simulator, Load 
Bank, Opal-RT, Battery, 
Inverter Mounting Racks, 
Data Acquisition 

PSIL Large Microgrids 

The Large Microgrids hub offers a space 
dedicated to focused testing of remote grid-tied 
and islanded microgrids containing diesel 
generators, PV, energy storage and managed 
loads. REDB lateral connections near the hub 
offer integration with other equipment 
throughout ESIF. 

House Power, Diesel 
Exhaust, REDB Access, 
Battery, Natural Gas 
Supply 

PSIL Advanced Large 
Inverter Testing 

On the north side of PSIL, large grid and PV 
simulation AC and DC power supplies are 
positioned in close proximity to an open floor 
plan focused on testing/integrating central plant 
inverters for advanced functions such as volt-
VAR, frequency-watt, and grid anomaly ride-
through. 

House Power, Opal-RT, 
PV Simulator Access, 
REDB Access, Grid 
Simulator, Analog 
Control Access 
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SPL Residential Loads 

The Residential Loads hub contains two 
residential electrical systems with associated 
smart home appliance suites aimed at 
facilitating research in home energy 
management. REDB lateral connections near 
the hub offer integration with other equipment 
throughout ESIF. 

Home Electrical Panel 
Infrastructure, 
Appliances, Sub-
metering, REDB Access, 
Natural Gas Supply 

SPL Small Commercial 
Loads 

The Small Commercial Loads hub includes 
building electrical infrastructure with common 
outlets and mounting infrastructure for 
appliances and DERs for demonstrating 
building energy management. REDB lateral 
connections near the hub offer integration with 
other equipment throughout ESIF. 

Home Electrical Panel 
Infrastructure, 
Appliances, Sub-
metering, REDB Access, 
Natural Gas Supply, 
RTDS 

SPL Commercial PV 
w/Array 

The Commercial PV hub enables 
demonstration and test of commercial PV 
inverters with access to rooftop PV panels. 
REDB lateral connections near the hub offer 
integration with other equipment throughout 
ESIF. 

House Power, REDB 
Access, Rooftop Array 
Access 

SPL 
Small Commercial 
Power Hardware 
in the Loop (PHIL) 

The Small Commercial PHIL test bay is 
dedicated to small scale PHIL studies of 
inverters and other commercial equipment. 
REDB lateral connections near the hub offer 
integration with other equipment throughout 
ESIF. 

House Power, REDB 
Access, Fume Hood, 
Noise Isolation, PV 
Simulator, Natural Gas 
Supply 

SPL 
Multi-Inverter 
Power Hardware 
in the Loop (PHIL) 

The Multi-Inverter test bay is dedicated to 
simultaneous small scale PHIL studies of 
multiple inverters and other commercial 
equipment. REDB lateral connections near the 
hub offer integration with other equipment 
throughout ESIF. 

House Power, REDB 
Access, Noise Isolation, 
Equipment Mounting 
Structure, Grid Simulator, 
PV Simulator 

SPL 
Cyber Security 
Power Hardware 
in the Loop 

The Cyber Security test bay is dedicated to 
small scale power hardware in the loop of 
distributed generation management networks 
and cybersecurity protections integrated with 
power electronics. REDB lateral connections 
near the hub offer integration with other 
equipment throughout ESIF. 

House Power, REDB 
Access, Noise Isolation, 
Cyber Security DGM 
Testbed, Opal-RT 
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Figure 2: ESIF Level 3 Capability Hubs  
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ESIF 
Lab Capability Description Key Infrastructure 

ESL Energy Storage 
Systems 

The Energy Storage Systems hub enables 
large scale testing of stationary energy storage 
grid integration technologies. REDB lateral 
connections near the hub offer integration with 
other equipment throughout ESIF. 

Energy Storage System 
Inverter, Energy Storage 
System Simulators, 
REDB Access, Grid 
Simulator Analog Control 
Access, RTDS 

ESL 
Plug-in 
Vehicles/Mobile 
Storage 

The Plug-in Vehicles/Mobile Storage hub 
includes connections for small and large scale 
testing of plug-in electric vehicle-to-grid (V2G) 
power and communications/control integration. 
REDB lateral connections near the hub offer 
integration with other equipment throughout 
ESIF. 

Ample House Power, 
REDB Access, Charging 
Stations, Easy Vehicle 
Parking Access, Diesel 
Exhaust 

ESL Small Energy 
Storage 

The Small Energy Storage hub contains 
equipment that supports individual battery test 
and small building-scale integration of energy 
storage technologies. REDB lateral connections 
near the hub offer integration with other 
equipment throughout ESIF. 

DC Bi-directional Supply, 
REDB Access, 
Equipment Mounting 
Structure, Two small 
Energy Storage System 
packs, Opal-RT 

ESL Large-Scale 
Climate Testing 

Once complete, the Large-Scale Climate 
Testing hub will provide a drive-in 
environmental chamber for assessing 
temperature and humidity robustness of 
outdoor DERs. REDB lateral connections near 
the hub offer integration with other equipment 
throughout ESIF. 

Thermal Insulating Shell, 
Room for HVAC AHU, 
REDB Access, Control 
Room, Drive-in Access 

ML Advanced 
Manufacturing 

The Advanced Manufacturing hub provides 
analytical Laboratory spaces to support 
advanced manufacturing research. 

3D Microscopy, gas 
manifolds, chemical fume 
hood 

FCDTL Fuel Cell 
Development 

The Fuel Cell Development hub houses fuel cell 
and electrolyzer test stands with distributed gas 
manifolding to assess fuel cell stack 
performance. 

Multiple test gas 
manifolds, hydrogen 
exhaust, Chilled Water, 
Fuel Cell Test Stands, 
Electrolyzer Test Stands 

ESFL Fuel Cell 
Fabrication 

The Fuel Cell Fabrication hub includes 
laboratory spaces with local exhaust and 
chemical fume hoods that support electrolysis 
and other chemical process research. 

Perchloric Acid 
Washdown hood, local 
exhaust, specialty gas 
manifolding, DI Water, 
Chemical Fume Hoods, 
Glassware washer 
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ESSL Sensor 
Development 

The Sensor Development hub supports 
environmental testing of integrated renewable 
fuel system monitoring and safety sensors. 

Ventilated Enclosure, 
Sensor Test Stand 
(Program), specialty gas 
manifolding, Chemical 
Fume Hood 

TSML 
TSPL 

Thermal Storage 
Materials 
Thermal Storage 
Process 
Development 

The Thermal Storage Materials and Process 
Development hubs provide analytical laboratory 
space to support high temperature process and 
materials research. 

Floor space, High 
Temperature exhaust, 
ventilated enclosure, 
ovens, analytical 
equipment 

MCL Analytical Labs 
The Analytical Labs hub provides diagnostics 
and characterization equipment for chemical 
analysis of samples and materials. 

FTIR, GC/MS, TOC, 
EGA, ICP, IC, Micro-
digestion, Chemical 
Fume Hood, Ventilated 
Enclosure, specialty gas 
manifolding 

ECL High Voltage 
Characterization 

The High Voltage Characterization hub offers a 
Class 1 Div 2 lab with moderate temperature 
control and attached control room for 
performing volatile or hazardous testing of 
DERs. 

AHU with primary heating 
and secondary chilled 
water, Control Room, 
Class 1 Div 1 Electrical 
Infrastructure 

ESIL High Pressure H2 
Systems  

The High Pressure H2 Systems Test hub 
includes a Class 1 Div 2 space for performing 
test of high pressure hydrogen infrastructure. 

Robotic Arm, High 
Pressure H2, Natural 
Gas Supply, Stand-alone 
SCADA, Ultrahigh Pure 
H2: Manifold Access, 
Class 1 Div 1 Electrical 
Infrastructure 

ESIL 

Electrolyzer /Fuel 
Cell/Sensors 
Balance of Plant 
and Components 
Testing 

The Electrolyzer/Fuel Cell/Sensors Balance of 
Plant and Components Testing hub offers a 
Class 1 Div 2 lab for performing test of large 
scale hydrogen fuel cell and electrolyzer 
infrastructure. REDB lateral connections near 
the hub offer integration with other equipment 
throughout ESIF. 

Electrolyzer and Balance 
of Plant, DI H2O Supply, 
Stand-alone SCADA, 
REDB Access, 
Programmable DC 
Power Supply, Ultrahigh 
Pure H2: Manifold 
Access, Class 1 Div 1 
Electrical Infrastructure 

ESIL H2 Fueling 
Infrastructure  

The Hydrogen Fueling Infrastructure hub 
includes a 700 bar hydrogen vehicle fueling 
station and storage for up to 115 kg (30 kg high 
pressure, 80 kg medium pressure, 5 low 
pressure). 

Large High Pressure 
Storage, H2 
Compressors, Pre-
Cooling Units, Vehicle 
Fueling Dispenser, 
Metering, Ultrahigh Pure 
H2: Manifold Access 
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Figure 3: ESIF Outdoor Area Capability Hubs  
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ESIF 
Lab Capability Description Key Infrastructure 

LVOTA Large Microgrids 

The Large Microgrids Hub, located in the 
outdoor low voltage test yard, includes 
underground trench access for power 
connections to REDB connection boards for 
integrated test of outdoor microgrid switchgear 
and DERs. 

Diesel Generators, 
Microturbines, Secured 
Outdoor Pads, House 
Power 

LVOTA Flywheels 

The Flywheel hub includes underground pits for 
full enclosure of rotating machinery under test. 
REDB lateral connections near the hub offer 
integration with other equipment throughout 
ESIF. 

Secured Underground 
Pits 

MVOTA 
Plug-in Vehicle 
Interactions/ 
Networks 

The Plug-in Vehicle Interactions/Networks hub 
offers parking and level 2 charging 
infrastructure for up to 12 plug-in electric 
vehicles on a reconfigurable distribution circuit 
with REDB lateral connections nearby for 
integration with other equipment throughout 
ESIF. 

Parking Space, 12 
Vehicle Charging 
Stations, Networked Data 
Acquisition, Medium 
Voltage Access, REDB 
Access, Residential 
Transformers 

MVOTA 
Medium Voltage 
Electrical 
Equipment 

The large outdoor medium voltage test yard 
hosts the Medium Voltage Electrical Equipment 
hub, which contains underground cable 
trenches and overhead utility poles for test of 
distribution voltage (13.2kV nominal) 
transformers, capacitors banks, and DERs. 
Nearby transformers and REDB connections 
enable integration with other equipment 
throughout ESIF. 

Medium Voltage Access, 
REDB Access, Secured 
Outdoor Pads, MV 
Equipment Poles, 
Networked Data 
Acquisition 

MVOTA Large Scale 
Energy Storage 

The Large-Scale Outdoor Equipment hub offers 
space for test of containerized industrial or 
commercial DERs. Nearby REDB connection 
boards enable integration with other equipment 
throughout ESIF. 

House Power, Secured 
Outdoor Pads, REDB 
Access 
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Appendix B: Complete List of ESIF Research 
Infrastructure Assets 
This inventory will be updated as new equipment is obtained (e.g. through purchase or donation 
associated with a user project), older equipment fails or becomes outdated and is replaced, or 
new capabilities are identified. 

Description Manufacturer Cost Delivery Date 

AMPLIFIER OMICRON $12,084 25-Oct-05 

TEST SET OMICRON $23,000 30-Aug-05 

COMPUTER DELL $1,054 13-Mar-09 

COMPUTER DELL $1,062 9-Jun-10 

COMPUTER DELL $1,062 9-Jun-10 

COMPUTER DELL $1,062 9-Jun-10 

COMPUTER DELL $1,062 9-Jun-10 

COMPUTER LAPTOP DELL $1,303 23-Jul-08 

COMPUTER LAPTOP DELL $1,313 9-Jul-08 

COMPUTER DELL $2,063 22-Aug-07 

COMPUTER DELL $2,354 20-Aug-08 

FLOW CELL BIOS $10,500 10-Mar-10 

FLOW CELL BIOS $10,500 10-Mar-10 

FUEL CELL TEST SYSTEM SCRIBNER ASSOCIATES $10,700 10-Jun-10 

FUEL CELL TEST SYSTEM SCRIBNER ASSOCIATES $10,700 10-Jun-10 

8 SLOT CHASSIS NATIONAL INSTRUMENTS $13,269 2-Apr-10 

AUTO FUEL CELL SCRIBNER ASSOCIATES $17,000 19-Nov-02 

POTENTIOSTAT GALVANOSTAT METROHM $19,570 8-Jul-11 

POTENTIOSTAT MULTICHANNEL SOLARTRON ANALYTICAL $27,000 22-Aug-08 

FREQUENCY RESPONSE ANALYZER SOLARTRON ANALYTICAL $29,000 22-Aug-08 

FUEL CELL TEST STATION FUEL CELL 
TECHNOLOGIES 

$87,711 2-Sep-08 

SEGMENTED CELL TEST SYSTEM CALTRONICS DESIGN $203,717 27-May-10 

GAS CONTROL UNIT H2 ECONOMY $20,800 30-Apr-09 

COMPUTER LAPTOP DELL $3,514 3-Aug-07 

COMPUTER DELL $1,062 9-Jun-10 

COMPUTER DELL $1,062 9-Jun-10 

ELECTRONIC LOAD SCRIBNER ASSOCIATES $13,200 13-Aug-10 

ELECTRONIC LOAD SCRIBNER ASSOCIATES $13,200 13-Aug-10 
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Description Manufacturer Cost Delivery Date 

FUEL CELL TEST STATION GREENLIGHT 
INNOVATION CORP 

$171,356 14-Dec-12 

FUEL CELL TEST STATION GREENLIGHT 
INNOVATION CORP 

$388,237 14-Dec-12 

PROJECTOR STEREOSCOPIC INFOCUS $3,900 6-Jul-05 

COMPUTER DELL $1,231 31-Mar-08 

COMPUTER GATEWAY $1,298 7-Mar-05 

COMPUTER DELL $1,611 3-Nov-09 

GAS ANALYSIS SYSTEM HIDEN ANALYTICAL $237,472 3-Apr-09 

DRILL PRESS MAGNETIC MILWAUKEE $1,293 9-Sep-10 

PORTABLE FUEL CELL H-TEC $2,050 4-Sep-02 

COMPUTER LAPTOP DELL $1,623 24-Sep-12 

COMPUTER RACKMOUNT DELL $3,837 31-Aug-10 

I/O EXPANSION BOX OPAL RT $13,328 8-Jan-10 

OSCILLOSCOPE ELECTRONIC W/ 
STORAGE 

YOKOGAWA $24,877 21-Aug-07 

COMPUTER OPAL RT $995,122 8-Jan-10 

SCOPECORDER YOKOGAWA $24,525 6-Apr-10 

POWER ANALYZER YOKOGAWA $31,363 15-Feb-01 

GRID SIMULATOR GE CORPORATE R&D $25,000 16-Jul-04 

POWER ANALYZER YOKOGAWA $23,340 23-Sep-02 

COMPUTER RACKMOUNT DELL $3,837 31-Aug-10 

TEMPERATURE HUMIDITY CHAMBER ESPEC $11,630 20-Sep-13 

TEMPERATURE HUMIDITY CHAMBER ESPEC $11,630 20-Sep-13 

EMBEDDED CONTROLLER NATIONAL INSTRUMENTS $4,999 23-Sep-11 

COMPUTER DELL $1,022 20-Nov-08 

PRESSURE CALIBRATOR SETRA $11,769 24-Oct-11 

COMPUTER DELL $4,219 11-May-11 

EMBEDDED CONTROLLER NATIONAL INSTRUMENTS $4,999 23-Sep-11 

METER BROOKS $10,335 24-Feb-10 

TEST CHAMBER BUILDING JAOQUIN 
MANUFACTURING CORP 

$24,910 22-Apr-10 

COMPUTER DELL $3,349 14-Jan-09 

CAMERA DIGITAL CANON $4,259 2-Jul-12 

GAS CHROMATOGRAPH SHIMADZU $49,653 24-Nov-09 

COMPUTER LAPTOP DELL $1,800 11-Sep-07 
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Description Manufacturer Cost Delivery Date 

ARTICULATING BOOM LIFT GENIE $28,850 9-Nov-06 

SPECTRUM ANALYZER TEKTRONIX $40,799 15-Sep-11 

REDB Various $11,085,085 1-Jan-12 

GRID SIMULATOR AMETEK $1,699,538 1-Jan-12 

LOAD BANK Loadtec $1,336,566 1-Jan-12 

SCADA Various $3,507,222 1-Jan-12 

VIDEO PROCESSOR VISTA $83,473 8-Aug-13 

TV LED 46" SAMSUNG $2,000 11-Sep-12 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

TV LED 46" SAMSUNG $2,000 11-Sep-12 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER LAPTOP PANASONIC $3,800 22-Oct-13 

COMPUTER LAPTOP PANASONIC $3,800 22-Oct-13 

COMPUTER LAPTOP PANASONIC $3,800 22-Oct-13 

COMPUTER HEWLETT PACKARD $4,000 22-Oct-13 

VIDEO PROCESSOR VISTA $86,538 26-Sep-12 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 

COMPUTER DELL $1,200 22-Oct-13 
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Description Manufacturer Cost Delivery Date 

TV LED 55" SAMSUNG $1,717 26-Sep-12 

TV LED 55" SAMSUNG $1,717 26-Sep-12 

DUAL BUS CONTROL SYSTEM CRESTON $3,148 26-Sep-12 

AMPLIFIER BIAMP $4,812 26-Sep-12 

CAMERA VIDEO CONFERENCE CISCO $6,340 1-Oct-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 24-Oct-12 

PROJECTOR CHRISTIE $10,799 24-Oct-12 

TELEPRESENCE SYSTEM CODEC CISCO $95,000 1-Oct-12 

VIDEO PROCESSOR VISTA $86,538 26-Sep-12 

AMPLIFIER LAB GRUPPEN $1,594 26-Sep-12 

TV LED 46" SAMSUNG $2,000 11-Sep-12 

TV LED 46" SAMSUNG $2,000 20-Sep-12 

TV LED 46" SAMSUNG $2,000 20-Sep-12 

TV LED 46" SAMSUNG $2,000 20-Sep-12 

PROJECTOR CHRISTIE $2,468 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

VIDEO PROCESSOR VISTA $83,473 8-Aug-13 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 
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Description Manufacturer Cost Delivery Date 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

PROJECTOR CHRISTIE $10,799 26-Sep-12 

13.2 kV to 480 V Y-Y transformer  1000 
kVA - (2) are 1a & (2) are 1b 

  $120,862 25-Feb-11 

13.2 kV to 480 V Y-Y transformer  1000 
kVA - (2) are 1a & (2) are 1b 

  $120,863 25-Feb-11 

Reclosers (as station breakers)   $131,192 25-Feb-11 

Reclosers (as station breakers)   $131,192 25-Feb-11 

3-Way Switch   $146,988 25-Feb-11 

6-Way Switch   $146,988 25-Feb-11 

COMPUTER LAPTOP DELL $1,604 6-Sep-12 

COMPUTER LAPTOP DELL $1,604 6-Sep-12 

UNIVERSAL SAMPLE ROBOT THERMAL ANALYSIS $18,251 16-Mar-11 

UNIVERSAL SAMPLE ROBOT THERMAL ANALYSIS $18,251 16-Mar-11 

THERMOGRAVIMETRIC ANALYZER METTLER TOLEDO $44,695 6-Jan-09 

DIFFERENTIAL SCANNING 
CALORIMETER 

METTLER TOLEDO $44,967 6-Jan-09 

RHEOMETER W/ ENVIRONMENTAL 
TEST CHAMBER 

TA INSTRUMENTS $62,370 5-Mar-09 

GLOVE BOX MBRAUN $484,592 25-Feb-11 

COMPUTER LAPTOP DELL $1,750 5-Nov-09 

POTENTIOSTAT GALVANOSTAT METROHM $27,000 3-Dec-12 

DIFFERENTIAL SCANNING 
CALORIMETER 

NETZSCH INSTRUMENTS $119,365 23-May-12 

COMPUTER DELL $1,511 19-Aug-11 

CAMERA DIGITAL NIKON $1,729 30-Mar-09 

COMPUTER DELL $4,065 15-Apr-09 

PROJECTOR CANON $5,325 21-Sep-11 

CAMERA THERMAL FLIR SYSTEMS $42,332 8-Feb-08 

PARABOLIC MIRROR OPTICAL MECHANICS $22,500 20-Jan-10 

TELESCOPE ADM CELESTRON $2,700 27-Aug-09 

PROJECTOR HD 3D DEPTHQ $5,396 13-Aug-09 

AC LOAD BANK CALIFORNIA 
INSTRUMENTS 

$11,385 6-Jan-09 

HYDROGEN FUEL CELL NUVERA $40,000 19-Dec-11 
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Description Manufacturer Cost Delivery Date 

HYDROGEN FUEL CELL NUVERA $40,000 19-Dec-11 

HYDROGEN FUEL CELL NUVERA $40,000 19-Dec-11 

HYDROGEN FUEL CELL PLUG POWER $40,000 19-Dec-11 

HYDROGEN FUEL CELL PLUG POWER $40,000 19-Dec-11 

COMPUTER DELL $1,526 22-Aug-13 

COMPUTER LAPTOP DELL $2,746 11-May-06 

HYDROGEN ELECTROLYZER STACK PROTON ENERGY 
SYSTEMS 

$10,000 22-Jul-08 

HYDROGEN ELECTROLYZER STACK GINER $250,000 22-Jul-08 

FUEL CELL ENGINE ALTERGY $15,299 8-Feb-10 

HYDROYEN OXYGEN GENERATOR TELEDYNE $250,000 12-Aug-10 

ION CHROMATOGRAPHY SYSTEM DIONEX $29,355 24-Sep-07 

TV LCD 52" SONY $2,485 11-Jan-11 

AC LOAD BANK CALIFORNIA 
INSTRUMENTS 

$11,385 6-Jan-09 

COMPUTER SERVER THINKMATE $4,814 6-Sep-13 

OSCILLOSCOPE DIGITAL YOKOGAWA $16,590 31-Aug-11 

COMPUTER GATEWAY $2,439 15-Jul-03 

POTENTIOSTAT GALVANOSTAT METROHM $29,106 30-Jul-10 

POTENTIOSTAT GALVANOSTAT METROHM $29,106 16-Sep-10 

POTENTIOSTAT METROHM USA $31,150 20-Jun-12 

POTENTIOSTAT GALVANOSTAT METROHM $32,616 30-Aug-12 

POTENTIOSTAT GALVANOSTAT METROHM $33,005 7-Jun-11 

POTENTIOSTAT GAVANOSTAT METROHM $49,015 27-Aug-12 

PROJECTOR INFOCUS $1,528 2-Sep-05 

LOAD BANK SIMPLEX $11,342 19-Sep-13 

COMPUTER OPAL RT $13,328 13-Oct-09 

COMPUTER DELL $1,833 17-Dec-08 

COMPUTER DELL $1,250 20-Aug-12 

SPECTROMETER FTIR THERMO SCIENTIFIC $50,162 20-Aug-12 

UPS POWERVAR $11,799 18-Dec-12 

THERMOGRAVIMETRIC ANALYZER 
DIFFERENTIAL SCANNING 
CALORIMETER 

TA INSTRUMENTS $53,990 30-Jul-12 

GAS ANALYZER PFEIFFER VACUUM $56,563 25-Sep-12 

INDUCTIVELY COUPLED PLASMA THERMO SCIENTIFIC $216,537 16-Aug-12 
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MASS SPECTROMETER 

AC DC POWER SOURCE ELGAR $76,268 31-Jul-07 

TV LED 52" SHARP $1,738 13-May-10 

POWER ANALYZER YOKOGAWA $23,400 21-Aug-13 

MOTOR DC 300HP WER INDUSTRIES $17,058 29-Jan-87 

DIESEL GENERATOR 80kW CUMMINS ONAN $42,295 1-Feb-00 

DIESEL GENERATOR 125kW CUMMINS ONAN $46,427 1-Feb-00 

MICROTURBINE CAPSTONE $50,403 9-Jul-01 

SURGE TESTER THERMO KEYTEK LLC $126,103 5-Jun-01 

PRINTER HEWLETT PACKARD $2,087 17-Jul-07 

PRINTER HEWLETT PACKARD $2,730 17-Jul-07 

COMPUTER TOUCHSCREEN ADVANTECH $3,552 21-Jul-06 

IV CURVE TRACER DAYSTAR $23,250 3-Sep-09 

POWER CONTROLLER PACIFIC POWER SOURCE $170,016 6-Nov-01 

Walk-in Environmental Chamber   $168,000 1-Jul-10 

BATTERY PACK A123 $20,680 15-Oct-13 

BATTERY PACK A123 $20,680 15-Oct-13 

COMPUTER GATEWAY $1,630 6-Jun-07 

COMPUTER LAPTOP DELL $1,604 6-Sep-12 

COMPUTER LAPTOP DELL $2,202 10-Aug-10 

POTENTIOSTAT W/SPEED ROTATORS PINE INSTRUMENT $34,410 3-Nov-09 

PROJECTOR NEC $1,564 12-Jul-12 

PROJECTOR NEC $1,564 12-Jul-12 

DATA ACQUISITION MODULE 16 
CHANNEL 

ARBIN CORPORATION $22,918 23-Apr-99 

POWER SYSTEM SIMULATOR RTDS TECHNOLOGIES $320,025 12-Sep-12 

DC SUPPLY AEROVIRONMENT $309,486 12-Sep-12 

DC SUPPLY AEROVIRONMENT $309,486 1-Jan-12 

DC SUPPLY AMETEK $147,245 30-Sep-13 

AC/DC SUPPLY AMETEK $81,020 30-Sep-13 

DC SUPPLY ANDERSON $396,750 30-Sep-13 

COMPUTER LAPTOP DELL $2,863 2-Aug-07 

OSCILLOSCOPE DIGITAL YOKOGAWA $49,080 10-Sep-13 

AC LOAD 3KW CALIFORNIA 
INSTRUMENTS 

$10,950 25-Jul-05 
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LOAD BANK 100KW SIMPLEX $27,886 14-May-97 

LOAD BANK 100KW SIMPLEX $29,247 5-Nov-98 

MOBILE ELECTRIC POWER SYSTEM NREL FABRICATION $210,000 19-Mar-13 

POWER SUPPLY MAGNA POWER 
ELECTRONICS 

$488,160 18-Sep-12 

PV MODULE LIGHT EXPOSURE 
SYSTEM 

ATONOMETRICS $150,000 17-Jul-13 

COMPUTER DELL $1,320 19-Sep-07 

COMPUTER LAPTOP DELL $1,604 6-Sep-12 

COMPUTER SERVER CISCO $6,743 3-Aug-12 

COMPUTER SERVER CISCO $6,743 3-Aug-12 

COMPUTER SERVER CISCO $6,743 3-Aug-12 

COMPUTER SERVER CISCO $8,662 3-Aug-12 

TEST CHAMBER RUSSELLS TECHNICAL 
PRODUCTS 

$190,729 15-Feb-13 

COMPUTER DELL $1,340 19-Aug-13 

COMPUTER DELL $1,340 19-Aug-13 

TV PLASMA 50" SAMSING $1,595 18-Sep-09 

TV LED 46" SAMSUNG $1,869 27-Jul-11 

COMPUTER DELL $4,219 24-Jun-11 

COMPUTER LAPTOP HEWLETT PACKARD $3,573 14-Apr-10 

EMBEDDED CONTROLLER NATIONAL INSTRUMENTS $5,000 28-Nov-11 

EMBEDDED CONTROLLER NATIONAL INSTRUMENTS $5,000 28-Nov-11 

COMPUTER DELL $2,349 1-Nov-12 

PRINTER HEWLETT PACKARD $1,187 29-Aug-06 

MOBILE VERTICAL LIFT JLG $13,760 14-Sep-12 

CONTROLLER MULTI TASK TA INSTRUMENTS $50,114 10-Feb-93 

COMPUTER DELL $1,054 13-Mar-09 

SINGLE POSITION DRIVEN REWIND 
W/CONTROL STATION 

DAVIS STANDARD LLC $136,601 14-Apr-10 

MANUAL MILL ACER SPRINGWOOD $10,000 29-Jul-13 

HARMONIC NEUTRALIZER MAGNA POWER $24,655 2-Oct-13 

FORKLIFT 15,500 LB CLARK $36,900 14-Aug-13 

PROGRAMMABLE POWER SOURCE & 
ANALYZER 

AMETEK $81,020 26-Sep-13 

PROGRAMMABLE DC POWER SUPPLY MAGNA POWER $117,130 2-Oct-13 
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PROGRAMMABLE DC POWER SUPLY MAGNA POWER $117,130 2-Oct-13 

CHILLER 15 TON DIMPLEX $16,500 24-Sep-13 

HARMONIC NEUTRALIZER MAGNA POWER $24,655 2-Oct-13 

PROGRAMMABLE DC POWER SUPPLY MAGNA POWER $112,735 2-Oct-13 

PROGRAMMABLE DC POWER SUPPLY MAGNA POWER $112,735 2-Oct-13 

FORKLIFT YALE $25,000 19-Dec-11 

FORKLIFT YALE $25,000 19-Dec-11 

DIESEL GENERATOR SET CATERPILLAR $94,500 19-Sep-13 

POWER SUPPLY 660 KW DC ACSYS THENOLOGIES $380,250 18-Sep-13 

CAMERA THERMAL VIDEO FLIR SYSTEMS $55,020 13-Jul-11 

TEMPERATURE HUMIDITY CHAMBER ESPEC $152,610 19-Jul-11 

OPTICAL TABLE WITH ISOLATORS NEWPORT $14,497 12-Jan-11 

DISH CONVERTER ASSEMBLY ARRAY TECHNOLOGIES $17,081 19-Nov-02 

COMPUTER LAPTOP DELL $1,451 8-Nov-12 

Environmental Chamber   $1,500,000 30-Mar-14 

Hepa Filter   $500,000 1-Jan-12 

Research Boiler   $30,000 1-Jan-12 

Research Chiller   $94,000 1-Jan-12 

PLCs   $1,000,000 1-Jan-12 

Residential Transformers   $80,000 30-Sep-13 

Hydrogen Fueling Station   $1,100,000 30-Mar-14 

RES Systems   $450,000 30-Sep-13 

DAQ Carts   $200,000 1-Jan-12 

DAQ Carts   $200,000 1-Jan-12 

Thermal Carts   $80,000 1-Jan-12 

Thermal Carts   $80,000 1-Jan-12 

Viz Glass Displays (3)   $100,000 1-Jan-12 

Gas Cabinets (8)   $40,000 1-Jan-12 

        

   Total $34,960,888   

  3% Escalation $1,048,827  

  Total FY15 Capital Value $36,009,714  
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associated with a user project), older equipment fails or becomes outdated and is replaced, or 
new capabilities are identified. 

Description Manufacturer Cost Delivery Date 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

NETWORK CHASSIS CISCO $165,305 12-Jun-12 

COMPUTER CLUSTER SUPERMICRO $157,177 1-May-13 

COMPUTER CLUSTER SUPERMICRO $157,177 1-May-13 

COMPUTER CLUSTER SUPERMICRO $157,177 1-May-13 

COMPUTER SERVER APPLE $7,481 12-Apr-10 

COMPUTER SERVER HEWLETT PACKARD $2,629 26-Apr-13 

COMPUTER - GRAPHICS PROCESSING 
UNIT 

NVIDIA $13,905 13-Aug-12 

COMPUTER - GRAPHICS PROCESSING 
UNIT 

NVIDIA $13,905 13-Aug-12 

COMPUTER - GRAPHICS PROCESSING 
UNIT 

NVIDIA $13,905 13-Aug-12 

COMPUTER - GRAPHICS PROCESSING 
UNIT 

NVIDIA $13,905 13-Aug-12 

COMPUTER SERVER DELL $15,623 28-Jun-13 

COMPUTER SERVER DELL $15,623 28-Jun-13 

COMPUTER SERVER SUPERMICRO $3,894 30-Sep-11 

COMPUTER SERVER AVOCENT $5,259 16-Aug-12 

COMPUTER SERVER DELL $6,122 13-Sep-12 

COMPUTER SERVER SUPERMICRO $6,538 30-Sep-11 
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COMPUTER SERVER SUPERMICRO $6,538 30-Sep-11 

COMPUTER SERVER SUPERMICRO $6,538 30-Sep-11 

COMPUTER SERVER DELL $7,102 15-Aug-12 

COMPUTER SERVER SUPERMICRO $9,470 30-Sep-11 

COMPUTER SERVER DELL $10,610 1-Sep-11 

COMPUTER SERVER DELL $10,610 1-Sep-11 

COMPUTER SERVER DELL $11,218 7-Apr-11 

SERVER ENCLOSURE SUPERMICRO $12,125 30-Sep-11 

SWITCH 48 PORT DELL $14,273 5-Sep-12 

SWITCH 48 PORT DELL $14,273 5-Sep-12 

SWITCH 48 PORT DELL $14,273 5-Sep-12 

SWITCH 48 PORT DELL $14,273 5-Sep-12 

MODULAR SWITCH 48 PORT DELL $55,231 5-Sep-12 

MODULAR SWITCH 48 PORT DELL $55,231 5-Sep-12 

COMPUTER SERVER DELL $7,232 5-Jun-08 

TV LED 46" SAMSUNG $2,000 11-Sep-12 

COMPUTER LAPTOP DELL $1,433 24-Jul-13 

COMPUTER APPLE $2,790 13-Aug-09 

COMPUTER APPLE $2,790 13-Aug-09 

COMPUTER HEWLETT PACKARD $9,547 26-Jun-13 

COMPUTER HEWLETT PACKARD $9,547 26-Jun-13 

COLOR DISPLAY EIZO $18,690 13-Jun-13 

COMPUTER SERVER THINKMATE $9,871 14-Sep-10 

COMPUTER SERVER THINKMATE $9,871 14-Sep-10 

COMPUTER DELL $16,966 31-Aug-09 

SUPERBLADE MODULE SUPERMICRO $6,469 13-Sep-12 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $2,245 30-Sep-08 

COMPUTER SERVER SUPERMICRO $3,250 30-Sep-08 

COMPUTER SERVER SUPER MICRO $4,032 5-Apr-10 

SUPERBLADE MODULE SUPERMICRO $6,469 13-Sep-12 
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SUPERBLADE MODULE SUPERMICRO $6,469 13-Sep-12 

SUPERBLADE MODULE SUPERMICRO $6,469 13-Sep-12 

SERVER BLADE SUPER BLADE $8,667 7-Sep-10 

COMPUTER SERVER SUPER MICRO $8,667 17-Sep-10 

SUPERBLADE ENCLOSURE SUPERMICRO $10,080 13-Sep-12 

COMPUTER SERVER THINKMATE $11,428 6-Sep-13 

COMPUTER SERVER THINKMATE $11,428 6-Sep-13 

COMPUTER SERVER THINKMATE $11,428 6-Sep-13 

COMPUTER SERVER THINKMATE $11,428 6-Sep-13 

STORAGE ARRAY BLUE ARC $12,023 12-Sep-11 

COMPUTER SERVER THINKMATE $13,432 2-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY HITACHI $13,444 13-Aug-12 

STORAGE ARRAY CONTROLLER HITACHI $13,493 13-Aug-12 

STORAGE ARRAY BLUEARC $13,995 18-Aug-10 

STORAGE ARRAY BLUEARC $13,995 18-Aug-10 

COMPUTER SERVER THINKMATE $19,014 6-Sep-13 

STORAGE ARRAY THINKMATE $19,995 10-Aug-12 

STORAGE ARRAY THINKMATE $19,995 10-Aug-12 

STORAGE ARRAY THINKMATE $24,796 20-Apr-10 

STORAGE ARRAY THINKMATE $31,381 31-Aug-11 

BLADE ENCLOSURE SUPERMICRO $32,568 29-Sep-11 

COMPUTER SERVER BLUE ARC $41,637 25-Mar-11 

COMPUTER SERVER BLUEARC $45,996 9-Dec-10 

TAPE LIBRARY OVERLAND STORAGE $54,719 27-May-08 

COMPUTER SERVER BLUEARC $59,201 3-Nov-09 

COMPUTER SERVER SUPERMICRO $74,873 31-Mar-09 

COMPUTER SERVER SUN $1,151,753 19-Mar-13 

COMPUTER SERVER STORAGE BLUEARC $250,000 3-Nov-09 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 
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SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $6,818 13-Dec-12 

SUPER BLADE MODULE SUPERMICRO $7,576 13-Dec-12 

COMPUTER SERVER THINKMATE $19,014 5-Jul-13 

PROJECTOR CHRISTIE $2,479 20-Apr-11 

MGT RACK HEWLETT PACKARD $12,000,000 7-Feb-13 

STORAGE ENCLOSURE NORCO $7,052 26-Aug-11 

STORAGE ARRAY HEWLETT PAKARD $3,000 9-Aug-10 

COMPUTER RACKMOUNT DELL $4,262 24-Feb-10 

COMPUTER RACKMOUNT DELL $4,262 24-Feb-10 

COMPUTER RACKMOUNT DELL $4,986 4-Feb-09 

COMPUTER RACKMOUNT DELL $4,986 4-Feb-09 

TAPE LIBRARY HEWLETT PACKARD $5,079 24-Jun-08 

COMPUTER SERVER DELL $5,912 15-Aug-13 

COMPUTER SERVER DELL $5,912 30-Aug-13 

COMPUTER SERVER HEWLETT PACKARD $13,764 6-Aug-07 

INSIGHT CENTER 2D DISPLAY CHRISTIE $350,000 19-Mar-13 

INSIGHT CENTER 2D CONTROLLER CHRISTIE $300,000 19-Mar-13 

INSIGHT CENTER 3D DISPLAY CHRISTIE $850,000 19-Mar-13 

INSIGHT CENTER 3D CONTROLLER CHRISTIE $500,000 19-Mar-13 

        

   Total $17,337,626   

   3% Escalation $520,129   

   Total FY15 Capital Value $17,857,754   
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