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Abstract—The deregulation of the power system and the 
incorporation of generation from renewable energy sources 
recessitates faster state estimation in the smart grid. Distributed 
state estimation (DSE) has become a promising and scalable 
solution to this urgent demand. In this paper, we investigate 
the regionalization algorithms for the power system, a necessary
step before distributed state estimation can be performed. To 
the best of the authors’ knowledge, this is the first investigation 
on automatic regionalization (AR). We propose three spectral 
clustering based AR algorithms. Simulations show that our 
proposed algorithms outperform the two investigated manual 
regionalization cases. With the help of AR algorithms, we also 
show how the number of regions impacts the accuracy and 
convergence speed of the DSE and conclude that the number of 
regions needs to be chosen carefully to improve the convergence 
speed of DSEs.

Index Terms—automatic regionalization, distributed state esti­
mation, partitioning, power system operations, spectral clustering 

I. INTRODUCTION 

State estimation is an essential tool for power system 
monitoring and analysis. Its results, the bus voltage magnitudes 
and phase angles, are critical inputs for other operational 
tools, such as contingency analysis, optimal power flow, and 
economic dispatch [1, 2]. Traditionally, the state estimation 
algorithm takes the supervisory control and data acquisition 
(SCADA) measurements from substations and power plants as 
inputs and solves a weighted least squares (WLS) problem at a 
central processor. With the emergence and rapid development 
of power generation from renewable energy sources, the faster 
dynamics and the higher uncertainty of the availability of these 
energy sources will require that state estimation is performed 
more frequently. The time interval between consecutive state 
estimation updates needs to be dramatically reduced from 2­
4 minutes to about 1 second. A single central processor is 
not capable of handling the tremendous computational load 
required by such state estimation tasks. Besides the aspect 
of processing power shortage, the communication load also 
increases due to the higher frequency of state estimation. 
With the installation of phasor measurement units (PMUs) 
in the smart grid, measurement data are becoming available 
at a much higher rate. A centralized structure would impose 
enormous load on the communication network and delays are 
inevitable. 

Distributed state estimation (DSE) has attracted significant 
attention as a promising solution to this challenge (see e.g. [3– 
6]). In DSE, the entire system is first partitioned into smaller 
regions. This process is call regionalization. It is a necessary 

step before DSE can take place. With DSE, the computational 
load is distributed to multiple regional processors. The regional 
processors cooperate to estimate the state of the system. Each 
of them has access to local measurements within the region. 
In the literature, there are two types of DSE algorithms. In one 
type of DSE algorithms, each regional processor maintains a 
copy of the state vector of the entire system. In the other type 
of DSE algorithms, each regional processor only maintains 
a copy of the state vector of local buses. Both of the two 
types of DSE algorithms require some information exchange 
between neighboring regional processors to achieve a consen­
sus among all processors. From our investigation, we observe 
that regionalization plays a crucial role in the performance 
of the DSE algorithms. However, in all the existing work 
on DSE, regionalization is performed manually and the DSE 
performance is typically evaluated only with a single arbitrary 
regionalization instance. 

Furthermore, manual regionalization is inefficient and te­
dious for large systems. The main motivation for DSE is to 
improve the scalability of the state estimation algorithms to 
cope with large systems with hundreds, or even thousands 
of buses. In such systems, the number of regions (regional 
processors) also needs to be large in order to exploit more 
computational power, so that the processing time remains 
acceptable. Hence, manual regionalization becomes difficult 
and insufficient, if not impossible. 

Therefore, in this paper, we investigate automatic region­
alization (AR) for DSE. Inspired by [7], in which spectral 
clustering is employed for geographic regionalization, we 
propose to apply spectral clustering to power system region­
alization. Our contributions include: 1) To the best of the 
authors’ knowledge, this is the first investgation on automatic 
regionalization algorithms for power system DSE. 2) We 
propose three regionalization algorithms based on spectral 
clustering with different similarity measures. 3) We investigate 
the impact of the number of regions on the DSE accuracy and 
convergence speed through simulations. 

The remainder of this paper is organized as follows. We first 
introduce spectral clustering in Section II. Then we describe 
our proposed regionalization algorithms in Section III. Simu­
lations are presented in Section IV to evaluate the performance 
of our proposed algorithms, as well as to investigate the impact 
of the number of regions. Finally, Section V concludes the 
paper. 

http:follows.We


II. SPECTRAL CLUSTERING A. Similarity Graph 

In this section, we introduce spectral clustering as back­
ground information for what follows in this paper. Clustering 
is an unsupervised machine learning technique aiming to 
group a set of objects so that objects in the same group 
are more similar to each other than to the objects in other 
groups. Compared with traditional clustering algorithms, such 
as k-means and hierarchical clustering algorithms, spectral 
clustering is a relatively new type of clustering algorithms. 
It is widely used in data analysis because of its often superior 
performance and the simplicity of implementation. 

Spectral clustering is based on the similarity graph of the 
data points to be clustered. In this paper, the data points are the 
buses in the power system. Let G = (V, E) be the undirected 
similarity graph, with vertex set V = {v1, · · · , vN }. Each 
vertex represents a bus. The non-negative weight wij of the 
edge (i, j) E E denotes the similarity between two data points. 
The definition of similarity is a vital factor to the performance 
of spectral clustering. In this application of spectral clustering 
to the regionalization problem, the definition of the similarity 
between buses will be discussed in detail in Section III. Let 
W = (wij )i,j=1,··· ,N be the weighted adjacency matrix of the 
graph G. The degree of vertex vi is defined as 

N∑ 
di = wij , (1) 

j=1 

and the degree matrix D is defined as the diagonal matrix 
with d1, · · · , dN on the diagonal. 

The graph Laplacian matrix is 

L = D − W . (2) 

In this paper, we employ the normalized spectral clustering 
proposed in [8]. Let >1, · · · , >k be the k smallest eigen­
values of the generalized eigenproblem Lu = >Du and 
u1, · · · , uk be the corresponding eigenvectors. We denote 
U = [u1, · · · , uk] as a N × k matrix. 

Then, let yi E Rk denote ith row vector of U , and with 
the k-means algorithm, we cluster y1, · · · , yN into k clusters. 
Finally, from the clustering result of yi, we obtain the spectral 
clustering result of the corresponding vertex vi. For a more 
detailed overview on spectral clustering, please refer to [9]. 

III. PROPOSED REGIONALIZATION ALGORITHMS 

In this paper, we investigate the problem of regionaliza­
tion for DSE. In all existing DSE algorithms, the consensus 
among regions is achieved by each regional processor through 
adjusting the local state estimates according to information 
communicated from neighboring regions. Obviously, the DSE 
algorithm converges faster if the regions are more isolated. 
Therefore, the objective of our proposed automatic region­
alization algorithms is to partition the entire system into a 
specified number of regions while minimizing the inter-region 
impact during the DSE process. In the following, we focus 
on two aspects of the algorithm design that help achieve this 
objective. 

The construction of the similarity graph is an important 
factor to achieve a regionalization with minimum inter-region 
interactions during the DSE. It is desirable to have a definition 
of the similarity between a pair of buses that describes the 
mutual impact of the states of the buses, because buses with 
larger similarities tends to be clustered into one region in 
spectral clustering. Therefore, we propose the following three 
definitions of similarity. 

1) Topology Based Similarity (TBS): A straightforward way 
to define similarity is to use the topology of the system 
directly. This results in a weighted adjacency matrix with 0s 
and 1s. The weight of the edge between Bus i and Bus j is 
defined as {

1, A transmission line connects the buses, 
wij = (3)

0, Otherwise. 

2) Measurement Based Similarity (MBS): The states of 
a bus could impact its neighbor during the DSE only if 
there is an available measurement involving both buses. More 
specifically, a transmission line is actively involved in the 
DSE if, and only if, at least one power flow measurement 
is available on it, or one power injection measurement is 
available at one of the buses it connects. To capture this 
observation, the similarity can be defined as {

1, A measurement involving the buses is available, 
wij = (4)

0, Otherwise. 

3) Weighted Measurement Based Similarity (WMBS): MBS 
considers the availability of the measurements. However, not 
every pair of buses are involved in the same number of 
measurements, and not all measurements have the same effect 
in coupling the involved buses. In some cases, it would be 
beneficial to divide two weakly coupled buses into different 
regions so that two strongly coupled buses can be clustered 
together. Therefore, the similarity between two buses is de­
fined as the sum of the coupling strength metrics cp of all 
measurements involving both buses {∑ { }

azp azp 

pEP cp, P = p | axi 
= 0& ̸ axj 

= 0̸ ≠ ∅ 
wij = (5)
 

0, Otherwise.
 

For AC state estimation, cp is defined as a constant number 
1 for all measurements. For DC state estimation, in which the 
relationship between measurements and states is linear, it is 
possible to define a better metric for the coupling strength of a 
measurement. Consider a measurement zp with the following 
relationship with the states 

zp = hp
T x + np (6) 

where x is the state vector and np is the measurement noise. 
The metric of its coupling strength is defined as cp = |hp|T 1, 
where |hp| takes the element-wise absolute value of the vector 
hp and 1 is the vector with all entries equal to 1. The intuition 
behind this metric definition is that a measurement couples 
the buses more strongly if the states of involved buses have 
a larger influence on the measurement. This metric is not 



applicable to AC state estimation since the partial derivatives 
of the measurement change with the value of the states. 

B. Initialization of the k-Means Algorithm 

Note that the k-means problem is non-convex and NP-hard. 
Therefore, the algorithm is not guaranteed to find the global 
optimum. This means that the outcome of the algorithm is 
sensitive to the initial centroids selected for the algorithm. 
Hence, a good initialization method is necessary for the re­
gionalization algorithm to perform well. Among the available 
initialization methods for the k-means algorithm, k++-means 
algorithm attempts to choose the k initial centroids at locations 
evenly distributed in the sample space. This approach suits our 
purpose of regionalization well and, therefore, is chosen as the 
initialization method in our algorithm. 

IV. SIMULATIONS 

We test our proposed regionalization algorithms on the 
IEEE 14-bus and 30-bus systems with the DC DSE algorithm 
proposed in [4]. The topology of the systems are shown 
in Fig. 1 and Fig. 2, respectively. The metric we use to 
evaluate the performance of regionalization schemes is the 
mean square error (MSE) of the state estimates and the number 
of iterations needed to converge within the tolerance of 10−3 . 
In all the simulations, the measurement noise is assumed to be 
i.i.d. Gaussian with variance 0.1. We run 1000 Monte Carlo 
simulations for each scenario. 

Fig. 1: IEEE 14-Bus System [10] 

Fig. 2: IEEE 30-Bus System [10] 

A. Automatic vs. Manual Regionalization 

In this subsection, we compare the DSE performance under 
different regionalization schemes with 4 regions on the IEEE 
14-bus system. Table I shows the regionalization scheme of the 
two manual cases, as well as the results of the three proposed 
AR algorithms. 

TABLE I: Regionalization Schemes 

Regionalization Region 1 Region 2 Region 3 Region 4 
Case 1 1,2,5 3,4,7,8,9 10,11,14 6,12,13 
Case 2 1,2,5 3,4,7,8 9,10,14 6,11,12,13 

TBS-AR 1,2,3,4,5 7,8,9 10,11 6,12,13,14 
MBS-AR 1,2,3,5 4,7,8,9 10,11 6,12,13,14 

WMBS-AR 1,2,3,5 4,7,8,9,14 10,11 6,12,13 

The MSE and the average number of iterations are presented 
in Table II. We observe from the data that the MSE of all 
regionalization algorithms are very similar. In terms of the 
speed of convergence, the regionalization schemes obtained 
by MBS-AR and WMBS-AR enable the DSE algorithm to 
converge with many fewer iterations at the same tolerance 
setting, especially for WMBS-AR. The TBS-AR, however, 
yields very slow convergence speed compared with the other 
two AR algorithms. The fact that TBS-AR only considers 
the topology of the system, instead of the availability of 
measurements, is the main reason for its poor performance. 

TABLE II: SE Performance Comparisons 

MSE Average No. of Iter. 
DSE Case 1 0.0465 14035 
DSE Case 2 0.0464 29889 

TBS-AR 0.0476 32538 
MBS-AR 0.0432 12299 

WMBS-AR 0.0446 12222 

To further investigate the cause of performance differences 
yielded from the three proposed AR algorithms, we focus 
on the discrepancies among their resultant regionalization 
schemes. In Table I, the discrepancy between regionalization 
scheme by TBS-AR and those by the other two AR algorithms 
lies in the affiliation of Bus 4. Bus 4 was partitioned with 
Buses 1, 2, 3, and 5 by TBS-AR to avoid the inter-region 
connections between Bus 4 and Buses 2, 3, 5, respectively. 
However, both MBS-AR and WMBS-AR ignored this point 
and partitioned Bus 4 with Buses 7, 8, and 9. This is because in 
this simulation, the transmission line between Bus 2 and Bus 4 
was not actively involved in any available measurement. MBS­
AR and WMBS-AR recognized its inactivity and ignored the 
transmission line during regionalization. This helps reducing 
the overall inter-region connections that are actually active. 
Comparing the resultant regionalization schemes of MBS-AR 
and WMBS-AR, the discrepancy occurred at Bus 14. WMBS­
AR is able to discern that Bus 14 has a stronger tie with 
Bus 9 than it has with Bus 13, whereas MBS-AR cannot. 
Therefore, with the regionalization scheme of WMBS-AR, 
the more strongly coupled buses are effectively partitioned 
into same regions. This is the main reason for its superior 
performance. 

B. Number of Regions 

The number of regions allowed has a significant impact on 
the performance of DSE, especially on the convergence speed. 



In this set of simulations, we investigate its impact on the 
performance of DSE with AR algorithms. 

For the 14-bus system, the MSE and the average number of 
iterations are presented in Fig. 3. As shown in Fig. 3a, the basic 
trend is that the MSE increases slightly with the number of 
regions. In Fig. 3b, we can see that the number of iterations 
also increases with the number of regions. Therefore, when 
partitioning the system into more regions, the tradeoff between 
the ability to exploit more processing power and the cost of 
slower convergence, in terms of the number of iterations, has 
to be considered in system design. 
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Fig. 3: Impact of the number of regions on the IEEE 14-bus 
system. 

For the 30-bus system, whose results are shown in Fig. 4, 
both the MSE and the average number of iterations needed 
for convergence is unusually high with 3 regions. And the 
convergence speed for MBS-AR and WMBS-AR is dramat­
ically faster when partitioning the system into 4 regions. 
These somewhat counter-intuitive results can be explained as 
follows. The topology of the 30-bus system and the selection 
of measurements in the simulations result in a scenario more 
suitable to be partitioned into 4 regions than 3, 5, or 6 regions. 

Another interesting phenomenon worth noting is that the 
numbers of iterations needed by MBS-AR and WMBS-AR 
are much smaller than that by TBS-AR with 3 or 4 regions in 
the 14-bus system and then suddenly increase to a similar level 
with TBS-AR when the system is partitioned into 5 regions. 
For a small system such as the 14-bus system, as the number of 
regions increase, the probability of obtaining singleton regions 
are higher. Therefore, different AR algorithms tends to yield 
similar results with the average number of buses in each region 
is close to 1. 

V. CONCLUSIONS 

In this paper, we investigated automatic regionalization 
algorithms for DSE in the smart grid. We first proposed 
three automatic regionalization algorithms based on spectral 
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Fig. 4: Impact of the number of regions on the IEEE 30-bus 
system. 

clustering. Then we evaluated their performance through sim­
ulations. Compared with two manual regionalization cases, 
simulations show that our proposed AR algorithms provide 
better regionalization results that facilitate the DSE algorithm 
to achieve faster convergence. Additionally, we investigated 
the impact of the number of regions on DSE performance in 
terms of accuracy and convergence speed. Simulations show 
the number of regions significantly impacts the convergence 
speed in terms of the needed number of iterations. Therefore, 
the number of regions needs to be chosen carefully to achieve 
fast convergence. 
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