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Emerging Technologies for Crystalline Si Solar Cells

Bhushan Sopori
National Renewable Energy Laboratory
1617 Cole Boulevard
Golden, CO 80401

In the last few years photovoltaic (PV) energy production has become a profitable business, and
silicon continues to be the dominant technology. Silicon photovoltaic (Si-PV) manufacturers are
expanding their production lines to meet the increasing market demands. As a part of the
expansion, the PV industry is also developing and introducing newer technologies that are more
suitable for lower-cost, large-area devices. Although PV-Si manufacturers continue to buy
feedstock and Si wafers that are rejects from the microelectronics industry, there is a concerted
effort to include newer cell-processing methods—methods that deviate from the traditional
microelectronic device processing and are designed for PV manufacturing.

The PV industry is in the process of identifying solar-grade silicon using newer techniques to
upgrade metallurgical grade Si. In the area of crystal growth, more efficient crystal-pullers and
furnaces, with faster growth speeds and improved impurity control, are being installed. Wire
sawing has already been a very effective cost reduction step that has allowed thinner wafers with
lower kerf losses and a reduction in the damage removal. Newer approaches for wafer handling
and transporting for chemical etching and texturing are being developed where the wafers
essentially “float” in the chemical tanks to provide surface contact between the wafer and the
etchant.

In the area of solar cell processing, the expansion of the Si-PV industry is not taking place by
installing used diffusion furnaces, but by new designs of optically heated belt furnaces.
Likewise, newer approaches for solar cell metallization, use of PECVD nitride for simultaneous
deposition of AR coating and hydrogen passivation, and RTP-like processing methods are
finding their way in the expanding PV industry. In the near future, the PV industry is likely to
standardize wafers, processes, and equipment based on the new technologies that are starting to
take hold.

As the Si-PV industry gears up for changing the technologies for the manufacture of solar cells,
there are issues of automation and process control that are lurking over the heads of
manufacturers. Wafer breakage and low mechanical yield are nagging issues in the
manufacturing of solar cells. Understanding the mechanisms of breakage and automatic gentler-
handling of wafers are needed to ameliorate this problem.

As a theme of this 11" workshop, we will have an opportunity to discuss these emerging
technologies—related to the fundamental aspects of physics as well as challenges in engineering
designs. In addition to conventional sessions related to impurities, defects, and cell processing,
this workshop includes special sessions on Si mechanical properties and wafer handling, thin
film cells, and metallization. Hopefully, these are the condiments for lively discussions on
emerging technologies in solar cell manufacturing. This workshop is a Si-PV community-wide
effort—by the Program Committee, speakers who devote considerable effort in preparing
reviews, chairpersons/discussion leaders who guide the discussions, the poster presenters who

bring in the latest research results, and the active participation of the entire audience.
' 1



Intrinsic point defects in silicon and their control in crystal growth
and wafer processing

R. Falster ' and V.V. Voronkov 2
'"MEMC Electronic Materials SpA, viale Gherzi 31, 28100 Novara, Italy
MEMC Electronic Materials SpA, via Nazionale 59, 39012 Merano, Italy

Taking into account a wide variety of recent results from studies of silicon
crystal growth and high temperature wafer heat treatments, a consistent
picture of intrinsic point defect behavior is produced. The relevant point
defect parameters: diffusivities, equilibrium concentrations and the details of
the interaction of vacancies with oxygen are deduced. The experimental
observations reviewed here include the properties of grown-in microdefects
and vacancy-controlled oxygen precipitation effects in rapidly cooled wafers.
These results are combined to produce a set of simple unified schematic
diagrams which illustrate the key features of intrinsic point defect reaction
during both crystal growth and wafer processing. This has led to a series of
important engineering advances in crystal growth and wafer technologies.
“PerfectSilicon” (or microdefect-free) crystal growth and “Magic Denuded
Zone®” technology for the control of oxygen precipitation in silicon wafers
are two examples of this.

1. Introduction

The study of intrinsic point defect-related agglomerates (micro-defects) and
related effects in crystal growth has yielded a rich array of information on the properties
of the intrinsic point defects at high temperature. The incorporation of intrinsic point
defects into a growing crystal and their subsequent agglomeration into larger defects is
controlled by the details of how the crystal was solidified and subsequently cooled.
Interstitial and vacancy type microdefects occur in two clearly defined modes of growth.
A threshold (or critical) growth rate for the change-over from interstitial-type A/B swirl-
defects to vacancy-type D-defects was found to be proportional to the near-interface axial
temperature gradient G [1,2]. In other words, the type of grown-in microdefects is
controlled simply by the ratio v/G. Swirl-defects are formed if v/G is below some
universal critical ratio & and D-defects are formed otherwise. This simple ‘v/G rule’
holds both for float-zoned and Czochralski-grown crystals [3], in spite of a great
difference in the oxygen content. The physical meaning of this rule is very simple [1]: the
type of intrinsic point defects incorporated into growing crystal is controlled by the
parameter v/G, according to the defect transport equations for diffusion, convection and
annihilation of point defects in the vicinity of the interface.

2. Point defect reactions during crystal growth
Vacancy mode. Growing a crystal at v/G>§; results in incorporation of vacancies
while the interstitial concentration is undersaturated and decays fast due to recombination
with vacancies. The vacancies agglomerate into voids (D-defects) on further cooling — if
2



the vacancy concentration is not too low [3]. The identification of D-defects with
octahedral voids was recently demonstrated [4,5]. The voids, though of low density (ca.
10%m™) and small size (c.a. 150nm), can cause large yield problems in the manufacture
of some high density integrated circuits, in particular DRAMs. The main problem is a
gate oxide failure which can result from the intersection of such a void with the polished
silicon surface. Other void-related problems are found in device isolation [6].

At low vacancy concentration void formation is suppressed, and oxide particles
are produced instead of voids from supersaturated vacancy solution [3]. At still lower
vacancy concentration even the vacancy consumption is suppressed, with the
consequence of appreciable residual vacancy concentration which can greatly enhance
oxygen precipitation [7,8]. For these reasons the main vacancy region (that containing
voids) is surrounded first by a marginal particle band (P-band) and further by a band of
enhanced oxygen precipitation (L-band). Particularly the P-band is often manifested as a
so called OSF-(oxidation-induced stacking fault) ring in oxidized wafers.

Fig. 1 is a kind of vacancy “map” which illustrates the problem of the
incorporation of vacancies into a growing crystal. Starting at the equilibrium
concentration at the melt temperature (C,*(Tr,)), the vacancy concentration is reduced as
the crystal cools through a transient phase in which vacancy and self-interstitial fluxes
complete with each other via mutual annihilation. Eventually this stops when the
concentration of self-interstitials becomes exhausted. At this point an essentially constant
concentration of the surviving species (vacancy) is obtained. It is the survived vacancy
concentration, set at high temperature by the v/G rule, which is then launched into the

C, [em?] | Vacancy Path: Various V/G | VIV

154
10%7¢ Enhanced Oxygen [
Clustering |

Vojd Nucleation

0,V Binding
)
=

1000 1100 1200 1300 14\({1‘
l Tra 1038

Fig. 1. An illustration of the incorporation of vacancies into a growing crystal at various
values of v/G relative to the critical value.

possible reactions at lower temperatures. The reference value of the ratio of the actual to
critical v/G value is given on the right hand scale for several examples. The value for
each example corresponds to the value at the vacancy concentration saturation value.



Interstitial growth mode. Growing a crystal at v/G<§; results in incorporation of
self-interstitials while the vacancy concentration is undersaturated and decays rapidly.
The resulting supersaturated self-interstitials agglomerate into A/B-swirl-defects. The A-
defects were found to be extrinsic dislocation loops [9]; these are considered to be even
more dangerous microdefects than voids. The B-defects seem to be small globular
clusters of interstitials [10] (most likely, including carbon interstitials). Particularly, at
low interstitial concentration only B-defects are formed. At still lower concentrations, no
detectable defects are formed. Accordingly, the main interstitial region of a crystal (that
containing A-defects) is surrounded with a band of B-defects.

Void reaction control. ~One approach to an engineering improvement of the
microdefect problem is to grow crystals in the vacancy mode but to engineer the reactions
which produce voids. It is found that the resultant density of voids is proportional to the

factor q3/2(3v_1/2 [3], where q is the cooling rate at the temperature at which the reaction

occurs and Cy the local concentration of vacancies (a function of v/G parameter). The

void reaction occurs over a very narrow temperature range (about 5K) at some
‘nucleation temperature’ which depends on Cy [3]. The range of typical nucleation

temperatures lies between about 1000 and 1100 °C [7, 11, 12]. Fig. 2 shows an example
of the path taken by vacancies through void formation and subsequent vacancy
consumption for a specific v/G condition.

Void Nucleation Cy*

Vacancy Path:
* Standard V-type Crystal Growth

1000 1100 1200 1300 1400 1L

C,[cm?]
Fig. 2. An illustration of the prodution of voids in a growing crystal in the most usual
case.

The problem of reducing void defect density is thus a coupled engineering
problem. One must engineer simultaneously the coupled problems of the incorporation of
vacancies near the growth interface (v and G at about the melt temperature) and the
cooling rate at the reaction temperature (v and G at a temperature which depends on Cy).

Coupled to the coupled problem described above is the precipitation of oxygen
which is also strongly dependent on vacancy concentration. In fact, vacancies come to
completely dominate the initial clustering of oxygen which ultimately leads to

4



precipitation when their concentration exceeds about 10'* cm™. This is illustrated in the
diagrams by the region marked “enhanced oxygen precipitation”. This fact is used to
great effect in the MDZ® process described below. But it can also have a huge impact in
defect distributions resulting from crystal growth. During crystal growth, if the
consumption of vacancies to voids is not efficient (for example in the case of rapid
cooling) then the residual concentration of vacancies can be large enough to enter this
region. Such an effect had been called “anomalous oxygen precipitation”. It is illustrated
in Fig. 3. Such precipitation enhancement is also the main cause of much of the observed
banding phenomena in silicon near the critical value of v/G.

Void Nucleation Cy*

Enhanced Oxygen
i Clustering

700 800 900 1000 1100 1200 1300 1400 ' L[C]

Fig.3 An illustration of the effect of more rapid cooling through the void growth regime
resulting in “anomalously” high values of oxygen precipitation. Here the cooling rate is
sufficiently fast such that vacancy consumption by voids is insufficiently fast to suppress
the concentration below the critical value for “enhanced clustering”.

Perfect Silicon. A more robust solution to the micro-defect problem and one
which circumvents the question and resultant complications of whether or not the
material is sufficiently improved to meet the needs of an arbitrary IC process is not to
control the micro-defect reaction, but to suppress it. As described above, there exist two
marginal bands straddling the transition from vacancy to interstitial type silicon in which
the reactions which produce micro-defects do not occur. In these regions, the
concentrations of either vacancies or self-interstitials are too low to drive the reactions
during the cooling of the crystal. They differ in character due to the differing effects of
unreacted vacancies or interstitials on the subsequent nucleation of oxygen clusters at
lower temperatures. Excess vacancies enhance the clustering, while excess interstitials
suppress it. In terms of process control, the width in v/G space around the critical value
which produces sufficiently low concentrations of both vacancies or interstitials is on the
order of 10%. Growth processes which can control v/G to within 10% around the critical
value both axially and radially are capable of producing microdefect-free silicon. This is

5



not an easy task. Methods exist which result in the partial relaxation of this requirement
such that the production of such “Perfect Silicon” is practically possible along nearly the
entire crystal length.

3. The control of oxygen precipitation through the engineering of vacancy
concentration in silicon wafers: the Magic Denuded Zone® wafer

The control of the behavior of oxygen in silicon is undeniably one of the most
important challenges in semiconductor materials engineering. In the 20 or so years since
the discovery of the internal gettering effect in silicon wafers, many scientists and
engineers have struggled with the problem of precisely and reliably controlling the
precipitation of oxygen in silicon which occurs during the processing of wafers into
integrated circuits. This has been met with only partial success in the sense that the
“defect engineering” of conventional silicon wafers is still, by in large an empirical
exercise. It consists largely of careful, empirical tailoring of wafer type (oxygen
concentration, crystal growth method, and details of any additional pre-heat treatments,
for example) to match the specific process details of the application to which they are
submitted in order to achieve a good and reliable Internal Gettering (IG) performance.
Reliable and efficient IG requires the robust formation of oxygen precipitate free surface
regions (denuded zones) and a bulk defective layer consisting of a minimum density (at
least about 10 ® cm ~ [13]) oxygen precipitates during the processing of the silicon wafer.
Uncontrolled precipitation of oxygen in the near surface region of the wafer represents a
risk to device yield. The basis of the conventional method for dealing with the creation
of such a layered structure has been to insure sufficient out-diffusion of oxygen from the
near surface region in order to suppress nucleation and growth. In recent years due to
radical reductions in the total thermal budgets of processes which make submicron
devices, this is no longer possible, except at large added cost.

But there is another way [14]. In the discussion above dealing with vacancy
incorporation in crystal growth, it was noted that there exists a region of vacancy
concentration accessible through crystal growth in which no microdefects are formed but
in which the clustering of oxygen is significantly enhanced. It is also possible to achieve
such levels of vacancy concentration in thin wafers through the proper control of their
heating and cooling. In fact, it is possible, through the judicious control of point defect
generation, injection, diffusion and recombination to install vacancy concentration
profiles into silicon wafers which result in the ideal precipitation performance for Internal
Gettering (IG) purposes. Such ideal vacancy profile means a high vacancy concentration
in the wafer bulk and a proper vacancy depletion in the near-surface region. The
installation of controlled concentration profiles of vacancies is now a manufacturing
process.

While high concentration of vacancies enhance oxygen clustering, it is found that
there is a lower bound on vacancy concentration for which clustering is “normal”. This is
quite a sharp transition and lies around about 5x10"" cm™. Thus a profiled vacancy
concentration allows for the programming of “layered” structures, just what is required
for the effective engineering of IG structures. This is the basis underlying the “Magic
Denuded Zone®(or MDZ®) wafer [14]. A schematic of this new materials processing
technique is shown in Fig 4. The use of such a vacancy-based approach greatly
simplifies the use of silicon by decoupling the formation of the IG structure from the

6



details of the crystal growth process, the oxygen content of the wafer and the details of
the thermal process used to fabricate the device in question.

| Conventional DZ | | Vacancy controlled DZ I

C, or Cg; (em™)

0 50 100 0 50 100
Depth from wafer surface (um)

Fig 4. Schematic comparison of conventional and the vacancy controlled denuded zone.
The shaded regions are those of subsequent high levels of oxygen precipitation.

The installation of vacancy concentration profiles in thin silicon wafers. The
installation of appropriate vacancy concentration profiles in a thin silicon wafers is a
three step process, all of which occur in a single Rapid Thermal Processing (RTP) step
[14]. 1) When silicon is raised to high temperatures, vacancies and interstitials are
spontaneously produced in equal amounts through Frenkel pair generation, a very fast
reaction. At distances far removed from crystal surfaces we thus have C=Cy={C; (T)Cy"
(T)}”, where T is the process temperature. Were the sample to be cooled at this point the
vacancies and interstitials would merely mutually annihilate each other in the reverse
process of their generation. 2) In thin wafers however the surfaces are not far away and
this situation changes very rapidly. Assuming equilibrium boundary conditions (not
oxidizing or nitn'din%) leads to Eoupled fluxes of interstitials to the surface and vacancies
from the surface (C; (T) < Cy (T) (the equilibrium concentrations) for the temperature
ranges of interest (see below)) and the rapid establishment of equilibrium conditions
throughout the thickness of the wafer. Experiments suggest that this occurs very rapidly —
in a matter of seconds or even less. This equilibration is primarily controlled by the
diffusivity of the fastest component, the self-interstitials, since the concentrations are
roughly equal. 3) Upon cooling, two processes are important: direct recombination of
vacancies and interstitials, and diffusion toward the surfaces. In the wafer bulk the
slower vacancies are now the dominant species of the coupled diffusion and hence the
equilibration processes toward the equilibrium state at the surface is not as fast as the
interstitial dominated initial equilibration. It is thus possible to freeze in excess bulk
vacancies at not unreasonable cooling rates (ca.50-100°C/s). The residual bulk
concentration of vacancies following recombination with interstitials, Cy , is the initial
difference Cy*-Cr* (at the process temperature, T). Closer to the surfaces Cy is lower due
to out-diffusion (again now primarily controlled by the dominate vacancies) toward the
decreasing equilibrium values at the wafer surface. The level of bulk precipitation is
controlled by the process temperature, through Cy*-Cr*, while the depth of the denuded
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zone is controlled by the cooling rate, through the diffusion of vacancies during cooling.
Such information, coupled with numerical simulation of the diffusion process, can be
very important points of reference in analysing the parameters of the native point defects
in silicon. For example, the difference in the equilibrium concentrations, Cy*-C* is 5-8
X 10" ¢m ~ at about 1175 °C while at about 1250 °C much higher value is found, about
2-5x10" ¢m . Further experiments with various cooling rates and subsequent relaxation
rates of an installed profile during a second RTP process at a different temperature give
insight into the diffusivity of vacancies at various temperatures. Such information gained
from such experiments can be coupled with information gleaned from crystal growth
experiments to compile a unified picture of the point defect parameters at high
temperatures [15, 17]. Figure 4 illustrates both the installation of vacancy concentration
profiles and the local oxygen precipitation achieved by it. Data of platinum diffusion
experiments (CPt A C, for the 730°C diffusion [16]), oxygen precipitate depth profile and
a vacancy concentration profile simulation for the heat treatment using the parameters (a
unified set from the combination both crystal growth and wafer heat treatment data)
shown in Table 1 [17].
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Fig. 4. Depth profiles of platinum diffusion profiles measured at 730 and 800°C,
calculated vacancy concentrations, and measured oxygen precipitate densities in an RTP
treated sample processed at 1250°C. The oxygen precipitate density axis is scaled to
correspond to the vacancy-precipitate density calibration.

Parameter | Melting point value | Activation energy
Q)
Cy 1. 10" cm” 4.5
Cy 7.710" cm™ 4.7
Dy 7.10° cm™s™ 0.35
Dy 3.10" cm™s™ 0.25
Krv 10" em’s™ 1.0

Void parameters: Cyoig=3 10° cm™; Ryeig = 55 nm
Oxygen binding: Tging =1070 °C; Eging =5 eV

Table I: Point defect parameters used for the vacancy profile calculations
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The rules governing vacancy-interstitial reaction and diffusion are the same for
wafer processing as they are for crystal growth. Fig 5 shows a schematic diagram of the
installation of vacancy concentration profiles in the RTA processing of thin wafers in the
same format as that used to describe crystal reactions.
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Fig. 5. An illustration of the use of the vacancy template to illustrate the creation of dual
zoned precipitation effects in thin silicon wafers (the MDZ® wafer) by means of high
temperature rapid thermal processing.

4. Conclusions

A unified picture of point defect behavior can be derived from the data on grown-in
microdefects and the vacancy profiles created in wafers by RTP. The basic points are

(1) The equilibrium vacancy concentration is slightly higher than that of self-interstitials,
at least at temperatures over 1150°C. This basic inequality allows for (a) vacancy
Incorporation into growing crystal at v/G over some critical value (b) installation of
vacancy profile in RTP-treated wafers to ensure MDZ® formation.

(2) The interstitial diffusivity is essentially higher than that of vacancies. In consequence
of this inequality, (a) the self-interstitials are incorporated into growing crystal at low
v/G when the diffusion becomes more important than convection, (b) equilibration of
point defect profiles is very fast at the RTP temperature but not as fast during
subsequent cooling, to ensure desired installed profile of vacancies.

(3) Recombination rate of vacancies and interstitials is very fast at T>1150°C. This
condition is equally important both in defect incorporation during growth (to account
for the v/G rule) and in fast installation of vacancy profile in wafers.
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The role of transition metals in solar cell efficiency
A.A.Istratov and E.R.Weber

Department of Materials Science and Engineering, University of California, Berkeley, CA 94720

Abstract: this article is a short summary of results obtained in the framework of the research
program, supported by the NREL subcontract XAF-8-17607-04

The production of solar panels grows at a steady rate of 25% per year. The advantages of
photovoltaics (PV) are well known: solar generators are environmentally-friendly, do not
consume natural resources, and can be installed either at centralized power plants or on the roofs
of individual houses. However, the use of photovoltaics is limited by high cost of the systems
and consequently high cost of the generated electricity. The only way to decrease the cost per
kW of power output is to develop the technology to manufacture cells with high efficiency from
low cost wafers. A large effort was invested in the development of cost-efficient technologies for
the growth of multicrystalline silicon substrates suitable for photovoltaics. These technologies
are primarily based on rapid solidification, when silicon is pulled or casted preferably in the
shape of thin substrates (to avoid the costly and material-consuming step of sawing the crystal) at
a much higher pulling rates than utilized for normal CZ or FZ growth. Unfortunately, the
minority carrier diffusion length of multycrystalline silicon, the primary parameter that
determines the efficiency of solar cells, proved to be much lower than in single crystalline
silicon. Additionally, it varied significantly from grain to grain. Gettering and passivation
treatments were very efficient in further improving the diffusion length in good grains, but were
either less efficient or not efficient at all in improving “bad” grains, i.e., grains with initially low
diffusion length.

Crystalline (such as CZ or FZ grown) and multicrystalline substrates differ from single
crystalline (such as CZ or FZ grown) wafers in a significantly higher metal content in mc-Si
silicon and much higher density of lattice defects, including grain boundaries, dislocations, and
microscopic structural defects. The concentration of metals is higher in PV mc-Si primarily
because PV technology uses faster pulling/solidification rates than single crystalline silicon
technology (several cm/min as compared to several mm/min in CZ and FZ growth).
Consequently, it cannot benefit from the effect of distribution of impurities between the liquid
phase and the growing crystal to the same extent as CZ of FZ technology. Neutron activation
analysis (NAA) studies of mc-Si used for fabrication of solar cells revealed that mc-Si contained
10" cm™ to 10"° cm™ of metals, including Al, Ca, Fe, Mn, Ti [1, 2]. For comparison, high
quality CZ silicon typically contains less that 10'® cm™ of metal impurities. Metal impurities can
deteriorate the lifetime both when they are dissolved and when they form precipitates at grain
boundaries and dislocations. Additionally, there are data that metals form precipitates at
intragranular microdefects, which were detected in me-Si from iron precipitation [3-5] and x-ray
fluorescence mapping [6] experiments, reported by our group in 1994-1996, and in TEM studies
reported by Werner et al. [7] in 1997. It was shown that the precipitation rate of iron was slow in
the “good grains”, i.e., grains with initially high minority carrier diffusion length, while in the
“bad grains”, i.e., grains with initially low minority carrier diffusion length, iron precipitated at a
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much faster rate. Furthermore, degradation of the minority carrier diffusion length in “bad
grains” was much stronger than in “good grains” [3, 8, 9]. It was suggested that the major
difference between the “bad grains” and the “good grains” was that the “bad grains” contained
higher concentration of intragranular defects, which serve as efficient precipitation sites for iron
[10]. Strong binding energy of metals to these defects was suggested to explain poor
improvement of lifetime in “bad grains” after gettering. High density of these precipitation sites,
particularly in grains with low minority carrier diffusion length, and strong binding of metals to
the precipitates are thought to be the reason of the low effectiveness of standard gettering
techniques. The problem of gettering in PV silicon is more challenging than in I.C. silicon since
the device-active area is the whole wafer. Therefore, this subcontract was focused on gaining
quantitative physical understanding of the processes involved in gettering of precipitated metals,
i.e., in (1) dissolution of metal precipitates in the bulk of the wafer; (2) diffusion of metals
towards gettering layer, and (3) their capture by gettering sites and competitive trapping of
metals by intragranular defects in device-active region.

The work was performed at the University of California, Berkeley, using the
experimental facilities at UC Berkeley Campus (including the Microfabrication Laboratory, a
fully equipped semiconductor processing lab) and at Lawrence Berkeley National Laboratory
(including the Advanced Light Source, a last generation synchrotron used as a high brightness
source of radiation for a variety of X-ray microprobe techniques). Other techniques available to
the group included Electron Beam Induced Current, Surface Photovoltage, Deep Level Transient
Spectroscopy, Transient Ion Drift, and Photoluminescence. Experiments with precipitation and
dissolution of metals were performed using horizontal and vertical diffusion furnaces and a
unique in-house made rapid thermal annealing system with the quenching capability. The
experimental work was done with participation on several graduate students, visiting scientists,
and collaborators, including A.A.Istratov, H.Hieslmair, C.Flink, T.Heiser, S.A.McHugo,
O.F.Vyvenko, R.Sachdeva, and S.Balasubramanian. Many ideas realized in this project evolved
from discussions at the previous NREL workshops.

Two metals were studied in great detail, copper and iron. These two metals were chosen
because they are often mentioned as major metal impurities in photovoltaics, and because they
are good representatives for the whole group of 3d transition metals, which consist of the fast
diffusing metals (which include Cu, Co and Ni) and the more slowly diffusing metals (Ti, V, Cr,
Mn, Fe).

The results of our work were presented in detail at the previous NREL workshops and
were published in over 30 articles in scientific journals and conference proceedings. The major
results and deliverables of the subcontract can be summarized as follows:

1. The theoretical basis of Transient Ion Drift, a novel technique for detection of interstitial
copper in silicon, was developed by solving a system of coupled differential equations
which describe diffusion and drift of copper in depletion regions of inverse-biased
Schottly diodes. The results of these theoretical studies enabled us to quantitatively
interpret the nonexponential transients, observed in Transient Ion Drift Measurements
[11]. TID was one of the major experimental techniques which were used for studies of
Cu in silicon on the following stages of the subcontract.

2. The intrinsic and effective diffusion coefficient of copper in silicon were determined using
the temperature-dependent Transient Ion Drift technique [12]. It is shown that the data of
Hall and Racette [13], which were used for modeling copper diffusion in silicon for
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almost 25 years, underestimate the intrinsic copper diffusivity at room temperature by 3
orders of magnitude. Our data indicated that the intrinsic and effective diffusion
coefficients of copper are given by the following equations:

Dy =(3.0£0.3)x10™ xexp(- 0'1810;) LeVy (em?/s) (1)
B

3x107* x exp(—2090/T)
1+2.584x1072° x exp(4990/T) x (N, / T)

Deff = (2)

where temperature T is measured in Kelvin and the boron doping level, N,, in cm™. Note
that in the case of heavily doped samples (N,>10'" cm™) or in the case of A/ or Ga-doped
wafers one should solve a system of equations given in Ref. [12] rather than use Eq.2.

This result shows that copper can easily diffuse through the thickness of a solar cell
within a few hours at room temperature.

3. The unexpectedly high diffusivity of copper at room temperature enabled us to explain the
poor stability of point defects of copper [14, 15]. The kinetic barrier for dissociation of
complexes of copper with other defects and impurities in silicon consists of two
components, equilibrium binding energy of the complex, and the diffusion barrier which
interstitial copper has to overcome to dissociate the complex. Since the diffusion barrier
of interstitial copper (0.18 eV, [12]) is much lower than the diffusion barrier of the other
transition metals (e.g., 0.67 eV for iron, [16]), the total kinetic barrier for dissociation of
Cu complexes is also much lower than that of the other metals. Therefore, most copper
complexes easily dissociate at room temperature, thus allowing copper to diffuse towards
more stable sinks, such as copper precipitates or the wafer surface. ‘

4. In collaboration with the group of Prof. W.Schréter from the University of Gottingen
(Germany), the microscopic structure of copper-precipitates in silicon was investigated
by Transmission Electron Microscopy and was correlated with the electrical properties of
the precipitates [17]. It was found that copper precipitates form defect-like states in the
upper half of the silicon band gap, between approximately Ec-0.15 eV and Ec-0.35 eV.
The charge state of the precipitates depends on the Fermi level position in the sample. In
p-type silicon, where the Fermi level position lies below the electroneutrality level of the
precipitates at approximately Ec-0.2 eV, the precipitates are positively charged and
attract electrons (minority carriers in p-Si) [17, 18]. In n-type silicon, where the Fermi
level lies at or above the electroneutrality level, the precipitates are either neutral or
negatively charged. This finding was instrumental in understanding the kinetics of copper
precipitation and recombination properties of copper precipitates (see below).

5. EBIC and SPV measurements of the samples with high density of copper-silicide
precipitates revealed their extremely strong recombination activity [19]. We suggested
that the defect band, which is located close to the midgap position, provides an efficient
recombination channel for minority carriers. Additionally, the positive charge state of
copper-silicide precipitates in n-type silicon attracts the minority charge carriers by
creating a depletion region around the precipitate and increasing the minority carrier
capture cross-section to a value greater than the actual size of the precipitate. Since the
DLTS spectra of copper-precipitates are extremely wide, their amplitude does not give a
straightforward estimate of the actual concentration of copper precipitates. Our estimates
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showed that the DLTS signal of Cu precipitates may drop below the detection limit at a
concentration of copper precipitates which is still sufficient to limit the diffusion length at
30-50 um [17, 20]. Of course, this applies to any type of precipitates, and may explain
why DLTS and MCTS measurements performed on mc-Si by a large number of workers
never revealed deep traps in concentrations adequate to account for the low values of the
minority carrier diffusion length.

6. The electrostatic model of copper precipitation in silicon was suggested and confirmed
experimentally [21, 22]. It was shown that precipitation of copper in the bulk of the wafer
is unlikely at low copper concentrations because of the large nucleation barrier for the
formation of Cu precipitates, which is due to (i) strong compressive strain, caused by
large volume expansion [23] during the formation of copper silicide, and (ii) electrostatic
repulsion between the positively charged Cu-precipitates and the ionized interstitial Cu;"
[21, 22]. The charge state of copper precipitates is determined by the Fermi level
position, which depends on the concentration of shallow acceptors (boron) compensated
by shallow donors (mainly interstitial copper). If the interstitial copper concentration
exceeds the boron concentration, conductivity type inversion occurs. As soon as the Cu;"
concentration becomes sufficient for the Fermi level to exceed the electro-neutrality level
of the precipitates at approximately Ec-0.2 eV [17, 22], the charge state of copper
precipitates changes from positive to neutral or negative, and the electrostatic
precipitation barrier disappears or even changes sign to attraction. This facilitates
nucleation and growth of multiple Cu precipitates in the bulk of a sample. In n-type
silicon, a much lower Cu concentration is required to initiate nucleation of the
precipitates since the Fermi level is close to the electro-neutrality level even for very low
copper concentrations.

This result implies that copper precipitates are more likely to be observed in the n-type
areas of solar cells than in p-type areas. Formation of Cu precipitates may shorten the p-n
junctions and decrease the overall efficiency of the cell [24].

7. The electrostatic barrier for copper precipitation was also observed in the studies of the
impact of copper contamination on minority carrier diffusion length, where a several
orders of magnitude increase in the effective density of recombination sites was observed
at copper concentrations necessary to initiate its efficient precipitation in the wafer bulk.
In n-type silicon, the dependence of the effective density of precipitation sites on Cu
concentration was nearly linear; however, the slope of this dependence was less the unity,
indicating that the recombination activity of copper in n-Si is due to complexes consisting
of at least several copper atoms. This implies that low levels of copper contamination will
not have a pronounced effect on minority carrier diffusion length in p-type silicon and
hence will not significantly limit the cell efficiency (aside from the formation of Cu
precipitates in th n-type areas of the cells, mentioned above). The availability of
heterogeneous precipitation sites for copper (oxide precipitates) had a mild effect on the
effective density of copper-related traps.

8. A weak passivating effect of copper was observed in p-type silicon at low copper
concentrations. This effect was explained by a defect reaction similar to the reaction
involved in hydrogen passivation, i.e., by the formation of complexes of Cu; with
recombination active defects with a lower recombination activity than that of the defects
before passivation. Although it is very unlikely that Cu passivation can replace hydrogen
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passivation, experiments with copper can be used to better understand the mechanisms of
hydrogen passivation in solar cells, and vice versa. )

X-ray microprobe absorption spectroscopy studies of copper precipitates in multicrystalline
silicon did not reveal any phase other than copper silicide [25, 26]. The studies of the
thermal stability of copper-silicide precipitates by the same technique showed that these
precipitates can be fairly easily dissolved, although their dissolution kinetics was found to
be somewhat slower that expected Thus, we obtained no indications that copper could
form gettering-resistant sites in solar cells. ;

An extensive study of the literature data on iron in silicon [16, 27] showed that there are
indications that iron may react with the dissolved oxygen by forming iron oxides and iron
silicates. Studies of the chemical nature of metal precipitates in multicrystalline silicon,
performed in collaboration with S.A.McHugo at the Advanced Light Source [25]
confirmed that multicrystalline silicon indeed contains clusters of gettering-resistant iron
oxides and silicates. These clusters may be responsible for dissolution-resistant metals-
related intragranular defects, found in bad grains of mc-Si in the earlier studies of our
group.

Study of the thermal stability of iron-silicide precipitates showed that these precipitates
cannot be gettering resistant defects since they can be easily dissolved within less than a
minute at temperatures above 800°C. Therefore, metal-silicide precipitates, which can be
extremely recombination active, are unlikely to form gettering-resistant sites in solar
cells.

The feasibility of application of the u-XRF technique for characterization of fully processed
solar cells without any chemical cleaning or surface preparation was demonstrated. It was
shown that the topography of contact grid, visible in an optical microscope, secondary
electron image, and XRF scans, can be used to find the areas of interest in XRF and
EBIC tools, as well as in optical techniques and thermography.

The X-ray fluorescence technique was applied towards characterization of metal impurities
at the location of a shunt in a solar cell [28]. A contamination by titanium, a slowly
diffusing heavy metal, was detected at the location of the shunt. This metal can be
introduced by the metal belt used on a production line. Since Ti has very low diffusivity
in silicon, it is unlikely that it can be easily removed from the location of the shunt by
gettering, particularly if this metal contamination was introduced on one of the last steps
of solar cell fabrication.

A proof of principle for the possibility of in-situ identification of the chemical nature of
recombination-active defects by a new technique, X-ray Beam Induced Current (XBIC),
was demonstrated [29]. In this technique, an X-ray beam focused to the size on the order
of a square micron hits the surface of the solar cell and generates electron-hole pairs,
which can be collected by the p-n junction to obtain an EBIC-like map of the
recombination activity of defects present in the wafer. On the other hand, any other X-ray
microprobe technique, such as X-ray fluorescence, can be used to identify the chemical
content of recombination sites observed in the XBIC scans. XBIC was successfully
demonstrated in combination with XPS, and implementation of XBIC at the XRF
beamline is planned in the near future.

An attempt to apply the TID technique for studies of nickel in silicon was made; however,
no ion drift transients were observed, which indicates that nickel may be neutral at room
temperature.
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The summary presented shows that during the three-year span of the subcontract a major
progress in understanding the physics of transition metals in silicon and their possible impact on
the efficiency of solar cells was achieved. On the other hand, our findings raised a number of
new questions which have to be resolved. We hope to address these questions in the next round
of the NREL-sponsored research program. These questions include (but not limited to) the
following issues:

1. Using a combination of XBIC and XRF, determine what fraction of recombination-
active defects in a solar cell contains clusters of transition metals.

2. Determine the recombination activity of gettering-resistant metal clusters, such as
metal-oxides and metal-silicates. ;

3. Determine what other metals, besides Fe, Cu, and Ni, are commonly found in fully
processed solar cells.

4, Address in greater detail the nature of shunts in solar cells.

5. Study the kinetics of defect reactions between extended defects (dislocations and grain

boundaries), dissolved interstitial oxygen, and metals during solar cell production.
Determine the likelihood of the formation of gettering-resistant compounds for
different growth techniques and establish a correlation of the density of these defects
with crystallization rate, density of lattice defects (such as dislocations and grain
boundaries), and concentration of oxygen and carbon.

6. Compare the efficiency of the available passivation techniques, including SiN
passivation, for different types of metal clusters in silicon.
7. Address the problem of recombination activity of “clean” lattice defects, such as

agglomerates of self-interstitials, vacancies, oxygen, and carbon.
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INTRODUCTION  Although many aspects of the optimization of silicon crystal growth and
wafer processing for producing integrated circuit(IC) devices enable improvements in crystalline
photovoltalc(PV) processing, a major defect engineering difference between IC and PV
substrates is related to the dominant impurity oxygen. On the one hand, low oxygen wafers from
float zone(FZ) grown ingots are the purest materials with the highest minority carrier lifetime
[1]. These wafers generally produce the highest efficiency planar and concentrator solar cells.
However, FZ material suffers the highest yield losses due to breakage and mechanical failure, as
well as performance degradation due to slip dislocations. On the other hand, controlled internal
silicon dioxide precipitation gettering of high oxygen Czochralski(CZ) wafers with a tailored
near-surface denuded zone, which has become the primary starting material for the IC
community, also provides wafers with the best mechanical strength for the unique requirements
of PV processing, e.g., texturing. Unfortunately, the CZ wafers suffer from minority carrier
lifetime degradation due to bulk recombination at the oxygen precipitates, particularly if they
have been decorated by metallic impurities. Thus, since breakage and yield/performance
improvements are key issues for the thinner PV CZ wafers, it is important to examine the basic
mechanisms and interplay between oxygen hardening, oxygen precipitation lifetime degradatlon
the impact of nitrogen doping, and the crystal response to the presence of metallic impurities.

The research program at NCSU has been initiated on ultra high purity CZ and FZ silicon
wafers supplied by NREL and the member companies of SiWEDS, an NSF sponsored
Industry/University consortium of silicon vendors and integrated circuit processing companies.
This resource base has been supplemented by representative material from the PV community,
and is directed towards an in-depth examination of those mechanical yield and bulk lifetime
issues mentioned above. In addition, we are examining the temperature dependent electrical
activity of dislocations in high lifetime, ultrapure silicon to determine the underlying energy
levels associated with undecorated individual dislocations. The intent is to use these wafers to
extend the study to metal impurity contaminated individual and bunched dislocation/grain
boundary environments. A final and extremely important consideration is the dynamic state of
point defects in those wafer regions which are dislocation free. Although extended defects and
impurities in silicon are often specified to have a certain density or concentration, it is often the
balance between lattice vacancies and interstitials and their mutual interaction/condensation into
dislocations/voids which dictates the quality of a crystal/wafer during growth/processing.

HISTORY  Float zone crystals are known to be quite vulnerable to the generation and
movement of dislocations, as illustrated in the x-ray topographic(XRT) images presented in the
middle pair of scribed wafers in Fig. 1 (from the work of Abe, et al[2]), following a single or
double thermal cycle of 1150C. An FZ crystal strengthened by nitrogen doping to 4.5 E 14em™,

see the lower pair of XRT in Fig. 1, is dramatically improved to the point where the N doped FZ
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wafer is actually more resistant to dislocation formation than the CZ wafer, see upper pair of
XRTs. It has been shown that nitrogen atoms and their related defect complexes are effective in
enhancing the nucleation of oxynitride precipitates, which produce a dislocation locking action
that is about 100 times more effective than that provided by homogencous oxygen
precipitation[3]. In addition, for low oxygen CZ crystals, which do not produce adequate
precipitation for 1C internal gettering, nitrogen doping will initiate a gettering action at
oxynitride aggregates. This is currently a very active area of study for IC wafer production[4] for
two reasons. First, since lower oxygen is achieved by reduced dissolution of quartz crucibles,
this also translates into lower levels of metallic impurities. Secondly, nitrogen complexing with
vacancies greatly reduces the size and density of octahedral void defects, which are a serious IC
yield limiting crystal defect. This point is important in creating defect engineering options for PV
applications, which will depend on balancing the vacancy/interstitial and nitrogen/oxygen
concentrations such that the wafers are “hard” and charge carriers have a long lifetime.

|
1st heat treatment 2nd heat treatment

Fig. 1: X-ray topographic images of
dislocations in CZ, undoped FZ, and
nitrogen doped FZ wafers following
scribing and two cycles of thermal | 5
annealing at 1150C.[2]

o} _ . 1.7x10"8 /em®

Scratched conditions

Crystal diameter: 3 inches
Diamond weight: 10 g

Scratching speed: 10 mm/sec
In diffusion furnace

1150°C in
dry O,

5] 10 | 5| min

RECENT ACTIVITY  Next, we present new results on electrical(recombination lifetime) and
structural(dislocation density) correlations in high purity, undoped FZ crystals which serve to
illustrate the diagnostic tools available and the approach underway at NCSU. Fig. 2 compares the
same axial wafer from an NREL ingot examined at NCSU in a non-destructive fashion by both
x-ray topography, see Fig. 2(a), and laser-microwave photoconductance decay, see Fig. 2(b). As
expected, the highest lifetimes correspond to the low dislocation density areas; however, it is
important to note that the average values of 50 to 100 microseconds in the heavily dislocated
areas are still quite high, particularly for PV applications. This is attributed to the fact that the
dislocations are “clean” in this high purity FZ crystal and relatively inactive electrically. Work is
in progress to track the impact of gettering by adding controlled amounts of metallic impurities,
and performing low temperature EBIC imaging and DLTS in addition to the lifetime mapping, to
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examine the electrical activity of specific defects and defect free regions. It i1s important to note
that the relatively low impact of a high density of dislocations on minority catrier recombination
lifetime shown in Fig. 2, leads us to believe that the proper tailoring of SiO, precipitation
phenomena will enable long diffusion length PV wafers to be produced which also exhibit
enhanced mechanical yield behavior. Thus, the above ongoing electrical/structural approach is
being extended to low oxygen content CZ watfers, as well as FZ wafers with deliberately added
concentrations of oxygen. The primary thrust will be the influence of nitrogen on the nucleation
of oxygen precipitates via the formation of N-V complexes. The interaction of nitrogen with
vacancies and interstitials will greatly impact the size and density of precipitates, as well as the

Fig. 2:  Correlation between (a) ' FE . ©
PCD lifetime map(a) and x-ray ' :
topographic image(b) for which
specitfic  defect regions are
evident in both the axial and
radial directions. The PCD
determined minority  carrier
recombination lifetime
distributions are tabulated in the
color-coded histogram in the
lower right(d). Note that as the
crystal diameter is increased the
resulting change in growth
conditions produces a dramatic
decrease 1in the dislocation
density and increase in the
lifetime. In  addition. the
enlarged XRT image at the
upper right(c) indicates strong
radial changes in dislocation
density occur. The presence of
defect “lineage™ is also evident
just inside the ingot edge and at §
its center. The corresponding |
lifetime variations are evident
in frame(a).
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nucleation and motion of dislocations. The intent is to vary the oxygen content as a means to
merge and examine the primary difference between FZ and CZ crystals, and the nitrogen content
to increase the hardness of both systems while reducing the recombination at precipitates
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PROCESSING “BONUS” DUE TO UNANTICIPATED SURFACE TEXTURE RESULTS
Next we describe recent results on N-CZ wafers that are likely to have a positive impact on
single crystal PV devices by simultaneously providing surface texturing and a near surface
gettering sink for bulk impurities. An unusual defect band has been found [5] within the outer
micron of the traditional defect free denuded zone in N-CZ wafers, as revealed in Fig. 3(a) by the
defect density depth profile obtained by Oxygen Precipitate Profiler (OPP). The SIMS O and N
profiles in Fig. 3(b) show a clear correlation of the O and N distributions in that thin surface
defect band. Although Fig. 3(a) and (b) were done on materials grown in different conditions and
the temperature of the nucleation step (Lo), had a 100 degrees difference, the defects appear to
be due to an interaction between N and O atoms while diffusing and clustering in the vicinity of
the wafer surface.

25 | 17.E-+21
4 - X= 8 Hrs
_ 20 | - X= 64 Hrs
NE 1.E+19 & —i- AS grown
3 15 2 E|l
= 2 et 9]
Z 10 g A %
S1.E+17 "
= b :
E 5 ¢ Lo-Hi e A
‘O Hi-Lo-Hi :
, i D S —
S AU U 000 020 040 060 0.80
Depth (um) Depth (um)
(a) (b)

Fig. 3: (a) OPP bulk micro defect distributions of Lo-Hi and Hi-Lo-Hi heat treated N-Cz Si
samples (Hi at 1250C for 1 hr, Lo at 650C for 8 hrs, Hi at 1050C for 16 hrs).
(b) O and N SIMS profiles at the surface of an as grown and heat treated N-Cz Si samples
by Lo-Hi process (750C/ X hr + 1050C/16hr). |

TEM images in Fig. 4(a) and (b) show precipitates labeled (1) and (3). The unusual heavy
and near surface localized oxide precipitation is accompanied by the formation of stacking faults
labeled (4) and dislocations.
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100 nir
Fig. 4: HR TEM micrographs taken under two beam condition, illustrating the range of defects
of an amorphous precipitate at the near surface (defect 1) and at a depth of 3um (defect

3). Note the contrast change at the corner which reveals the stress variation due to the N.

Upon annealing and etching, this near surface gettering band of defects fortuitously forms a very
low reflectivity (<5%) textured surface, while the carrier diffusion length is increased due to the
gettering. The defects are shown following preferential etching in Fig. 5(a) and Fig. 6, and in
cross-section TEM in Fig. 4. The fact that it is nitrogen enhancing the nucleation of near-surface
oxygen precipitation is evident from the SIMS depth profiles of N and O presented in Fig. 3(b).

; e 0.7 _________..0:.CZ.S-i[\-S-grown —
% 0.6 1: N-Cz As grown _
& 90 3 2: N-Cz Si (Lo-Hi 8Hrs) |
S 0.5 3:N-C7Si (La-Hi 16 |
0.4 1|
3
= 0.3 0
3 :
0.2 |
0.1 |
|
0

300 500 700 900
= Wavelength (nm)
(a) i (b)
Fig. 5: a) Etch pits induced on a bevel polished N-CZ wafer surface by oxygen precipitation
| following a Lo-Hi anneal and 1 min of Wright etching,
b) Normal incidence specular reflectance of as-grown and annealed N-CZ Si, see curves
1-3, compared to conventional Si, curve 0, measured by a Filmetrics Model F20
Reflectometer with a detection solid angle ot ~8°.
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In connection to the above described surface defects, a manufacturing compatible process is
currently being studied which would generate a surface micro-structure compatible with junction
fabrication. This process consists of two simple etching steps (1) dense pit nucleation with the
highly stress sensitive defect decoration of Wright etching, see Fig. 6(a), and followed by (ii) pit
growth and gettering sink material removal using highly anisotropic etching in an alkali solution,
sce Fig. 6(b), which also removes any undesireable chemical traces from the Wright etching
which might introduce junction contamination.

ooejIns ofdureg

1A

20 um

Fig. 6: Nomarski micrographs of N-CZ Si (111) beveled and Wright etched samples for 1 min (a)
and a separate sample etched with KOH for 1 min (b).
High density of small etch pits are created by delineating the surface defects and pit grow
and connect togethr with longer KOH etching time.

Conclusions:

This report gives an update on the electrical behavior of dislocations in high purity float
zone crystals, and the impact of nitrogen doping on the nucleation of oxygen precipitates. Our
experimental results demonstrate that moderately high effective carrier lifetimes of 50 to 200
microseconds can be sustained in heavily dislocated FZ crystals. In N-CZ wafers PV defect
engineering options are being explored based on new observations of near-surface defect
nucleation and surface texturing. Enhanced light trapping, resulting in a specular reflectance
below 5%, can be achieved while etching away surface gettering sinks introduced by the
nitrogen doping. '
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Abstract — Injection-level dependent lifetime curves
of iron-contaminated silicon wafers of various
resistivities have been modeled using Shockley-Read-
Hall theory. The modeling allows accurate
determination of the capture cross-sections of FeB
pairs. These cross-sections are then used to extend the
validity of a commonly used method for determining
iron concentrations to all resistivities. The impact of
interstitial iron on solar cell parameters is also
modeled and discussed.

1. INTRODUCTION

Iron is an important impurity in silicon devices,
whether for photovoltaic or microelectronic
applications. As such, it is desirable to characterize
the electronic properties of its common forms as
accurately as possible. While this has largely been
achieved for interstitial iron (Fe;), it has not fully
occurred for the acceptor level of FeB pairs. The
energy level of the latter has been determined by
deep-level transient spectroscopy (DLTS) with
reasonable accuracy, but measurement of the capture
cross-sections has to date been uncertain [1].

This paper presents a new technique, known as
Injection-level Dependent Lifetime Spectroscopy
(IDLS), for accurately determining these properties.
The method is based on modeling lifetime
measurements on samples with widely varying
dopant densities, with Shockley-Read-Hall (SRH)
statistics. In terms of determining carrier capture
cross-sections, it is more accurate than conventional
techniques such as DLTS. '

The results have implications for widely used
techniques for measuring the iron concentration
based on the change in diffusion length after thermal
dissociation of FeB pairs [2]. The scaling factors

dependent, a fact that is not always recognised. The
cross-sections of FeB pairs determined in this study
by IDLS have allowed these factors to be calculated
for any resistivity. ' '

Finally, in operating solar cells, all of the non-
precipitated Fe will be present as Fei. Using the
known energy level and capture cross-sections of this
impurity, the impact of varying levels of Fe; on the I-
V curve of a silicon cell can be modeled. One
interesting consequence is that the strong asymmetry
of the cross-sections results in degradation of the fill
factor, even for relatively low Fe; concentrations.

2. LIFETIME SPECTROSCOPY OF FeB
PAIRS IN SILICON

As summarized recently by Istratov et al. [1], there
exist two charge states of the FeB pair in silicon. One
state occurs as a donor level at Ev+0.1eV, and the
other as an acceptor level at Ec-0.26(20.03)eV.
Brotherton et al. [3] argued that the acceptor level
must be the dominant recombination center of the
two, due to the fact that it is deeper. Hayamizu et al.
[4] showed that the acceptor level does indeed
dominate recombination through FeB pairs at room
temperature. They performed temperature dependent
low-injection lifetime measurements, which could
only be adequately described by a relatively deep
level around 0.29¢V from either band edge.

In another study, Walz et al. [5] examined the
injection-level dependence of the recombination
lifetimes at room temperature of iron-diffused
samples for a range of intermediate resistivities, and
found that their data could be adequately explained
by modeling the combined effect of the acceptor level
and the level for interstitial iron. They were able to
determine values for the capture cross-sections of the

used in these methods are in fact resistivity 5, acceptor level by fitting SRH curves. This technique,



referred to here as Injection-level Dependent Lifetime
Spectroscopy (IDLS) [6], can allow more accurate
measurement of cross-sections than the more
commonly used DLTS methods, which require
extrapolation of emission rate data to an axis.
However,” a crucial requirement of the IDLS
technique is that samples with widely different
dopant densities need to be used. The important
feature of these different resistivities is that the
injection-level dependence of the lifetime for a given
defect is often markedly different, allowing accurate
fitting of SRH curves with a consistent and unique
pair of capture cross-sections. Walz et al.’s study was
restricted to a resistivity range of 1 to 20Qcm due to
constraints of their measurement method
(ELYMAT). In this work, we study a larger range of
resistivities, from 0.3 to 150Qcm. This corresponds
to 25 times the dopant density range used by Walz et
al., a feature that turns out to be very important for
uniquely determining the cross-sections.

In addition to varying the dopant densities, -the
dissociation behavior of FeB pairs upon illumination
may be used to vary the recombination center
densities by applying different levels of light-soaking.

In our experiments, the total iron concentration is

known from the implantation dose, and so the sum of
the modeled FeB and Fe; centers can be forced to
equal this value. In this way, a good fit can be
achieved for each light-soaking condition and
resistivity, resulting in uniquely determined capture
Cross-sections.

2.1 Experimental Methods

Care needs to be taken during sample preparation to
ensure that the deliberately introduced Fe occurs
evenly throughout the bulk of the wafers, as this is
essential for accurate injection-level dependent
lifetime measurements. Also, the impurities to be
studied should not be subject to significant gettering
at the surfaces or damaged regions, nor undergo
excessive out-diffusion or precipitation in the bulk. In
this study, avoiding loss of iron through these
processes allows us to determine the bulk iron
concentration, after annealing, from a knowledge of
the implantation dose. This is important in modeling
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the lifetime data and allowing the accurate fitting of
the SRH parameters.

Boron-doped p-type float zone (FZ) silicon samples
of four resistivities (0.3, 1, 5 and 150Qcm) were
chosen for this study. The exact details of their
preparation is given elsewhere [7]. In summary, they
were implanted with 70keV **Fe and annealed at
900°C for 1 hour to distribute the iron uniformly
throughout the wafers. Surface passivation was
achieved by depositing films of plasma-enhanced
chemical vapor deposited (PECVD) silicon nitride
[8]. This passivation allows lifetimes of above 1ms to
be observed in high resistivity material.

The quasi-steady-state photoconductance (QSSPC)
technique[9] was used to measure the injection-level
dependence of the effective lifetimes. Control
samples were included to ensure that the measured
lifetimes reflected the recombination properties of the
iron-related states only, and not surface effects or the
pre-implanted lifetime of the FZ wafers. This was
confirmed by the fact that the effective lifetimes
measured on the control samples were almost always
an order of magnitude or more greater than the
lifetimes of the iron implanted samples.

2.2 Shockley-Read-Hall Statistics

The injection-level dependence of the SRH lifetime
Tsrg is a function of the dopant density Ny,
recombination center density Ngry, defect energy
level Er and capture cross-sections, and for p-Si is
given by[10-12]:

1 N, +An

= (1)
Tsru Tp()(n’l +An)+171,,(N, + p, +An)

Here, An=Ap is the excess carrier density, and T, and
Tp0 are the fundamental electron and hole lifetimes,
which are related to the recombination center density,
the thermal velocity[13] Vth=1.1><107cms'1, and the
capture cross-sections via Ty=1/(vnCuNsrn) and
Tpo=1/(vGpNsru). The statistical factors n; and p; are
the electron and hole densities when the Fermi energy
coincides with the recombination center energy [12].

Under low- (An<<N,) and high-injection (An>>N,)
conditions, Eq. 1 can be simplified for a given



Recom. Energy o©,,0, Low-inj. High-
Center (eV) (cm'z) TSRH inj.
TSR_H
Fer E\+038  5x10™ T Two
(ref [1]) 7x10""7 '
FeB Ec-023  3x10™  1,(n/Ny) Too
(this work) 2x10™° +Ty0
FeB Ec-029  2.5x10°° Two Tao
(Walz) 3x101

TABLE 1. Energy levels, capture cross-sections, and
approximations for the SRH lifetimes under low- and high-
injection for Fe; and FeB pairs.
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FIGURE 1. SRH lifetime curves for different Fe-related
recombination centres in p-type silicon of different
resistivities. Curves for FeB using Walz et al.’s values are
shown as dashed lines. The lower dashed line represents
the three lower resistivities, which coincide.

recombination center. These are listed in Table 1 for
three cases: interstitial iron, FeB pairs with the
recombination parameters used in this work, and FeB
pairs with those used by Walz.

Fig 1 illustrates theoretical injection-level dependent
lifetime curves for these three cases. The curves,

.calculated for a bulk defect concentration of

1x10"cm™ for each of the four resistivities used in
this study, reveal their different behaviors. Note in
particular the lack of injection-level dependence of
Walz’s parameters for the FeB pair in comparison
with those used in this study. However, as mentioned,
Walz only measured samples in a small range of

resistivities, from 1 to 20Qcm, and over this narrow 26
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FIGURE 2. Fitting procedure for the 58cm sample
without light-soaking. The implanted dose was
Ix10"em™.

range the optimum parameters found in this current
study also give a mild dependence. Hence, the
parameters found in this work, and those found by
Walz, provide reasonable approximations to one
another over the narrower dopant range. However,
when data from a much larger dopant density range is
examined, the cross-sections determined in this study
must be used.

2.3 Modeling Procedure

The effects of Auger recombination are often
important in heavily doped or highly excited
silicon[14], and need to be considered here at the
higher carrier concentrations. The control samples
reveal that the surfaces are not significant in the iron-
diffused samples studied. Therefore, the effective

lifetime, comprising all of the important
contributions, can be expressed as:
P S S @

Teﬁ‘ TgleiH ngeaz TAuger

The Auger lifetime is calculated using a Coulomb-
enhanced Auger recombination model [15,16] which
is valid for all injection-levels and dopant densities.
Values for the Auger coefficients C,, C, and C, are

taken from the literature [14,17].
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FIGURE 3. Lifetime measurements and SRH fits for
1Qcm samples implanted with iron doses of 1x10"cm?
and Ix10%cm?.

The fitting procedure proceeds as follows. Curves
such as those in Fig 1 are taken for interstitial iron
and FeB pairs for the appropriate resistivity. These
curves are combined in a linear fashion according to
Eq. 2, with a term for Auger recombination included,
and compared to the measured data. The
concentrations of each center are adjusted, and the
shape of the FeB curve altered by changing the cross-
sections, until a good fit is obtained for all the
samples with a single set of cross-sections. An
example of the fitting process are given in Fig 2. In
this figure, data for the 5Qcm sample without light-
soaking is shown, and is dominated by the presence
of FeB pairs.

For all samples, the sum of the modeled interstitial
iron and FeB pair concentrations is forced to agree
with that expected from the implantation dose. For
Fig 2, this sum equals 3.5x10"cm?, precisely that
expected from an implant dose of 1x10"'cm? in a
wafer of thickness 0.0285cm.

2.4 Results and Discussion .

Figure 3 depicts the results for two 1Qcm, iron
implanted samples, with doses of 1x10'" and
1x10"cm™. There are three curves for the lighter

dose corresponding to different light-soaking levels, 27
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FIGURE 4. Lifetime measurements and SRH fits for the
0.3Qcm sample implanted with an iron dose of 1x10" cm™.

Resist- [Fe] Light Modeled  Modeled
ivity (cm?) soaking [Fel [FeB]
(Qcm)  from dose (cm'3) (cm'3)

0.3 3.5x10"? none 1.0x10*  2.5x10'?

” partial  2.0x10"*  1.5x10"

” ” full 2.9x10'2  0.6x10"2

1 2.5x10'2 none 0.2x10'2  2.3x10"

” ” partial 1.1x1022  1.4x10%2

” ” full 2.0x10'2  0.5x10%

” 2.5x108 none 0.2x108%  2.0x10"

5 3.5x10"2 none 0.7x10'2  2.8x10%

150 2.9x108 none 0.5x10®  2.0x10"

TABLE 2. Modeled and implanted iron concentrations for
the different resistivity samples under different light-
soaking conditions.

and hence different relative populations of Fe; and
FeB pairs. The fact that these concentrations add to
agree with that expected from the dose, as shown in
Table 2, indicates that very little precipitation has
occurred in the samples. This is further corroborated
by the fact that a good fit for the heavier dose can be
achieved by merely scaling up the concentrations by
an order of magnitude. It is interesting to note that
even in the fully light-soaked case, it was still
necessary to include a small number of FeB pairs to
describe the data well, indicating that either pair
dissociation is not complete or that some re-pairing
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FIGURE 5. Lifetime measurements and SRH fits for the
150Q2cm sample implanted with an iron dose of
Ix10%cm?,

occurs  between
measurement.

light-soaking and lifetime

Figure 4 shows the results for the 0.3Qcm sample,
implanted with a dose of 1x10"'ecm™. Once again, the
sum of the modeled concentrations agrees well with
that obtained from the dose. For the 150Qcm light-
soaked case, the dependence becomes much more
pronounced, as revealed in Fig 5. In this plot, the
constituent SRH curves for the FeB pairs and Fe; are
also shown. The strong dependence of the FeB curve
is clear in this case, which contrasts with the weak
dependence predicted by Walz’s cross-sections (see
Fig 1). Note that in comparison with the 0.3Qcm data
in Fig 4, the lifetime dependence without light-
soaking goes in opposite directions as the carrier
density increases, again as expected from Fig 1.

The data in Fig 5 is for a sample that was implanted
with a heavier dose of 1x10"%cm™. For this resistivity,
the corresponding wafer with the lighter dose gave
lifetime data that was too close to the control sample,
meaning that surface recombination impacted on the
measurements.

For the fits shown, the capture cross-sections used for
the FeB pairs were ()'n=3><10'14cm'2 and ©,=2x10"
Bem? It is possible to estimate the uncertainty in

these values by adjusting them and observing the g

effect on the fits. In conjunction with a typical
uncertainty in the measured lifetimes of around 20%,
and an uncertainty of about 5% in the dopant
densities, we can state that the cross-sections should
reside in the ranges 0.=(312)x10cm? and
op=(211)x10'15cm'2. The value of the energy level
used was Ec-0.23eV, which is within the uncertainty
bounds reported by Istratov in his recent review of
iron complexes in silicon[1].

As a more general observation, this work illustrates
that with appropriate choices of implant dose,
annealing temperature and time, and a good range of
substrate resistivities, injection-level dependent
lifetime spectroscopy offers an accurate alternative to
DLTS techniques for determining capture Cross-
sections of defects in semiconductors, especially if
the defect energy is known.

3. RATIO AND DIFFERENCE OF
DIFFUSION LENGTHS

Zoth and Bergholz [2] found that samples dominated
by Fe; and FeB pairs could be identified by the ratio
of the diffusion lengths L;/Lo, as measured by the
Surface Photovoltage method (SPV), before (Io) and
after (L;) thermal annealing at 210°C. Prior to
annealing, the majority of the Fe is in the form of
FeB pairs, whilst after annealing it is present as Fe;.
Due to constraints of the technique, SPV
measurements are always performed under low-
injection conditions. Since the low-injection lifetime
of Fe; is independent of the dopant density, while for
FeB pairs it depends strongly on the dopant density, it
follows that the ratio of the diffusion lengths is also a
function of Na. Indeed, Zoth and Bergholz found that
this was true, and they reported the value of L;/Ly, to
be about 0.5, 0.33 and 0.25 for dopant densities of
10'%, 10" and <5x10"cm”.

Using the energy level and cross section data from
the previous section, it is possible to calculate the
diffusion length ratio L;/L, as a function of the
dopant density using the SRH model. Figure 6 shows
the results, with Zoth and Bergholz’s SPV data
included for comparison. The error bars for their
experimental points are only estimates. Also shown
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FIGURE 6. Diffusion length ratio (low-injection) after
and before thermal annealing for iron-dominated p-type

samples as a function of dopant density.

are curves calculated using Walz et al.’s values for
the energy level and cross-sections of FeB pairs.

An important consideration in calculating such curves
is the proportion of the total iron concentration in the
form of Fe; or FeB pairs. Even after thermal
annealing, not all FeB pairs dissociate, and some will
re-pair during cooling down. Zoth and Bergholz
estimated that for their samples, about 70% of the
available iron was present as Fe; after the thermal
treatment. Similarly, not all the iron will re-pair after
a finite period of time at room temperature. The re-
pairing rate is dependent on the boron
concentration[2,18], and there may be as much as 5%
interstitial iron in higher resistivity samples even after
long periods of resting in the dark. Our data in Table
2 shows that some samples without light-soaking had
only 80-90% of the iron present as FeB pairs,
although they were not rested for long periods of
time, and so are not directly comparable to Zoth and
Bergholz’s samples in terms of relative populations.
Further, SPV measurements are performed under
very low injection, whereas the QSSPC
measurements performed here are generally around
mid-injection. These higher carrier concentrations
can cause FeB pair splitting, resulting in more
interstitial Fe in our non light-soaked measurements
than in Zoth and Bergholz’s.
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To illustrate the effect of these variations, Figure 6
shows the curves calculated for three different
conditions: 100% Fe; after annealing and 100% FeB
before (ideal state, shown as 100%:100%); 70% Fe;
after annealing and 100% FeB before (shown as
70%:100%); and 70% Fe; after annealing and 95%
FeB before (shown as 70%:95%). This final
condition is probably a good approximation of the
relative populations in Zoth and Bergholz’s samples,
and yields good agreement with their data when using
the cross-sections and energy levels used in this
work. The curves reveal the importance of careful
sample treatment when dissociating FeB pairs, as
slight changes in relative populations can impact
heavily on the results. Note that the curves from
Walz’s parameters do not follow the trend of Zoth’s
data, and are essentially flat, reflecting the fact that
the low-injection lifetime for Walz’s FeB center is
independent of the dopant density, in contradiction to
the experimental evidence presented here.

The curves in Figure 6 can be used to determine if a
sample is dominated by iron. Zoth and Bergholz went
on to show that in such cases, the absolute iron
concentration can be determined by the following
relation:

1 1
[Fe]=A>< -l—lf""'—lz (3)
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The diffusion lengths must be in microns, and the
computed iron concentration is in cm®. The pre-
factor A was found by Zoth and Bergholz to be
1.06x10"cm™  for samples with NA=10150m'3,
although their value is often applied to wafers of
different resistivities. Using the cross-sections and
energy level found in this chapter, it is possible to
calculate this pre-factor accurately for any resistivity.
The result is shown in Figure 7, as well as Zoth and
Bergholz’s single data point. The 70% Fe; after
anneal:95% FeB before anneal curve falls within 10%
of Zoth’s data, and extends it to a large range of
dopant densities.

4. IMPACT OF Fe; ON SILICON SOLAR
CELLS '

In an illuminated silicon cell, any non-precipitated Fe
will occur in the interstitial state. Using the
recombination parameters in Table 1, it is possible to
model the effect of Fe; on the performance
parameters of a cell [19] using PC1D [20]. Figure 8
shows the impact of differing levels of interstitial Fe
on Voc and Jsc modeled for a 1.5Qcm cell of
thickness 0.03cm, and with an emitter characterised
by a saturation current density of J 0e=3.0x10"A/em?,
85% of the incoming light is assumed to be coupled
into the cell. The results show that for Fe;

Short circuit current density J, (mAcm®)

concentrations below 10°cm™, the voltage of such a
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FIGURE 9. Effect of Fe; concentration on fill factor. Also
shown is the fill factor curve for a recombination centre
that has an injection-level independent bulk lifetime
(which is equal to the high-injection lifetime of Fe;).

the Voc at 647mV. Also, the short circuit current is
essentially independent of the Fe concentration at
these low Fe levels because the bulk diffusion length
is many times longer than the cell thickness. As the
interstitial Fe concentration increases, the current
begins to fall as the low-injection diffusion length
decreases below the cell thickness. Voc begins to
drop also as the lifetime at open circuit decreases.
Note that the Voc curve shows a ‘kink’ which is
caused by the injection-level dependence of the bulk
lifetime producing an accelerated decrease in the
open circuit lifetime as the recombination center
density increases. This kink is absent from the Jsc
curve, because the low-injection lifetime never
experiences any injection-level dependence, even at
very high iron concentrations.

Of more interest however is the behaviour of the fill
factor, which is shown in Figure 9. For very low Fe;
levels, the injection-level dependence of the effective
lifetime, being dominated by the emitter, is very
slight, and results in an ideal fill factor of 0.835. As
the Fe; concentration increases though, the fill factor
begins to degrade due to the increasing SRH
dependence around maximum power point. At around
5x10"cm™ Fe; concentration, the strongest part of the
SRH dependence is centered near one-sun maximum

cell is dominated totally by the emitter, which caps ., power conditions, limiting the fill factor to 0.785. As



the Fe; level increases further still, the lifetime
becomes low enough to take the one-sun carrier
density below the strongest SRH dependence, and the
fill factor begins to recover. At these high Fe; levels
however, the voltage and current drop off very
quickly due to the decreasing magnitude of the bulk
lifetime.

As the Fe; concentration increases above 1x10%cm™,
the decreasing magnitude of the open circuit voltage
causes the ‘ideal’ fill factor to decrease also, a well-
known property of p-n junction diodes[21]. Naturally,
this effect occurs even for the case where the lifetime
is injection-level independent, as shown in the figure.

The underlying reason for the dramatic injection-
level dependence of the SRH lifetimes for Fe;, and
hence the poor fill factors, is the large asymmetry
between the electron and hole capture cross-sections,
which differ by about three orders of magnitude.

5. CONCLUSIONS

Injection-level dependent lifetime measurements can
provide an accurate way of determining capture
cross-sections of recombination centers. An
important aspect of the method is that several
samples of widely different resistivities are needed to
generate reliable results. In this work, the technique
was applied to the acceptor level of FeB pairs in
silicon.

These cross-sections allow the recombination
dynamics of Fey/FeB-pair systems to be accurately
predicted. As an example, it is possible to determine
the resistivity-dependence of the pre-factor often used
to determine the Fe concentration in wafers via the
difference in diffusion lengths before and after
dissociation. This resistivity dependence is often
overlooked.

Finally, the large asymmetry between the cross-
sections of Fe; centers results in strongly injection-
level dependent lifetimes, which in turn produce low
fill factors, as well as the expected drop in voltage
and current.
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Influence of a Contamination
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Introduction }

Compared to microelectronic-grade Si material, multicrystalline Si (mc-Si) contains more
impurities and a high density of extended crystal defects such as grain boundaries,
dislocations and microprecipitates. These defects largely control the electrical properties of
the material and often impact the solar cell characteristics adversely. Note that a typical 10 x
10 cm? solar cell capable of delivering a power of about 1 W,eak may contain dislocations with
a total length of a few hundred meters up to kilometers and grain boundaries with a total area
comparable to the cell area.

A controlled reduction of the detrimental effect of defects on cell efficiency is impossible
without detailed knowledge about the origin of the electrical activity of defects and about the
way defect properties are influenced by cell processing. This requires the application of
microscopic techniques since crystal defects are individuals which may differ very strongly in
their electrical activity. Electron and light probe techniques, which allow to assess individual
defects with respect to their electrical behavior, are well suited for this task.

In this paper we mainly report on detailed investigations of the recombination activity of
defects by temperature dependent EBIC measurements. We will show that the degree of
contamination of defects can be estimated. We will sketch the application of EBIC(T)

analysis to gettering, hydrogenation and to problems regarding the features of dislocation-
related PL and DLTS lines.

Recombination activity of crystal defects in Si: Phenomena

The recombination properties of extended crystal defects in Si are mainly defined by
recombination-active impurities decorating the particular defects, i.e. the recombination
activity is not an intrinsic defect property, but of extrinsic origin. Even chemico-mechanical
polishing [1] may cause defect contamination and increase the defect activity.

Temperature dependent EBIC investigations of the recombination activity of dislocations
clearly proved the role of defect contamination, e.g. [2]. Both the magnitude of the contrast
and its temperature dependence c(T) have been found to depend on the density of
contamination, see Fig. 1a. The c(T) behavior represents a fingerprint characterizing the
degree of contamination of the crystal defects. Clean dislocations exhibit only very weak
activity (type II), with a maximum at about 50 K and untraceable activity at room
temperature. Weak contamination leads to an increase of the low temperature activity, still
leaving the room temperature activity below detection limit (type 2). With further increase of
the contamination the type of the temperature dependence changes and defect activity is
detected at room temperature, too (type 1). A similar influence of contamination was observed
for defects formed by oxygen precipitation in CZ-Si [3]. Finally, dislocations decorated with
metal silicide precipitates have the highest activity in the whole temperature range (type I).

U E-mail: kittler @ihp-microelectronics.com or kittlerm @tu-cottbus.de
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Internal Schottky junctions at the metal silicide particles that attract the minority carriers and
facilitate fast recombination are the cause of the strong activity (e.g. [4]).

The temperature dependence of the defect contrast c(T) has been analyzed in different Labs in
a simple way using Shockley-Read-Hall (SRH) theory, e.g. [5,6,7,8].
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Fig. 1 Temperature dependence of EBIC contrast ¢(T) of dislocations for different
contamination levels
(a) Experimental results: change of the contrast type in the following sequence with
increasing contamination level: 11-> 2 -> mixed -> 1 ->1
(b) Contrast simulation using the new model, parameter line density Ny ( cm’! )
of deep levels decorating the dislocation

Missing room temperature activity and increase of activity towards low T (type 2, type II) has
been attributed to shallow states. Shallow dislocation states caused by the strain field in the
vicinity of the dislocation core are in fact known. These states form 1-dimensional bands
located at about 80meV from the band edges, e.g. [9]. The defect activity near 300 K was
ascribed to contamination related deep centers according to SRH theory. However, the density
of the deep centers at the defects could not be estimated with the simple SRH theory. Also,
the simple model did not explain the evolution of the different c(T) behavior with increasing
contamination level.

A new model allowing quantitative access to contaminated dislocations

A model that combines the effects of shallow intrinsic defect levels and deep contamination
induced centers has recently been published, see [10].

The model assumes that shallow 1-dimensional dislocation bands, induced by the dislocation
strain field, and deep electronic levels, caused by segregated impurity atoms at the
dislocations, can exchange electrons and holes. As a consequence, the recombination of
carriers captured at the dislocation bands can be drastically enhanced by the presence of even
small concentrations of impurity atoms at the dislocation core. Fig. 2 illustrates the model
schematically. It shows the band scheme around a dislocation with shallow 1-dimensional
dislocation bands (Epe, Epn) and deep contamination-related centers near the core. The main
recombination channels are indicated. Charge carriers can be trapped in the shallow
dislocation bands Ep. and Ep,. The probability of direct recombination of carriers between
these 1D bands (path A) is low and the recombination activity of clean dislocations is very

small. (Note that the energy of channel (A) Eg - 2 x 0.08 eV =1 eV corresponds to the energy
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of D4-band luminescence.) The recombination probability of carriers is dramatically
enhanced by the mediation of the deep levels Ey. Two recombination paths can be
distinguished: (B) recombination of carriers trapped in the dislocation bands via the deep
levels and (C) recombination of free carriers in the valence and conduction bands by
mediation of the level at Ey. The recombination channel (B) is usually stronger (compare also
Fig. 3). Results of calculations based on this concept are shown in Fig. 1b. The agreement
with the experimental observations is very good. All essential features are reproduced.

Model calculations show that the energy position of the deep level Ey has nearly no influence
on the dislocation recombination activity in the temperature range up to 300K as long, as it is
deeper than Ec-0.3eV. Again, this is in accordance with our experimental finding that the type
of the metal contaminant (Fe, Ni, Cu or Au) did not influence the shape of the measured c(T)
curve. To conclude, the new model allows a consistent interpretation of temperature
dependent contrast measurements. In particular, it provides a way to estimate the active
contamination level of defects which is of key importance for the assessment of the effect of
processing steps such as gettering or hydrogenation. It also can help to analyze the influence
of impurity decoration on the features of dislocations in PL and DLTS.

Fig. 2 Charge carrier recombination at dislocations. Recombination at clean dislocations
occurs via direct exchange between the I1-dimensional dislocation bands Ep., Ep, (A). With
deep centers Ey present close to the dislocation core, recombination processes involving the
deep level take over (B), i.e. Ep <-> Ey, and (C), i.e. Ecy <-> Ey.
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Influence of phosphorus gettering

Phosphorus gettering is widely known as a means for reducing metal contamination and
improving the performance of solar cells. Nonetheless, quantitative data on the impact of
phosphorus gettering on defects had been lacking until recently.

Here we represent results of phosphorus gettering studies in deformed FZ-Si [11]. Fig. 3
shows experimental temperature dependencies of the EBIC contrast of an individual
dislocation prior to and after a phosphorus gettering treatment, respectively. The experimental
curves can be nicely matched with calculated curves obtained from our model. Curve 2 in the
upper diagram was calculated with the same parameters as the matching curve 1, but
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assuming lack of interaction between deep levels and shallow bands (channel B). The large
difference emphasizes the importance of this recombination path. The matched curves were
calculated using deep level densities of 2.5 x 10’ cm™ (prior to gettering) and 3.5 x 10° cm’
(after gettering), respectively. Although the actual figures of the deep level concentration
depend also on the choice of other parameters of the model (e.g. coupling between dislocation
bands and deep centers), a reduction of the dislocation contamination level by about 2 orders
of magnitude can be stated.

Influence of hydrogenation

Influence of hydrogenation on the recombination activity of crystal defects in solar-grade Si
has been already studied a long time ago, e.g. [12]. We analyzed the temperature dependence
of the EBIC contrast at the same dislocation before and after hydrogen treatment [13]. After
hydrogenation the recombination activity of the defect is strongly reduced and in most cases
not detectable at room temperature. Comparing the experimental with the calculated c(T)
curves, we conclude that about 90% of the deep centers decorating the dislocation are
passivated. However, a complete passivation of the total number of deep recombination
centers, i.e. a restoration of the very low intrinsic defect activity (type II), could not be
obtained, see [14]. EBIC measurements of the defect contrast as a function of temperature
also provide information about the extension (penetration depth) and characteristics of the
hydrogen passivation, see [15]. For block-cast mc-Si a passivation depth of about 100 um was

observed after hydrogen plasma treatment for 1 hour at 310 °C. The extension of the
35



passivation was essentially the same for grain boundaries and for intra grain dislocations.
There was no indication for enhanced passivation along grain boundaries as stated in earlier
work. For a more detailed description about our work on hydrogenation see also [15,16].

Analysis of defect recombination behavior in me-Si regions with high defect density
Numerous studies of mc-Si performed in different labs show that the minority carrier
diffusion length decreases with increasing density of intragrain defects/dislocations. However,
if we take a closer look at the data by comparing diffusion lengths obtained for a certain
defect density substantial differences appear [17]. The spread in the diffusion lengths
probably reflects substantial differences in the contamination state of the defects.
Unfortunately, the model discussed above cannot be applied directly to assess the
contamination level in most grains of mc-Si. Grains with high defect density do not allow
c(T) measurements at individual defects.

We will illustrate that measurements of the temperature dependence of the diffusion length
L(T) provide another way to estimate the defect contamination. If the diffusion length is
controlled by defects a mean defect recombination strength? I'(T) can be calculated from
L(T), provided the defect density is known. I'(T) can be analyzed then using our new model
[10], delivering information on the mean defect contamination in the respective area. Fig. 4a
shows experimental diffusion length data for temperatures between 80 K and 180 K measured
in two different grains, P1 and P2, of a block-cast wafer. (Measurements at higher
temperatures could not be performed because the energy-dependent EBIC method [18] of
determining the diffusion length is limited to values not exceeding 100 um.)
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Fig. 4 Assessment of recombination behavior of dislocations by diffusion length
measurements as a function of temperature: (a) L*(T) as obtained for two regions of a block-
cast sample (open and solid symbols refer to two sets of measurements in the same area), (b)
average recombination strength I(T) of the dislocations, derived from the diffusion length.

From these data, the average recombination strength I'(T) of the dislocations was estimated
using relation I' =1/ (L2 * Naist), where Ngig is the total dislocation length per unit volume.

? In addition to the defect activity the conditions used for EBIC measurements (beam energy, doping etc.)

influence the contrast value c. The defect strength I" can be calculated from ¢ by correcting the influence of the
experimental conditions. 36



The results are shown in Fig. 4b. The dependence on temperature indicates a low degree of
contamination — compare Fig. 1b. It is also found that the regions P1 and P2 differ in their
average dislocation activity. In particular, the dislocation activity at P1 changes faster than
that at position P2. Accordingly, this indicates differences in the dislocation contamination.

Results of modeling the impact of dislocations on diffusion length at 300 K are represented
in Fig. 5. The total concentration of contaminants/metals in the sample is fixed (10" cm™) and
the dislocation density is varied. It is assumed that all contaminants are segregated to the
dislocations. The calculations based on the new model give the following results. The
diffusion length decreases with increasing dislocation density. It also depends on the
parameter o, which describes the coupling between the shallow 1D dislocation bands and the
deep level contamination at the dislocations (o0 = 1: strong coupling, recombination path B
acting; o = 0: no coupling, no path B). If the dislocation density is small (10* cm™) the
concentration of deep impurity levels at each dislocation is high and the recombination is
controlled by path C because the action of path B is saturated. However, with increasing
dislocation density the concentration of impurities per dislocation becomes lower and
consequently, for o = 1, the action of path B gets more and more dominant, leading to an
additional decrease of diffusion length. To conclude, it is found that a given amount of
impurities in the sample becomes more harmful the higher the dislocation density.
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Fig. 5 Calculated dependence of the diffusion length on the dislocation density (parameters
O, = 2.0 cmz, o,=95- 10" cmz, Niop = 1 - 107 cm'3) for fixed total concentration of
contaminants (e.g. metals) in the sample of Ny =1 - 1 02 em’, a=0and o= 1.

Photoluminescence: Influence of defect contamination

Both the band-to-band and the D1 defect luminescence can be utilized for the purpose of non-
contact characterization of Si at room temperature. Examples are given in several papers, e.g.
[19,20]. The role of defect contamination on band-to-band and defect luminescence was an
open question so far. We have compared mapping of the band-to-band and the defect (D1)
photoluminescence, measured at room temperature in mc-Si, with the EBIC ¢(T) behavior.
The intensity of the band-to-band luminescence correlates with the minority-carrier diffusion
length. Concurrently, the D1 luminescence band appears in regions with relatively low

diffusion length and its intensity is reversed to the band-band PL intensity. Dislocation related
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effects in room temperature PL. were observed for both type 1 and type 2 EBIC behavior. It
means that a relatively low contamination level of dislocations in the order of 10 impurity
atoms per pm of the dislocation length produces D1 defect luminescence at room temperature
and also degrades both the band-to-band luminescence and minority carrier diffusion length.
Further details are given in [21].

DLTS C1 line: Influence of defect contamination

There is little knowledge regarding the influence of impurities on the characteristic lines
which appear in DLTS. We have compared DLTS analysis of (misfit) dislocations in n-type
Si with the EBIC ¢(T) behavior. There is clear evidence that clean dislocations, demonstrating
type II behavior, do not show the dislocation-related electron trap C1. At the same time, we
have found that the DLTS line C1 appears when the clean dislocations are intentionally
contaminated with some metals, exhibiting then type 2, mixed type or type 1 behavior,
respectively. The transformation of EBIC contrast from type 2 to type 1 corresponds to an
increasing contamination between about 10 and 1000 impurities per um dislocation length.
Corresponding spectra are given in Fig. 6. It is also worth to note that the C1 line is
symmetric for a small contamination (type 2), but the line becomes asymmetric with
increasing contamination level (type 1). Details about this work can be found in [22,23].
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Fig. 6 DLTS of n-type Si samples containing dislocations. The samples exhibit electron traps
at about 215 and 155 K. The CI line appears only when the dislocations are contaminated,
whereas clean dislocations do not show this line (see inset).

Summary and conclusions

We have shown that EBIC investigations of carrier recombination as a function of
temperature allow to identify the origin of the recombination activity of defects. A new model
of recombination at defects/dislocations [10] is used to analyze the c¢(T) data. The model is
capable to consistently explain all experimentally observed features by a different density of
deep centers at the defect. This provides a possibility to estimate the density of deep centers at
the defect from the experimental data. Examples illustrating the action of phosphorus
gettering and hydrogenation on the defect activity are given. Phosphorus gettering is shown to
reduce deep centers by 2 orders of magnitude. Hydrogenation is found to passivate defects
down to 100 pm depth.

Measurements of the EBIC contrast require low defect densities, a condition that is usually
not met in mc-Si. In that case, measurements of the diffusion length L versus temperature T
can serve to determine the mean defect activity in a certain area and to estimate the mean

defect contamination. This has been successfully demonstrated. It is also found by modeling
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that a given metal impurity level in the sample is more harmful the higher the dislocation
density. Finally, the influence of impurities on PL emission at room temperature and DLTS
has been discussed.
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Restructuring of Photovoltaic R&D Programs in Japan

Tadashi Saitoh
Tokyo A&T University, :
Koganei, Tokyo 184-8588, Japan

Contents
* Renewable energy strategy
» Evaluation of SOG-Si program
* A new 5 year program
Thin film solar cells
Bulk-type c-Si solar cells

ABSTRACT:

Recently, the Japanese new energy policy was restructured by emphasizing
the use of photovoltaics and wind energy. As for PV, an accumulated PV
energy production of 4.82 GWp is expected to be introduced in 2010. Toward
the government target, Japanese PV market in 2000 has grown to 129 MWp
corresponding to 40 % of the world-wide cell production. The increase was
realized by the government subsidy policy and development of cost-effective
multicrystalline Si solar cells. However, the module price tends to be
saturated. To decrease cost reduction furthermore, NEDO R&D programs
were restructured especially for thin-film solar cells. A new R&D program
includes advanced solar cells, innovative solar cells and systems research. In
addition, the four-year R&D program for multicrystalline Si solar cells keeps
on developing high-quality cast substrates and cell fabrication technologies
to realize a 20 % cell efficiency.
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New Energy Policy

(New energy committee under MIdi. 2009

Viewpoint under environment constraint

+ International consensus :COP 3 in Kyoto
» Suppression of energy consumption
» Short and long -range prospect of primary energy supply
—Best mix of nuclear energy and new energy —
= Short range (up to 2010) : what energy is used ?
- Long-range (after 2030) : Sustainable energy society
» Prospect of power network
--- combination of central and dispersed energy systems

—energy saving

Potential of new energy supply in Japan
(New energy committee under MITI, Jan. 2000)

. Introduced
Potential . in 2010
(Replaced oil) | (Replaced oil)
R bl Photovoltaics 20 Gl 1.2 Gl
enewable Solar thermal 16 Gl 45 Gl
energy -
Wing energy 2Gl 0.12 GI
Not used energy 2Gl 0.58 Gli
Recycle Urban waste 10 Gl 6.62 Gl
energy energy \
Waste wood, etc. 6 Gl 592Gl
Biomass 7 Gl S
Total 64 Gl 19 Gl
(% in primary energy supply ) (10%) (3%)
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Dissemination Scenario toward 2030
I.  Application areas

Residential Public Industrial
0 25t0 50 % 10t0 20 %
Solar thermal] 50 %of new houses of Tiew buildings of new facility
| : 15t0 20 % 50to 100 % 10t0 20 %
Photovoltaics of total houses of new buildings of new facility
Wind energy Dependent on resources
Urban waste Highefficiency plant
Biomass Emergence of biomass and methane fermentation
Cogeneration L 20t0 30 % 10to 20 %
Fuel cell of new buildings of new facility
Dissemination Scenario toward 2030
II.  Estimated amounts
1999 Forecast in 2010 Forecast in 2030
Introduced | Replaced oil | Introduced | Replaced oil | Introduced | Replaced oil
Solar thermal —_— | 091Gl | ——— 4.50 Gi S— 7.5 Gi
Photovoltaics 0.13 GW 0.03 Gl 4.82GW 1.18 Gi 525 GW 12.83 Gi
Wind energy 0.04 GW e e 3.00 GW 120 Gl 27GW 1.1Gl
Urban waste
energy 1.69 GW 5GW 6.62 Gl 11.3 GW 18.8 GI
Biomass 4.61 Gl 592 Gl 189 Gi
Co-generation | 1.69 GW 4.6GW 12.6 GW
Fuel cell 0.01 GW 22GW 17.2 GW
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Cell production (MWp/year)

Yearly Cell Production in Four Regions
(P. Maycock, 2001)

140

B Japan
1200 *Subsidy policy

I for residential
100F * mc-Si solar cells
80 USA
60: By
40
200 5
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SN :““
s

Primary solar cell materials in 2000
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Evaluation of Mass Manufacturing Processes
for SOG-Silicon and Multicrystalline Solar Silicon Wafer

By Kawasaki Steel and Sumitomo Sitix (FY 1999 - FY 2002)

Table 1 Developed technologies

SOG-Si pilot plant 60 tons/year
Pulling-down speed 2.5 mm/min
of EM casting
Wire saw productivity 115,000 slices/month
(15 cm sq, 4 ingots/run)
Cell efficiency (EMC) 13.6 % (12.8 to 13.7)
Cell efficiency (conv.) 13.7% (13.4 t0 13.7)

Table 2 Estimated production cost

SOG-Si feedstock 2,300 yen/kg
(79 yen/wafer )

EMC ingot 2,800 yen/kg
(99 yen/wafer)
Slicing & cleaning 135 yen/wafer
Total 313 yen/wafer

Assumptions: 1000 t/y, 100 MWp/y, 15 cm sq, 250 umt
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Evaluation of Current R&D Programs

(FY 1996 to 2000)
R&D for Materials
1. Substrates for thin cells — to be continued
2. SOG-S1 feedstock —  to be finished
R&D for solar cells
1. Amorphous Si —  to be finished
2. CdTe — to be finished
3. CIS and poly-Si films — to be continued
4. n—v — 10 be continued
5. mc-Si — t0 be continued
A New 5-year R&D Program
(FY 2001 to 2005)
Targets

* Accumulated expected production (20 times)
200 MWp (FY1999) — 5 GWp (FY2010)
* PV electricity cost (one third)
70 yen/kwh (FY1999) —25 yen/kwh (FY 2005)
(Module cost:100 yen/'Wp)

R&D Programs for Solar Cells
I. Advanced R&D

1. a-Si/c-Si hybrid thin cells
2. CIGS thin film cells
3. III-V concentrator cells
4. Multicrystalline Si cells (FY1999 - FY2002)
II. Innovative R&D

1. Nanostruture Si solar cells

2. SiGe-base solar cells

3. Dye-sensitized solar cells A

4. Thin-film Si solar cells by Cat-CVD process
5. B-type FeSiz solar cells

6. Ball-type Si solar cells

7. CulnS: solar cells by plating process
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Targets in Advanced R&D Programs

(FY2001 to FY 2005)
Solar cells Program targets
+ a-Si/c-Si hybrid cells Module efficiency : 12 %
' Module size : 3,600 cm?

~» CIGS thin cells

Production cost : 100 yen/Wp*

» III-V concentrators

Cell efficiency : 40%
Production cost : 100 yen/Wp*

* High-efficiency mc-Si

cells

Cell efficiency : 20%
Wafer thickness : 150 um

(FY 1999 to FY 2002) Production cost : 147 yen/Wp*

* Assumed production: 100 MWp/y

Primary Conditions to achieve 20%-Efficient
Multicrystalline Si Solar Cells

To be achieved
Jsc=38 mA/cm?, Voc=0.66 V, FF=0.79, Eff=20%
(Jsc=36.4 mA/cm?, Voc=0.610V, FF=0.777, Eff=17.2%)

AN O A

Key parameters

Higher quality cast Si : average lifetime>200us
Low-cost texture technology

Low S at n* and p* surfaces: 2,000 cm/s at 2x10°cm?3
Boron BSF for thinner wafer (150pmt)

More effective hydrogen passivation

Lower shadowing loss
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How to realize government cost targets
by bulk-type c-Si approach ?

To achieve a module cost of 147 yen/Wp
in FY 2002

* Cell efficiency : 20%
* Thin kerf and substrate : 150 ym

Need a new concept toward 100 ven/Wp
from FY 2003

To reduce electricity cost to 25 yen/kwh
* Log life solar module :> 50 years (20 years)
* High efficiency module : > 18 % (13%)

Summary

Present status

* Rapid deployment of PV market in Japan
by government subsidy policy and low bank loan.

* Prevalence of bulk-type crystalline Si module.
* Saturation of PV module price.

Future directions
« Achievement of 147 yen/Wp until 2002.
» Creation of a new concept to 100 yen/Wp in 2002,
* R&D for 50-year life solar module at 25 yen/kwh.
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BEYOND WAFERS AND SILICON THIN-FILMS:
THIRD GENERATION PHOTOVOLTAICS

Martin A. Green
Centre for Third Generation Photovoltaics
University of New South Wales
Sydney, Australia, 2052
Telephone: (61-2) 9385-4018 Facsimile: (61-2) 9662-4240

Most solar cells sold on the presently booming solar cell market to date have been
“first generation” devices based on crystalline or “multicrystalline” silicon wafers.
“Second generation” thin-film solar cells based on amorphous silicon or
polycrystalline films of compound semiconductors and soon silicon, are starting to
appear on the market in increasing volume and, due to inherently lower material
costs, are expected to challenge “first generation” product increasingly over the next
decade.

Energy conversion efficiency is a key parameter for both generations of technologies
since this determines the area and hence cost for a given power rating. However,
this efficiency for first and second generation technology is quite modest (less than
15%), due to the quantum nature of the conversion process (1 electron/photon)
combined with other constraints. The Carnot limit on the conversion of sunlight to
electricity is much higher at 95%. This leads to the possibility of a “third generation”
of photovoltaic technology based on different conversion principles that allow the
Carnot value to be more closely approached.

After a brief introduction to the current status of “first” and “second” generation
technologies, candidates for “third generation” technologies will be outlined including
hot carrier cells and a variety of schemes based on including multiple excitation
processes with different energy thresholds in the one device. Low dimensional
semiconductor devices feature prommently in many of these schemes for a variety of
reasons to be discussed. :
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Electronic Transport in Amorphous / Crystalline Silicon
Heterojunction Solar Cells

U. Rau*, N. Jensen, and J. H. Werner

Institute of Physical Electronics, University of Stuttgart, D-70569 Stuttgart, lGermany

Abstract

Amorphous hydrogenated silicon/crystalline silicon (a-Si:H / ¢c-Si) heterojunc-
tion solar cells are investigated with the help of quantum efficiency, cur-
rent/voltage, and capacitance/voltage measurements. The open circuit voltage
and the fill factor of the a-Si:H / c-Si heterojunction solar cells under investiga-
tion are limited by recombination in the neutral zone of the crystalline Si ab-
sorber. Our best n-type a-Si:H / p-type ¢-Si solar has an open circuit voltage V,,
= 655 mV. This V,. value already requires a recombination velocity Sj below
100 cm/s at the heterointerface. A further increase of V,. appears only possible
when changing the doping sequence to p-type a-Si:H / n-type c-Si where the
band diagram is more favorable in order to minimize interface recombination.

Introduction

Heterojunction solar cells consisting of an amorphous hydrogenated silicon (a-Si:H)
film on top of a crystalline silicon (c-Si) absorber are a technological alternative to c-Si solar
cells with diffused pn-junctions that require a series of processing steps at high temperatures
[1]. The processing of a-Si:H / ¢-Si solar cells is comparatively simple and the heterojunction
is formed by depositing a highly doped a-Si:H layer on a crystalline silicon substrate at tem-
peratures of 200°C or below. The high potential of such a technology was recently demon-
strated by a record cell with the so-called HIT structure (Heterojunction with Intrinsic Thin
layer between a-Si:H emitter and c-Si base) with a confirmed efficiency of 11=20.7 % and an
open circuit voltage of V,. = 719 mV [2]. This cell type consists of an n-type c-Si absorber
with a p-type a-Si:H heterojunction partner and an n-type a-Si:H back contact. In addition, the
record HIT solar cell as well as its predecessors [3,4] had a textured surface to minimize re-
flection losses and to enhance light trapping. Obtaining the high efficiency of these a-Si:H / c-
Si heterojunction solar cells still requires a relatively high number of processing steps. -

The present contribution concentrates on a-Si:H / ¢c-Si heterojunction solar cells with-
out high-efficiency features such as surface texturing and back surface field. We analyze the
electronic device properties by quantum efficiency, current/voltage, and capacitance/voltage
measurements. The open circuit voltage and the fill factor of the a-Si:H / ¢-Si heterojunction
solar cells under investigation are limited by recombination in the neutral zone of the crystal-
line Si absorber. Our best n-type a-Si:H / p-type c-Si solar cell prepared without high-
efficiency features has an independently confirmed efficiency n = 14.1 % and an open circuit
voltage V,. = 655 mV [5].
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Solar cell preparation

The fabrication of the heterojunction solar cells starts with cleaning the c-Si wafers by
ultrasonic treatment in acetone (10 min.), followed by an ultrasonic treatment in isopropanole
(10 min.). Before and after each treatment, we rinse the samples in deionized water with a re-
sistivity of 18.2 MQcm. Secondly, we remove the native oxide by an HF-dip (5%, 10sec).
Immediately after oxide removal, we transfer the c-Si substrates into a plasma enhanced
chemical vapour deposition (PECVD) chamber. The process conditions for the deposition of
hydrogenated amorphous Si are: substrate temperature 150°C-160°C, deposition pressure 150
pbar, frequency 13.56 MHz and power 4-5 W. The flow rate is 15 sccm SiHy for intrinsic a-
Si:H and 2 % PHj3 in 16 sccm SiHy for highly phosphorous doped a-Si:H. The deposition rate
is about 15 nm/min. The high sheet resistivity of the amorphous Si:H emitter layer imposes
the use of a highly conductive and transparent contact layer to minimize resistive losses. We
use an indium tin oxide (ITO) layer with a thickness of 75 - 100 nm and a sheet resistance of
about 60 /¢ deposited by radio frequency (RF) magnetron sputtering. Indium tin oxide lay-
ers are sputtered at room temperature from an In,O3+SnO; target (90/10) without oxygen ad-
dition. The argon flow rate is 20 sccm and the RF plasma power is 200 W. The ITO layer
serves as a contact layer to the a-Si:H emitter and as an antireflection coating at the same
time. Additionally, the ITO layer defines the cell area. A silver front grid is evaporated using

“a shadow mask. Contact to the c-Si absorber is provided by evaporating Pd/Al onto the full
area of the back side. In case where both device contacts are placed on the solar cell front
side, we etch back the a-Si:H outside the active cell area using a 3 % KOH etching solution at

- 80 °C for 10 s after annealing the samples at 200°C in air.

Device analysis

Compared to pn-junctions, heterojunctions as charge-separating regions in solar cells
imply the drawback of possible defect states at the hetero-interface causing interface recom-
bination as additional and possibly dominant recombination path. In most previous studies on
a-Si:H / c-Si heterojunction solar cells [24,6-12] only few has been done on the determination
of the recombination path that is relevant for the open circuit voltage of the devices. In the
following, we concentrate on a sound analysis of the electronic transport properties of our de-
vices by evaluation of quantum efficiency data, current/voltage and capacitance voltage
curves of a-Si:H / c-Si solar cells in order to identify the dominant recombination mechanism
that limits the open circuit voltage.

Quantum Efficiency Analysis

- We determine losses of the short circuit current density js. in our a-Si:H/c-Si solar cells
from measurements of the internal quantum efficiency Q. Figure 1 shows the internal quan-
tum efficiency Q of (n) a-Si.H / (p) c-Si solar cells with different thicknesses of the a-Si:H
emitter layer. From the curves in Fig. 2 we conclude that, apart from recombination losses in
the red/infrared wavelength regime due to recombination of photogenerated charge carriers in
the absorber layer, these solar cells suffer from parasitic absorption in the ITO layer. As a
consequence, the maximum value of Q does not reach unity. In addition, recombination of
photogenerated charge carriers in the a-Si:H emitter strongly diminishes j;. . The curves a) —
c¢) in Fig. 1 show Q of a-Si:H / c-Si solar cells with increasing emitter thickness from a) to c).
An increase of the a-Si:H emitter thickness deteriorates the blue response of our solar cells

significantly. Hence, the emitter thickness should be kept as thin as possible. However, the
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reduction of the emitter thickness is limited by technological problems of depositing a con-
tinuous a-Si:H layer without generating shunt paths by the subsequent process steps.

Current / voltage characteristics and open circuit voltage limitations

The determination of the dominant recombination mechanism in diodes requires a
proper analysis of the diode ideality factor n. As one among other [5] evaluation schemes for
the diode ideality factor, we measure I, and V,. under different illumination intensities as
shown in Fig. 2a). Since, at open circuit conditions, no current flowing through the device, I,
and V,. are interconnected by the diode law with the unknown saturation current density jj
and diode ideality factor n. By measuring at two slightly different illumination intensities, one
can solve for the diode ideality factor n. Thus, Fig. 2b) shows diode ideality factors and, we
find n close to unity over the voltage range that is relevant for the respective V..
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Figure 1: Internal Quantum Efficiency  Figure 2: (a) Semilogarithmic representation
Q of a series of (n) a-Si:H / (p) c-Si so- of dark current density vs. voltage character-
lar cells with different thickness of the  istics during illumination (after subtraction of
() a-Si:H layer (12.5, 25, and 50 nm). the short circuit current density). In the same
Apart from recombination losses in the plot we draw js. vs. V,. values obtained at
red/infrared region (base losses), para- various illumination intensities. (b) Voltage
sitic absorption in ITO (optical losses) = dependence of the diode ideality factor n from
and recombination in the amorphous the semilogarithmic derivative of the j;/V,.
silicon (emitter losses) diminish the curve in (a).

short circuit current density jo..

An ideality factor n = 1 is expected for diffusion and subsequent recombination of mi-
mnority carriers in the neutral zone (NZ) of the c-Si absorber as dominant transport mechanism.
The open circuit voltage V. for solar cells limited by NZ-recombination reads (Eq. (4) in [13])

_E, kT (gDNN,
q q Nd jscLeﬁ‘

oc )
where E, equals the bandgap energy and kT/q is the thermal energy. The quantity D denotes
the minority carrier diffusion constant, N, (N,) the effective density of states in the conduction
(valence) band, L4 is the effective diffusion length and N; denotes the doping density of the
absorber material. Equation (1) connects V,. with material constants of ¢-Si and with quanti-

ties such as N; and L4, which are accessible by independent measurements. Note that the ef-
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fective diffusion length L.¢ is a function of the minority carrier lifetime T and the surface re-
combination velocity Sy at the back contact [14]. For bulk diffusion lengths Lp = (D'c)“ 2
ceeding the thickness of the neutral region, L4 is likely to be determined by Sg.

‘We determine the effective diffusion length L, of our a-Si:H/c-Si solar cells from the
red/infrared regime of the quantum efficiency Q (c.f. Fig. 1). Plots of the inverse quantum ef-
ficiency Q" versus absorption length of the incident photons yield the effective diffusion
length L. [14]. The doping density Ny is determined by capacitance/voltage (C/V) measure-
ments. The symbols in Fig. 3 show open circuit voltages of a-Si:H/c-Si solar cells with crys-
talline silicon absorbers having different values of N; and L.s The V,-limit imposed by NZ-
recombination of Eq. (1) is shown as a straight line. All our a-Si:H/c-Si solar cells show ex-
perimental open circuit voltages very close to this limit. Particularly, the fact that Eq. (1) de-
scribes the open circuit voltage of our solar cells with different N; and Leﬂ' identifies recombi-
nation in the NZ of the absorber to be the limiting mechanism for V..
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Figure 3: Open circuit voltage V,. of various  Figure 4: Temperature dependence of

a-Si:H / c-Si solar cells with different c-Si ab- ~ the saturation current density jo in a
sorbers (listed in Table 2). The straight line modified Arrhenius plot. A fit to the
shows the V. limitation of Eq. (1). measured data yields an actlvatlon en-

ergy of E,=1.14eV.

To strengthen this observation and definitely exclude recombination at the a-Si:H/c-Si

interface from limiting V,. , we also investigate the temperature dependence of the saturation
current

I, —Iooexp( IfT) . | (2)

Here, Iy is a weakly temperature dependent prefactor which is different for each re-
combination mechanism and E, is the activation energy for the recombination process [13].
The diode ideality factor n enters into the thermal activation of the saturation current as
shown in Eq. (2). Thus a plot of n In I versus the inverse temperature 1/7 yields the relevant
activation energy E, of the recombination mechanism. In the case of bulk recombination, we
expect E, = E, , whereas for interface recombination we expect E, = ®@p , where Py is the ef-
fective barrier height for charge carriers from the c-Si absorber to recombine at the inter-
face.Figure 4 shows such a plot of n In I versus the inverse temperature 1/T for a (n) a-Si:H /
(p) c-Si heterojunction solar cell. We find an5221ctivation energy of E,=1.14 eV, which is very



close to the band gap energy E, = 1.12 eV of crystalline silicon. Apart from our result that the
measured open circuit voltages of our a-Si:H /c-Si solar cells are very close to the theoretical
limit imposed by neutral zone recombination, this finding of E, nearly equal to E, is a second
proof that recombination in the neutral zone of the c-Si absorber limits V,.. Thus, recombina-
tion at the a-Si:H / ¢-Si interface is subsidiary with regard to the boundary of V,..Our best (n)
a-Si:H / (p) c-Si (FZ) heterojunction solar cell with a doping density of N;=5x10"cm™ of the

c-S1 wafer has an independently confirmed open circuit voltage V,. = 654.5 mV, a short cir-

cuit current density js. = 26.65 mA/cmZ, and a fill factor FF = 81 % [5].

Capacitance / Voltage measurements

In the previous section we have shown that recombination within the neutral zone

limits the open circuit voltage V,, of our a-Si:H / c-Si solar cells. Thus, the choice of the c-Si
absorber material, its minority carrier lifetime and doping density, as well as the reduction of
the backside recombination velocity Sp are the key to V,, improvements. However, with in-
creasing absorber quality one will approach the limitation of V,. by recombination at the a-
Si:H / c-Si interface. The V. limit imposed by interface recombination reads [15]

b .
v, =Zs _nkT 14N, S ) 3)
q q ]SC v

where S;, is the interface recombination velocity. According to Eq. (3) the effective barrier @p
for recombination of charge carriers from the c-Si absorber at the interface should be as high
as possible in order to achieve a high open circuit Voltage V,e. To estimate @p , we need more
information about the band diagram of (n) a-Si:H / (p) ¢-Si and its (p)/(n) counterpart. -

x11§ LN L Figure 5: Mott-Schottky plots of capaci-
1 ' ' ; tance vs. voltage data from an (n) a-Si:H /
] (p) c-Si (sample A in Table 2) and from a
i (p) a-Si:H/(n) ¢-Si (p) a-Si:H / (n) c-Si heterojunction solar
E or ] cell (sample C in Table 2). The intercept V;
O | : with the voltage axis yields the built-in
= 0 N & VF12V ] voltage. We find a significantly larger
5 ._(n) a-S"H/(‘F;lg-?S; Y -1 - built-in voltage for the (p) a-Si:H / (n) c-Si
- \\ 1 structure compared to its counterpart.
o 1 N 1 1 1 1 ] L i

4 3 -2 -1 0 1 2
Voltage V (V)

Figure 5 compares the C VA% (Mott-Schottky) plots of a (n) a-Si:H / (p) c-Si and a (p)
a-Si:H / (n) c-Si heterostructures. The data are taken at room temperature and test frequency f
= 100kHz. The intercept V; with the voltage axis equals the built-in voltage Vj; of the device,
reduced by 2kT/q when neglecting interface states and a dipole effect [16]. We find an inter-

cept voltage of V; = 1.25V for the (p) a-Si:H / (n) ¢-Si structure, a value that is considerably

larger than the intercept voltage V; = 0.72V of the (n) a-Si:H / (p) c-Si structure. From the
schematic band diagrams of Fig. 6 we find for the difference of the band discontinuities [5]

AE. - AE, =0.56 eV . @

53



This simple evaluation shows that the valence band offset AEy is much larger than the con-
duction band offset AE¢, which is in good agreement with the determination of AEy from the
current/voltage behavior at low temperatures [17]. Thus, the (p) a-Si:H / (n) c-Si structure has
a higher built-in voltage at the crystalline silicon part than its counterpart. In good approxi-
mation, the Fermi level of the (p) a-Si:H / (n) c-Si structure (see Fig. 6) at the interface is
close to the valence band edge resulting in an inversion layer. Thus, the effective barrier
height @ is given by @Pp=E; whereas ®p < E; holds for the (n) a-Si:H / (p) c-Si structure. As
a consequence, for a given interface recombination velocity S the open circuit voltage V. in
the (p) a-Si:H / (n) c¢-Si structure will be higher than in the (n) a-Si:H / (p) c-Si counterpart
(see Eq. 4). In this regard, Fig. 7 shows calculated values for the open circuit voltage V,.in
case of dominant interface recombination as well as for dominant neutral bulk recombination
with the assumption of a doping density Ng= 4.6x10'°m™ and an effective barrier height &g
= 0.72eV in the (n) a-Si:H / (p) c-Si structure and @p= E,;=1.12eV in the (p) a-Si:H / (n) c-Si
counterpart. : '

EC
] thsn
AE,
1AE,
............................................... E. o7 qV,,
of E,
B qvb . EC
Er
AE,
qum
. . v Ev
(n)a-SitH (p)c-Si (p) a-Si:H (n) c-Si

Figure 6 : Schematic band diagram of a (n) a-Si:H / (p) c-Si (left) and (p) a-Si:H / (n) c-Si
heterojunction (right). The barrier height ®g is, according to Eq. (4), one limiting factor of
the open circuit voltage in case of interface recombination. The higher built-in voltage Vi,
and thus, the higher effective barrier height, in the (p) a-Si:H / (n) c-Si heterojunction
compared to its counterpart corresponds to the capacitance/voltage measurements of Fig. 5.

Most groups working on a-Si:H/c-Si heterostructure solar cells select the (n) a-Si:H /
(p) c-Si structure, often justified by the higher bulk diffusion length of electrons compared to
holes. Additionally, a low-resistivity contact on moderately doped p-type c-Si is easier to
achieve than on n-type c-Si where one has to use a backdiffused n* layer or an a-Si:H back
surface field as it was done by the Sawada et al. [3]. However, the achievement of open cir-
cuit voltages in excess of 700 meV [3] appears to justify this effort. From Fig. 7, we conclude

that such a high V. is hardly to obtain when using p-type c-Si, unless the interface recombi-

nation velocity S, is brought to values below 10 cm/s.
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Figure 7 : Open circuit voltage V,. of a-Si:H / c-

0.75 ———rrr——rrrrr——rrrrm Si heterojunction solar cells computed from Egs.
— S=10'cm/s ; (1) and (3) using the built-in voltage V,* and
:° 0.70 - Our best cell -3 the doping N, = 4.6x10'® cm™ from Fig. 5. Dif-
o S, <10°cm/s \ ] ferent interface recombination S; = 10° , 102, and
2 065 () asiti(n) -5 > 10 cm/s imply differences in V,. as long as the
S s effective diffusion length L.s is larger than 10
£ 0.60} \ _ 4 um. The data point corresponding to our best cell
(&_; S=10%m/s | implies an interface recombination velocity of
S 0.55 around 70 cm/s. The dotted line corresponds to
' (n) a-Si:H/(p) ¢-Si ‘L -
& (n) a computed values for a (p) a-Si:H / (n) c-Si het-
050 vt 4t erojunction with ®g" = 1.12 €V, such that even
Ty 10 100 1000  With a less favorable S; of 10’ cm/s open circuit
Effective diffusion length L__ (um) voltages in excess of 700 mV are possible.
Conclusions

We have fabricated a-Si/c-Si heterojunction solar cells by depositing amorphous hy-
drogenated silicon by plasma enhanced chemical vapour deposition. Our best solar cells show
a certified conversion efficiency of 14.1 % without high-efficiency features such as light trap-
~ ping and / or a back surface field. The dominant recombination path in our solar cells is re-
combination in the neutral zone of the c-Si absorber. Therefore a careful selection of the. ab-
sorber doping density, both concerning maximum V,,. as well as high FF is indispensable.
From our modeling and from capacitance / voltage measurements we find that, in the high ef-
ficiency limit interface recombination sets an upper bound to the open circuit voltage. Our
best Voc of 655 mV obtained from a (n) a-Si:H/ (p) c-Si heterostructure already requires a—re-
combination velocity Si; < 100 cm/s at the a-Si:H/c-Si interface. Thus, the more favorable
band diagram of the (p) a-Si:H / (n) c¢-Si structure (Fig. 6) used in the recent record devices
[2,3] has an inherent advantage to obtain higher open circuit voltages.
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